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1
Introduction

1.1 Main results

S ome might consider the following theorems as the principle applications
of the material in this thesis.

Theorem (Theorem 5.6.1, cf. [Sus00, Theorem 4.2, Corollary 4.3]). Let X be
an equidimensional quasi-projective scheme over an algebraically closed field
k. Let i ≥ d = dimX and suppose that m is coprime to the characteristic of
k. Then

CHi(X, n;Z/m) ∼= HƦ(d−i)+n
c (X,Z/m(d− i))#

where Hc is the étale cohomology with compact supports. If the scheme X is
smooth then this formula simplifies to CHi(X, n;Z/m) ∼= HƦi−n

ét (X,Z/m(i)).

Theorem (Theorem 5.4.20, Theorem 5.4.21, cf. [FV00, Theorem 8.2, The-
orem 8.3]). Let k be a perfect field of exponential characteristic p, let U be a
smooth scheme of pure dimension n over k, and let X, Y be separated schemes
of finite type over k. We denote by Ar,i(Y,X) the bivariant cycle cohomology
of [FV00, Definition 4.3]. There are canonical isomorphisms

Ar,i(Y× U,X)[ ƥp ] ∼= Ar+n,i(Y,X× U)[ ƥp ].
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We also have the following properties:
1. (Homotopy invariance) The pull-back homomorphism zequi(X, r)→ zequi(X×

Aƥ, r+ ƥ) induces for any i ∈ Z an isomorphism

Ar,i(Y,X)[ ƥp ]
∼→ Ar+ƥ,i(Y,X× Aƥ)[ ƥp ].

2. (Suspension) Let
p : X× Pƥ → X

i : X→ X× Pƥ

be the natural projection and closed embedding. Then the morphism

i∗ ⊕ p∗ : zequi(X, r+ ƥ)⊕ zequi(X, r)→ zequi(X× Pƥ, r+ ƥ)

induces an isomorphism

Ar+ƥ,i(Y,X)[ ƥp ]⊕ Ar,i(Y,X)[ ƥp ]
∼→ Ar+ƥ,i(Y,X× Pƥ)[ ƥp ].

3. (Cosuspension) There are canonical isomorphisms:

Ar,i(Y× Pƥ,X)[ ƥp ]
∼→ Ar+ƥ,i(Y,X)[ ƥp ]⊕ Ar,i(Y,X)[ ƥp ].

4. (Gysin) Let Z ⊂ U be a closed immersion of smooth schemes everywhere
of codimension c in U. Then there is a canonical long exact sequence
of abelian groups of the form

. . .Ar+c,i(Z,X)[ ƥp ]→ Ar,i(U,X)[ ƥp ]→ Ar,i(U− Z,X)[ ƥp ]

→ Ar+c,i−ƥ(Z,X)[ ƥp ]→ . . .

Theorem (cf. [Voe00b, Corollary 3.5.5, 4.1.4, 4.1.6, Theorem 4.3.7]). Let k
be a perfect field of exponential characteristic p.

1. (Lemma 5.5.2, Lemma 5.5.6) The subcategory DMgm(k,Z[ ƥp ]) ⊂ DM(k,Z[ ƥp ])
contains the objectsM(X)[ ƥp ] = C∗(cequi(X/k, Ƥ)) andMc(X)[ ƥp ] = C∗(zequi(X/k, Ƥ))
and for any separated scheme X of finite type over k.

2. (Proposition 5.5.3) DMgm(k,Z[ ƥp ]) is generated by M(X)[ ƥp ] for X smooth
and projective over k.
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3. DMgm(k,Z[ ƥp ]) has an internal hom.

4. (Theorem 5.5.14) Denoting A∗ = homDMgm(k,Z[
ƥ
p ])
(A,Z[ ƥp ]) one has:

(a) For any object A in DMgm(k,Z[ ƥp ]) the canonical morphism A →
(A∗)∗ is an isomorphism.

(b) For any pair of objects A,B of DMgm(k,Z[ ƥp ]) there are canonical
morphisms

(A⊗ B)∗ ∼= A∗ ⊗ B∗

homDMgm(k,Z[
ƥ
p ])
(A,B) ∼= A∗ ⊗ B.

(c) For a smooth scheme X of pure dimension n over k one has canon-
ical isomorphisms

M(X)[ ƥp ]
∗ ∼= Mc(X)[ ƥp ](−n)[−Ʀn]

Mc(X)[ ƥp ]
∗ ∼= M(X)[ ƥp ](−n)[−Ʀn].

In [Wei80, 2.9] Weibel asks if Kn(X) = Ƥ for n < − dimX for every noethe-
rian scheme X where Kn is the K-theory of Bass-Thomason-Trobaugh. This
question was answered in the affirmative in [CHSW08] for schemes essentially
of finite type over a field of characteristic zero. Assuming strong resolution
of singularities, it is also answered in the affirmative in [GH10] for schemes
essentially of finite type over a field of positive characteristic. Both of these
proofs compare K-theory with cyclic homology, and then use a cdh descent
argument. The main keys in the following theorem are the representability
of homotopy invariant algebraic K-theory ([Wei89])in the Morel-Voevodsky
stable homotopy category ([Cis12]) and a theorem of Gabber (a weak version
is mentioned further down in this introduction).

Theorem (Theorem 5.7.1). Let X be a quasi-separated quasi-excellent noethe-
rian scheme and p a prime that is nilpotent on X. Then Kn(X)⊗Z[ ƥp ] = Ƥ for
n < − dimX.

The first three theorems above appear in [FV00], [Voe00b], and [Sus00]
under the assumption of resolution of singularities. The resolution of singu-
larities assumption is applied through the theorem [Voe00b, Theorem 4.1.2]
of Voevodsky. Our main technical result is the following Z[ ƥp ]-linear version
of this theorem.
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Theorem (Theorem 5.3.1, cf. [Voe00b, Theorem 4.1.2]). Let k be a perfect
field of exponential characteristic p. Suppose that F is a presheaf with transfers
on the category Sch(k) of separated k-schemes of finite type such that Fcdh ⊗
Z[ ƥp ] = Ƥ. Then (C∗(F)Nis⊗Z[ ƥp ])|Sm(k) is quasi-isomorphic to zero as a complex
of Nisnevich sheaves on Sm(k).

With this Z[ ƥp ]-linear version version of [Voe00b, Theorem 4.1.2], Suslin’s
proof of Theorem 5.6.1 goes through unchanged. Similarly, Z[ ƥp ] versions of
the material in [FV00] and [Voe00b] that previously assumed resolution of
singularities are now all valid with minor changes to some arguments.

To apply resolution of singularities in his work on algebraic cycle cohomol-
ogy theories, Voevodsky introduced the cdh topology. This is an enlargement
of the Nisnevich topology so that the proper birational morphisms coming
from resolution of singularities may be used as covers. We will use the fol-
lowing theorem of Gabber as a replacement for resolution of singularities.

Theorem (Gabber [Ill09, 1.3] or [ILO12, Theorem 3, Theorem 3.2.1]). Let
X be a separated scheme of finite type over a perfect field k and ` a prime
distinct from the characteristic of k. There exists a smooth quasi-projective
k scheme Y, and a k-morphism f : Y→ X such that

1. f is proper, surjective, and sends every generic point to a generic point,
and

2. for each generic point ξ of X there is a unique point η of Y over it, and
[k(η) : k(ξ)] is finite of degree prime to `.

To apply this theorem of Gabber, we need to enlarge the Nisnevich topol-
ogy further. Hence, we search a topology which contains the Nisnevich topol-
ogy and for which we can use Gabber’s theorem to show that every scheme
of finite type admits a smooth quasi-projective covering. There are many
possible choices, some making the proofs easier than others. The following
definition could be considered as the first new contribution of this thesis.

Definition (Definition 3.2.6). Let ` be a prime and S a scheme. The `dh
topology is the Grothendieck topology on the category Sch(S) of schemes of
finite type over S generated by the cdh topology, and the pretopology for
which the covers are singletons {Y f→ X} containing a finite flat surjective
morphism of constant degree prime to `, such that f∗OY is a globally free
OX-module.
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We will call the latter pretopology the fps`′ pretopology.
We have defined the `dh topology in such a way that proofs may be reduced

to a cdh part, and an fps`′ part. To structure the proofs dealing with fps`′

part, we formalise a notion of presheaf with traces. In our work the class P in
the following definition will always consist of finite flat surjective morphisms,
but sometimes we will restrict them to being between quasi-projective vari-
eties in whatever category of schemes S we happen to be working with.

Definition (Definition 3.3.1). A presheaf with traces (F,S,A,Tr,P) is an
additive functor F : Sop → A from a category of schemes S to an additive
category A, together with a class P of morphisms of S, and a morphism
Trf : F(Y)→ F(X) for every morphism f ∈ P . The morphisms Tr are required
to satisfy the following axioms.

(Add) For morphisms fƥ : Yƥ → Xƥ and fƦ : YƦ → XƦ in P we have

TrfƥqfƦ = Trfƥ ⊕ TrfƦ .

(Fon) For morphisms W g→ Y
f→ X in P we have

TrfTrg = Trfg and TridX = idF(X).

(CdB) For every cartesian square in S

Y×X W
g //

q
��

W
p
��

Y f
// X

such that f, g ∈ P we have

F(p)Trf = TrgF(q).

(Deg) For every finite flat surjective morphism f : Y→ X in P such that f∗OY
is a globally free OX module we have

TrfF(f) = deg f · idF(X).
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It falls straight out of the definition that if (F, Sch(S),Z(`)-mod,Tr,P) is a
presheaf with traces such and P contains each fps`′ cover, then F is an fps`′

sheaf (Lemma 3.4.10). Hence, a cdh sheaf with traces of that form is an `dh
sheaf.

1.2 Outline
We outline now the proof of Theorem 5.3.1. It suffices to show C∗(F)Nis⊗Z(`)

quasi-isomorphic to zero for each ` 6= p. As the `dh topology is finer than
the cdh topology, clearly we can assume that F`dh ⊗ Z(`) = Ƥ. As F`dh ⊗ Z(`)

is the image of F in the derived category of `dh sheaves of Z(`)-modules, and
C∗(F)Nis ⊗ Z(`) is the image of F in DMeff(k,Z(`)), our result will follow if we
can find a factorisation

D(ShvNis(SmCor(k),Z(`)))→ D(Shv`dh(SmCor(k),Z(`)))→ DMeff(k,Z(`)).

We can describe the derived category of Nisnevich (resp. `dh) sheaves as
the derived category of presheaves with Nisnevich (resp. `dh) hypercovers
inverted. To obtain such a factorisation then, it suffices to show that every
`dh hypercover in DM(k) is isomorphic to the scheme it covers. The functor
Sm→ DM(k,Z(`)) factors through HZ(`)-mod where HZ(`) is the object of the
Morel-Voevodsky stable homotopy category SH(k) that represents motivic
cohomology with Z(`) coefficients. So we have converted the problem into
showing that each `dh hypercover in HZ(`)-mod is isomorphic to the scheme
it covers, or equivalently, that every object of HZ(`)-mod satisfies `dh-descent.

This descent problem is broken up into a cdh part, and a fps`′ part. The
cdh part is taken care of by a theorem of Cisinski ([Cis12, 3.7]) which applies
a theorem of Ayoub to show that every object of SH(k) satisfies cdh descent.
For the fps`′ part we define a suitable notion of what it means for an object
of SH(k) to have a structure of traces (Definition 4.3.1), and show that every
object of HZ(`)-mod has such a structure of traces (Corollary 5.2.4). To show
that cdh descent and a structure of traces implies `dh descent, we compare
the cdh and `dh descent spectral sequences and use the following theorem,
which is a weak summary of the results of Chapter 3.

Theorem (Theorem 3.8.2). Let k be a perfect field and ` a prime that is
invertible in k. Let F be a presheaf of Z(`)-modules with traces on Sch(k), such
that
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1. F(X)→ F(Xred) is an isomorphism for every X ∈ Sch(k),

2. F(X)→ F(Aƥ
X) is an isomorphism for every X ∈ Sm(k), and

3. F|Sm(k) has a structure of transfers,

then for every n ∈ Z≥Ƥ and every X ∈ Sch(S), the canonical morphism

Hn
cdh(X, Fcdh)→ Hn

`dh(X, F`dh)

is an isomorphism.

We actually prove Theorem 3.8.2 in a more general setting (see Theo-
rem 3.8.1); the statement above is designed to be applied to the homotopy
presheaves of an oriented Z(`) local object of SH(k).

To obtain a structure of traces on an object of HZ(`)-mod we will see that it
is enough to have a structure of traces on HZ(`). We can define a structure of
traces on KH, the object representing homotopy invariant algebraic K-theory,
fairly naturally (see [Wei89] for homotopy invariant algebraic K-theory and
[Cis12] for its representability in the Morel-Voevodsky stable homotopy cat-
egory). We then notice that HZ is the zero slice of KH due to work of Levine
([Lev08, Theorems 6.4.2 and 9.0.3]). Traces on HZ now follows from the
following theorem, which is the main goal of Chapter 4.

Theorem (Proposition 4.3.7). Suppose that k is a perfect field and ` a prime
invertible in k. If E ∈ SH(k) is a Z(`)-local object with a structure of traces,
then the slices sqE have a canonical structure of traces.

We will now give an outline of this thesis.
In Chapter 2 we present a part of the Suslin-Voevodsky theory of rel-

ative cycles [SV00b]. Instead of defining the presheaves of relative cycles
cequi(X/S, Ƥ) gradually via the presheaves Cycl(X/S, Ƥ) as is the usual treat-
ment, we present a definition of them via a universal property. We then
show that they exist using a reworking of the usual construction that hope-
fully is more accessible for a novice to the theory.

One thing worth mentioning is that there is a small error in [SV00b] that we
correct. In particular, [SV00b, Corollary 3.2.4] is not true if S is not reduced
at its generic points. As a consequence, we lose the claim made in [SV00b,
Corollary 3.3.11] that cycl : ZPropHilb(X/S, Ƥ) → cequi(X/S, Ƥ) is a natural
transformation. To see that the naturality breaks, it suffices to consider the
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morphism Sred → S for any S which is not reduced at its generic points, and
Z = X = S. Note that if we restrict to the category of reduced noetherian
schemes there is no problem, and so this does not affect correspondences
between normal schemes at all.

We end this chapter with a similar exposition of the category Cor(S) of
correspondences, but cite the original article for the hard technical work.

In Chapter 3 we present our definition of the `dh-topology and compare
it to the cdh topology. The main technical result of this chapter is Theo-
rem 3.8.2 which has already been mentioned. We outline briefly the steps
involved in getting there. The comparison of cohomologies is fairly straight-
forward if we are working with presheaves with transfers. We show that the
cohomologies of cdh/`dh sheaves with transfers can be calculated as Ext’s in
the category of presheaves with transfers, and then the result follows imme-
diately from the easy facts that every presheaf with transfers is a presheaf
with traces (Lemma 3.3.9), and every presheaf of Z(`) modules with traces
is a sheaf for the topology generated by finite flat surjective morphims of
degree prime to ` (Lemma 3.4.10). Hence, the categories of cdh sheaves of
Z(`) modules with transfers and `dh sheaves of Z(`) modules with transfers
are equivalent (in fact, they are equal).

To get to transfers we show that under certain conditions a structure of
traces on a presheaf F induces a structure of traces on the cdh associated sheaf
(Proposition 3.6.12), and a nice enough cdh sheaf with traces has a canonical
structure of transfers (Theorem 3.7.1). The latter is straight-forward using
Raynaud-Gruson’s platification theorem (Theorem 2.2.16) to convert every
correspondence into a sum of compositions of morphisms of schemes and
“transposes” of finite flat morphisms.

Pushing the structure of traces through the cdh sheafification is harder.
For this we introduce the notion of a Gersten presheaf (Definition 3.6.4)
and a topology that we call the completely decomposed discrete topology
or cdd topology (Definition 3.5.1). A Gersten presheaf is a presheaf which
satisfies some analogue of Gertsen’s sequence for algebraic K-theory. The
most important property of the cdd topology is that the cdd associated sheaf
Fcdd of a presheaf F satisfies Fcdd(X) =

∏
x∈X F(x) where the product is over the

points of X of every codimension. The Gersten exact sequence implies that
if F is a presheaf of Z(`) modules then we have a sequence of monomorphims
F → Fcdh → F`dh → Fcdd. We show that a structure of traces on F passes to
a structure of traces on Fcdd (Theorem 3.5.5), give a criterion for a section
to be in the image of Fcdh → Fcdd, and show that the trace morphisms of
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Fcdd preserve this criterion. Hence, the structure of traces on Fcdd induces a
structure of traces on Fcdh (Theorem 3.5.5). For an explanation of why the
cdd topology arises quite naturally for us see Remark 3.5.4.

In Chapter 4 we shift focus to the Morel-Voevodsky stable homotopy cat-
egory. The idea is that we can define trace morphisms in algebraic K-theory
quite easily, and motivic cohomology is a graded piece of algebraic K-theory,
so we might be able to descend the algebraic K-theory trace morphisms to
motivic cohomology. In the context of SH, this involves a study of the slice
filtration. We begin the chapter by translating some work of Pelaez on the
functoriality of the slice filtration into Ayoub’s language of a stable homo-
topy 2-functors (cf. Theorem 4.2.11 and Remark 4.2.13), which makes it
easier to study the functoriality of the slice filtration. The main theorem of
Pelaez that we use is Theorem 4.2.25 which gives criteria for a triangulated
functor to preserve the slices of an object. We show that the functors we are
interested in satisfy his criteria (Theorem 4.2.29, Proposition 4.2.36).

We then define what it means for an object E ∈ SH(S) to have a structure
of traces (Definition 4.3.1), and use the material we have developed to show
that a structure of traces on an object induces a canonical structure of traces
on its slices. This is Proposition 4.3.7 stated above. We also mention that a
structure of traces on an object induces a structure of traces on its homotopy
presheaves (Lemma 4.3.4), that a structure of traces on a ring spectrum
induces a structure of traces on each of its modules (Proposition 4.3.11),
and that structures of traces are preserved morphisms of 2-functors which
commute with the right adjoints (Lemma 4.3.6).

In Chapter 5 we apply all the previous material. We begin by showing
that the object KH representing algebraic K-theory in SH(k) has a structure
of traces (Proposition 5.2.3), and that the object HZ representing motivic
cohomology has what we have called a weak structure of smooth traces (Def-
inition 4.2.27, Proposition 5.2.1). The material from Chapter 4 implies then
that every object in HZ[ ƥp ]-mod has a structure of traces. We show that
cdh descent plus a structure of traces implies `dh descent (Theorem 5.3.7).
Cisinski has applied a theorem of Ayoub to show that every object in SH
satisfies cdh descent ([Cis12, 3.7]), and so we have proved that the category
HZ[ ƥp ]-mod satisfies `dh descent. In particular, every smooth `dh hypercover
in HZ[ ƥp ]-mod are isomorphic to the scheme that it covers. We apply this in
the way outlined above to obtain Theorem 5.3.1. We recall some parts of
[Sus00] and show how our Theorem 5.3.1 implies Theorem 5.6.1.
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Finally, we discuss the conjecture of Weibel mentioned above about van-
ishing of algebraic K-theory in sufficiently low degrees.

1.3 Notation and conventions
All schemes will be separated unless otherwise stated. Associated to a scheme
S we consider the following categories.

Sch(S) the category of schemes of finite type over S.

Sm(S) the full subcategory of Sch(S) whose objects are smooth S-schemes.

Reg(S) the full subcategory of Sch(S) whose objects are regular S-schemes.

QProj(S) the full subcategory of Sch(S) which are quasi-projective.

EssSch(S) the category of S-schemes that are inverse limits of left filtering
systems in Sch(S) in which the transition morphisms are all affine open
immersions.

EssQProj(S) the category of S-schemes that are inverse limits of left fil-
tering systems in QProj(S) in which the transition morphisms are all
affine open immersions.
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2
Relative cycles

2.1 Introduction

T he goal of this chapter is to give a construction of the presheaves of rel-
ative cycles cequi(X/S, Ƥ) of Suslin-Voevodsky [SV00b]. The construction

of cequi(X/S, r), c(X/S, r), zequi(X/S, r), and z(X/S, r), is analogous. The culmi-
nation of the first four sections is Theorem 2.4.8 which suggests a definition
of the presheaf cequi(X/S, Ƥ) as the unique presheaf F satisfying:

(Gen) F(T) is a subgroup of the free abelian group generated by the points
z of X ×S T such that {z} → T is finite and dominates an irreducible
component of T, where {z} is the closure of z in X×S T.

(Red) If i : Tred → T is the canonical inclusion, then F(i) is the morphism
induced by the canonical identification of the points of X×S T with the
points of X×S Tred.

(Pla) If
∑

nizi ∈ F(T), k is a field, and ι : Spec(k) → T is a k-point of T such
that the image of i is in the flat locus of q{zi} → T, then

F(ι)Z =
∑

nimijwij
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where the wij are the (generic) points of k×T{zi} and mij = lengthOk×T{zi},wij
.

(Uni) Any other presheaf possessing the above three properties is a sub-
presheaf of F.

A definition of this form was clearly known to Suslin and Voevodsky (see
for example the beginning of Section 2 of [FV00]) and the reader familiar
with their theory will fail to be surprised by it.

Such a definition has the advantage that it takes less than half a page to
write down and the pullbacks for any morphism f : T→ S for the presheaves
cequi(X/S, Ƥ) can be calculated using these axioms and the platification the-
orem (reproduced as Theorem 2.2.16). In the original article [SV00b] the
definition of cequi(X/S, Ƥ) appears on page 36 (actually the 27th page of the
article) and everything preceding it is more or less necessary to arrive at that
definition. There is also a criterion for a formal sum to belong to the sub-
group cequi(X/S, Ƥ) which can be stated using morphisms calculated from the
axioms above. Thus, if desiring to do so, a reader could potentially develop a
working knowledge of these presheaves without having to wade through the
construction that proves they exist.

The idea behind the cequi(X/S, Ƥ) is that these relative cycles should be
finite sums Z =

∑
nizi of points z of X that lie over generic points of S, and

such that {z} → S is a finite morphism. The free abelian group generated
by such points will play an important rôle and we denote it cnaiequi(X/S, Ƥ).
This is an adaptation of the notation cequi(X/S, Ƥ) where “equi” refers to the
requirement that the morphisms {z} → S are equidimensional, and the Ƥ to
the fact that they are of relative dimension zero. We have added “nai” to
indicate that these free abelian groups are what one might naïvely expect
to be the groups of relative cycles. The problem is that with the definitions
of pullbacks cnaiequi(X/S, Ƥ) → cnaiequi(S′ ×S X/S′, Ƥ) that we want (associated to a
morphism f : S′ → S) these groups don’t form presheaves (see Example 2.2.6).
The solution is to keep the pullbacks that we like for certain kinds of Z and
f, and then jettison any cycles that don’t respect the induced functoriality.

Our particular choices of pullbacks that appear in the above axioms de-
termine all of the other pullbacks uniquely (this is the content of Propo-
sition 2.3.3), and so the groups cequi(X/S, Ƥ) are then defined as the largest
collection of subgroups of the free abelian groups cnaiequi(X/S, Ƥ) that forms a
presheaf with these chosen pullbacks. For a precise definition, see Defini-
tion 2.4.1.
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To prove that presheaves cequi(X/S, Ƥ) satisfying the above axioms exist we
construct them. Our exposition of this construction is very strongly influ-
enced by the original article [SV00b], however we deviate mildly from the
way in which Suslin-Voevodsky present the material. Our goals were expo-
sitional: to introduce as little notation as possible, and to try and avoid any
definition whose motivation wasn’t immediately obvious on a first reading.
We also decided to avoid the use of fat points ([SV00b, Definition 3.1.1])
to see if this could be done, but the concept we replace them with – good
factorisations (Definition 2.2.15) – is more or less equivalent (cf. [SV00b,
Proposition 3.1.5]) and morally our proofs are the same as theirs.

We remark that there is a small fixable problem in [SV00b] due to nilpo-
tents. In particular, [SV00b, Corollary 3.2.4] is not true if S is not reduced
at its generic points. As a consequence, we lose the claim made in [SV00b,
Corollary 3.3.11] that cycl : ZPropHilb(X/S, Ƥ) → cequi(X/S, Ƥ) is a natural
transformation. To see that the naturality breaks, it suffices to consider the
morphism Sred → S for any S which is not reduced at its generic points, and
Z = X = S. Note that if we restrict to the category of reduced noetherian
schemes there is no problem, and so this does not affect correspondences
between normal schemes at all.

We propose a way of fixing this by using a slightly different version of their
cycl. If f : X→ S is a morphism of finite type and Z→ X a closed subscheme
that is flat over S, they define the cycle associated to Z as

∑
nizi with zi

the generic points of Z and ni = lengthOZ,zi . We propose, however to take
ni = lengthOf(zi)×SZ,zi . This altered definition does not affect the presheaves
cequi(X/S, Ƥ) at all. The reader can check in [SV00b, Proposition 3.1.5] and
[SV00b, Theorem 3.3.1] that cequi(X/S, Ƥ)→ cequi(Sred×S X/Sred, Ƥ) is implicitly
forced to be the isomorphism induced by the canonical identification of the
points of X with the points of Sred×S X. Hence the cequi(X/S, Ƥ) are completely
determined by their values on reduced schemes. It is easily checked that with
out new choice of cycl, the morphisms cycl : ZPropHilb(X/S, Ƥ) → cequi(X/S, Ƥ)
are natural transformations of presheaves (see Proposition 2.5.1).

Lastly, we mention that Ivorra [Ivo05] (published as [Ivo11]) has a pro-
duced an extremely readable version of Suslin-Voevodsky’s [SV00b] from
which we learn’t a lot. It is unclear how he treats the problem of nilpotents
we mention above as his version [−] of Suslin-Voevodsky’s cycl mentioned
above is not defined. His application is to regular schemes and so this poses
no serious problem to him. There is also an extension of the theory in devel-
opment by Cisinski-Déglise. A preliminary version appears in [CD09]. The
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idea is that cycles (i.e., a scheme equipped with a formal sum of its points)
should be the objects of a category in their own right. This category is
equipped with a relative product. The Suslin-Voevodsky pullback, as well as
the Suslin-Voevodsky product of relative cycles, are recovered special cases
of this relative product.

Index. As a guide to the reader for what is to come, and as a reference,
we collect here the notation we introduce. As we already mentioned we tried
to keep this as minimal as possible, and wherever we could to use notation
that already existed in the literature.

cnaiequi(X/S, Ƥ). Definition 2.2.1. This we introduce as we find it clearer
than the C(X/S, Ƥ) in [Ivo05]. Suslin-Voevodsky don’t have a notation
for these groups.

cyclX/S. Definition 2.2.2. This is a version of the cyclX from [SV00b], but
our version is modified to adjust for nilpotents.

f∗nai. Definition 2.2.5. This is the naïve pullback that we might expect.
In many cases, it is indeed the correct pullback (i.e., it agrees with f~).

(ι, p) Definition 2.2.15. This is our analogue of the Suslin-Voevodsky
fat points.

(ι, p)∗. Definition 2.2.15. This is our analogue of the pullback along a
fat point of Suslin-Voevodsky.

cequi(X/S, Ƥ). Definition 2.4.1. These are the subgroups of cnaiequi(X/S, Ƥ)
that behave well with respect to the pullback.

f~. Definition 2.4.5. The pullbacks of the presheaves cequi(X/S, Ƥ). This
notation is from [Ivo05] and replaces the clunky cycl(f) of [SV00b], which
incidentally is in conflict with their cycl which is mentioned above.

2.2 First definitions
In this section we define the free abelian groups cnaiequi(X/S, Ƥ) which contain the
groups cequi(X/S, Ƥ). We define a naïve pullback f∗nai for the groups cnaiequi(X/S, Ƥ),
give an example of why these pullbacks don’t equip these groups with the
structure of a presheaf, and prove some properties about them that we will
need. We then give our version of the Suslin-Voevodsky fat points, which we
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call good factorisations. We define the pullback (ι, p)∗ along a good factori-
sation and show that good factorisations always exist (up to field extension).
In certain cases the pullbacks f∗nai and (ι, p)∗ agree with the pullbacks f~ of
cequi(X/S, Ƥ) (see Lemma 2.4.6 for a precise statement) and so these definitions
can also be regarded as calculations.

We begin with the free abelian groups that will contain our relative cycle
groups.

Definition 2.2.1. Suppose that f : X → S is a scheme of finite type over a
noetherian base scheme S. We define cnaiequi(X/S, Ƥ) to be the free abelian group
generated by the points z ∈ X such that {z} → S is finite, and dominates an
irreducible component of S. That is, z is in one of the generic fibres of X→ S.

We will most often come across elements of cnaiequi(X/S, Ƥ) using the following
definition. The notation (−)(Ƥ) indicates points of codimension zero as usual.

Definition 2.2.2. With the notation as in Definition 2.2.1 suppose that Z
is a closed subscheme of X which is finite over S. We define

cyclX/S(Z) =
∑

zi∈Z(Ƥ) s.t.
f(zi)∈S(Ƥ)

nizi

where ni is the length of the local ring of the point zi in its fibre. That is,
ni = lengthOf(zi)×SZ,zi . We will sometimes omit the subscript and just write
cycl if the morphism X→ S is clear from the context.

Remark 2.2.3. This differs from the cyclX(Z) defined in [SV00b] as their
coefficients are ni = lengthOZ,zi . Our choice of definition for cyclX/S is a pro-
posed fix for the problem mentioned in the introduction that they don’t
actually get a morphism of presheaves ZPropHilb(X/S, Ƥ) → cequi(X/S, Ƥ) over
all non-reduced schemes.

We also added the hypothesis that the sum only counts those points that
lie over generic points to assure that our cycle is in cnaiequi(X/S, Ƥ), but this is just
to avoid introducing another notation for the free abelian group generated
by all the points of X.

Remark 2.2.4. From our definition it follows that, in the notation of the
definition, we have cyclX/S(Z) = cyclSred×SX/Sred(Sred×S Z) via the canonical iden-
tification cnaiequi(X/S, Ƥ) ∼= cnaiequi(Sred ×S X/Sred, Ƥ). This is not true of the Suslin-
Voevodsky cyclX.
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We define now the obvious pull-back morphism for the cnaiequi(X/S, Ƥ). When
we restrict to relative cycles, these will end up being the actual pullbacks f~ in
certain settings so this definition can also be seen as an explicit calculation
of certain examples of f~Z. For a precise description of some cases when
f~Z = f∗naiZ see Lemma 2.4.6.

Definition 2.2.5. Suppose that f : T→ S is a morphism between noetherian
schemes and X→ S a morphism of finite type. We define a morphism

f∗nai : c
nai
equi(X/S, Ƥ)→ cnaiequi(X×S T/T, Ƥ)

by
f∗nai(
∑

nizi) =
∑

nicyclX×ST/T(T×S {zi}).

More explicitly, we have f∗naiZ =
∑

nimijwij where wij are the generic points
of {zi} ×S T that lie over generic points of T, and mij are the lengths of their
local rings lengthOtij×S{zi},wij

in their fibres over T (the point tij is the image of
wij in T).

Example 2.2.6. The pullback defined above does not equip the groups
cnaiequi(X/S, Ƥ) with a structure of presheaf. Consider S = Sƥ ∪ SƦ to be the
union of two affine lines Sƥ ∼= Aƥ, SƦ ∼= Aƥ joined at a closed point s = Sƥ ∩ SƦ.
Let ηƥ be the generic point of Sƥ so we get an element η ∈ cnaiequi(S/S, Ƥ). Con-
sider the inclusion ιƦ : s → Sƥ q SƦ of the point s into SƦ, and the canonical
morphism p : Sƥ q SƦ → S. Now we have (piƦ)∗naiη = s ∈ cnaiequi(s/s, Ƥ) but
i∗Ʀ,naip∗naiη = Ƥ ∈ cnaiequi(s/s, Ƥ).

Remark 2.2.7. The example above suggests that the problem occurs when
we have multiple choices of branches, and this is indeed the case. Notably,
if S is regular, then we have equality cequi(X/S, Ƥ) = cnaiequi(X/S, Ƥ) (see [SV00b,
Corollary 3.4.6]). Our definition of a good factorisation (and the Suslin-
Voevodsky idea of a fat point) can be thought of as a choice of branch.

Example 2.2.8. If f : S′ → S is a birational morphism1 then for some
Z =

∑
nizi ∈ cnaiequi(X/S, Ƥ), the naïve pull-back is just f∗naiZ =

∑
niz′i where z′i

1We recall that a birational morphism f : T → S is a morphism which sends every
generic point of T to a unique generic point of S, every generic point of S is in the image,
and the field extensions induced on generic points are all trivial. In particular Sred → S is
birational.
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is zi seen as a point of S′ ×S X via the canonical identification of the generic
fibres of X→ S and S′ ×S X→ S′.

Before the following easy lemma, we recall the following definition from
Cisinski-Déglise [CD09]. An earlier version of [ILO12] calls these morphisms
“horizontal”, and the current version calls them “maximally dominant”.

Definition 2.2.9. A morphism of schemes f : Y → X is said to be pseudo-
dominant if every generic point of Y is sent to a generic point of X.

Lemma 2.2.10. Suppose that SƧ
g→ SƦ

f→ Sƥ are morphisms between noethe-
rian schemes, suppose g is pseudo-dominant, and let X → S be a morphism
of finite type. Then

g∗naif
∗
nai = (fg)∗nai.

Remark 2.2.11. Example 2.2.6 shows that this is not true if we remove the
hypothesis that g is pseudo-dominant, even if we add the hypothesis that f is
birational.

Proof. First note that if ι is the inclusion of the generic points of a scheme,
then ι∗nai is injective. Now due to the commutative square

qs′∈S(Ƥ)Ƨ
s′ //

��

SƧ

��
qs∈S(Ƥ)Ʀ

s // SƦ

and this injectivity, it suffices to consider the two cases (i) when SƧ and SƦ
are reduced of dimension zero, and (ii) when g is the inclusion of a subset of
the generic points of SƦ.

Consider the case (i). We can assume that SƧ and SƦ are actually integral
of dimension zero. Let z ∈ X be a point over a generic point of Sƥ such that
{z} → Sƥ is finite. Suppose that wi are the generic points of SƦ×Sƥ {z} and vij
are the generic points of SƧ ×SƦ {wi} and set

mi = lengthOSƦ×Sƥ{z},wi

nij = lengthOSƧ×SƦ{wi},vij

`ij = lengthOSƧ×Sƥ{z},vij
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so that we have

f∗naiz =
∑

miwi

g∗naif
∗
naiz =

∑
minijvij

(fg)∗naiz =
∑

`ijvij

Hence, it suffices to show that we have minij = `ij. This is precisely what
Lemma A.1.3 says.

The case (ii) follows straight from the definition of (−)∗nai.

Lemma 2.2.12. Suppose that f : T → S is a morphism between noetherian
schemes and X → S a morphism of finite type. If f is dominant, then f∗nai is
injective.

Proof. Suppose that si are the generic points of S and for each i choose a
generic point ti of T which is over it. We find the commutative square

qti //

q
��

T

��
qsi p

// S

and by the functoriality given in Lemma 2.2.10 it suffices to show that p∗nai
and q∗nai are injective. In both these cases, the injectivity is clear from the
definitions.

The following theorem is a cut down version of [SV00b, 3.2.2] with more or
less the same proof. There is a small mistake in the proof of [SV00b, 3.2.2].
Using their notation, in their final case they claim η′ is the only point over
τ′ which is not always true – consider the case when τ′ and η are the same
non-trivial finite separable field extension of τ. We don’t reproduce their
error.

Theorem 2.2.13. Suppose that T→ S is a morphism of noetherian schemes
and X→ S is a morphism of finite type. Let

∑
niZi be a finite sum of closed

subschemes of X that are finite and flat over S. Then for
∑

nicyclT×SX/T(T×SZi)
to be zero in cnaiequi(T ×S X/T, Ƥ) it is sufficient that

∑
nicyclX/S(Zi) is zero in

cnaiequi(X/S, Ƥ).

21



Proof. Reduction to T integral dimension zero, and S local reduced. When
T→ S is birational, the generic fibres of X→ S and T×SX→ T are canonical
isomorphic. Via this identification, we have the equality

∑
nicyclT×SX/T(T×S

Zi) =
∑

nicyclX/S(Zi). Therefore we have the stronger statement that
∑

nicyclX/S(Zi)
is zero if and only if

∑
nicyclT×SX/T(T ×S Zi) is zero. Hence, we can replace

S by Sred, and we can replace T by the disjoint union of its generic points.
To show

∑
nicyclT×SX/T(T ×S Zi) is zero it is enough to consider each generic

point of T separately. So we assume that T is an integral scheme of dimen-
sion zero. Without affecting any of the multiplicities, we can replace S with
any subscheme that contains the generic points of S, and the image s of T.
For example, the disjoint union of the localisation of S at s, and any generic
points not contained in this localisation. The generic points not involved in
the localisation of S at s do not affect

∑
nicyclT×SX/T(T×S Zi) in any way, and

so we can forget them. That is, we assume S is a reduced local scheme and
the image of T its closed point.

The case where S and T are both integral dimension zero. Without losing
any information we can assume that X = ∪Zi. Moreover, since it suffices to
consider each connected component of X one at a time, we can assume X has
a unique point x. If yj are the points of T×S X then Lemma A.1.3 says that

lengthOZi,x lengthOT×Sx,yj = lengthOT×SZi,yj (2.1)

for each i, j. By definition we have

∑
i

nicyclX/S(Zi) =

(∑
i

ni lengthOZi,x

)
x (2.2)

and ∑
i

nicyclT×SX/T(T×S Zi) =
∑
j

(∑
i

ni lengthOT×SZi,yj

)
yj. (2.3)

Multiplying Equation (2.2) by lengthOT×Sx,yj , using the substitution given by
Equation (2.1), and comparing it with Equation (2.3), we see that in this
case we actually have the stronger

∑
i nicyclX/S(Zi) is zero if and only if the

sum
∑

i nicyclT×SX/T(T×S Zi) is zero.
Notice that the reduction above, together with the dimension zero case,

answers our question when T → S is pseudo-dominant. In particular, when
T→ S is flat.
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The case when S is local henselian and T is the closed point of S. Now we
return to the case when S was a reduced local ring, and suppose that T is the
inclusion of the closed point s of S. Since we know the theorem is true for flat
morphisms, we can replace S by its henselisation. In this case since X = ∪Zi
is finite over S, the scheme X is a disjoint union of local schemes. It suffices to
consider each connected component by itself, and so we can assume that X is
finite and local over S. This means that there is a unique x ∈ X over the closed
point s ∈ S, and that the Zi → S are of constant degree di. In this case, we
must show that

∑
ni lengthOs×SZi,x = Ƥ. Since lengthOs×SZi,x = di · [k(x) : k(s)]

(Lemma A.1.1), it is enough to show that
∑

nidi = Ƥ.
Consider a generic point η ∈ S and the generic points of X that lie over it.

By Lemma A.1.1 and the fact that S is reduced we know that

di =
∑
ξ∈Z(Ƥ)

i

[k(ξ) : k(η)] lengthOZi,ξ

and so to show
∑

nidi = Ƥ it is enough to show that∑
i

ni
∑
ξ∈Z(Ƥ)

i

[k(ξ) : k(η)] lengthOZi,ξ = Ƥ.

Interchanging the summands, we rewrite this sum as

∑
i

ni
∑
ξ∈Z(Ƥ)

i

[k(ξ) : k(η)] lengthOZi,ξ =
∑
ξ∈X(Ƥ)

∑
Zi s.t.
ξ∈Zi

ni[k(ξ) : k(η)] lengthOZi,ξ


=
∑
ξ∈X(Ƥ)

[k(ξ) : k(η)]
∑
Zi s.t.
ξ∈Zi

ni lengthOZi,ξ

and we see that it is enough to show that for each ξ we have
∑

Zi s.t.
ξ∈Zi

lengthOZi,ξ =

Ƥ. But since S is reduced, this is equivalent to the statement
∑

nicyclX/S(Zi) =
Ƥ. Hence, the result is true in this case.

The case T integral dimension zero, and S local reduced. We have seen that
the theorem holds when T→ S is a flat morphism so we can replace S by its
henselisation at the closed point. Now we factor the morphism as T→ s→ S
where s is the closed point of S and we have already considered these two
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cases.

Corollary 2.2.14. Suppose that SƧ
g→ SƦ

f→ Sƥ is a pair of composable
morphisms of noetherian schemes, X→ Sƥ is a morphism of finite type, and
Z =

∑
nizi ∈ cnaiequi(X/Sƥ, Ƥ). Let W =

∑
mjwj = f∗naiZ. We suppose that the

image of the generic points of SƧ (resp. SƦ) is in the flat locus of q{wj} → SƦ
(resp. q{zi} → Sƥ). Then

g∗naif
∗
naiZ = (fg)∗naiZ.

Proof. We can assume that Z = z consists of a single point with coefficient
one. Since we are concerned only with phenomena that occur over generic
points, we can replace SƦ (resp. SƧ) with any open subset that contains the
image of g (resp. f). Hence, we can assume that q{wj} → SƦ (resp. {z} → Sƥ)
is flat. We must show that cycl(SƧ ×Sƥ {z}) =

∑
mjcycl(SƧ ×SƦ {wj}). By

Theorem 2.2.13 this will follow if cycl(SƦ ×Sƥ {z}) =
∑

mjcycl({wj}). But this
was the definition of the mj,wj.

Finally we introduce a pullback that is closely related to the pullback along
a fat point discussed in [SV00b]. We will see later on that (ι, p)∗ = (pι)~ (see
Lemma 2.4.6) so again, this definition can be considered as a calculation.

Definition 2.2.15. Suppose that S is a noetherian scheme and X → S is
a morphism if finite type. Suppose that Z =

∑
nizi ∈ cnaiequi(X/S, Ƥ). Let

Spec(k)→ S be a k point of S with k a field. A good factorisation of Spec(k)→ S
with respect to Z is a factorisation of the form

Spec(k) ι→ S′
p→ S

such that

1. p is proper and birational, and

2. considering the zi as points of S′×S X via the canonical identification of
the generic fibres of S′ ×S X→ S′ and X→ S, the morphisms {zi} → S′

are flat.

We define the pullback of Z along such a good factorisation as

(ι, p)∗Z = ι∗naip
∗
naiZ.
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We will construct good factorisations using the following theorem. We use
the statement from [SV00b, Theorem 2.2.2].

Theorem 2.2.16 ([RG71]). Let p : X → S be a morphism of noetherian
schemes and U an open subscheme in S such that p is flat over U. Then
there exists a closed subscheme Z in S such that U ∩ Z = ∅ and the proper
transform of X with respect to the blow-up BlZS → S with centre in Z is flat
over S.

Lemma 2.2.17. Suppose that S is a noetherian scheme and X→ S is a mor-
phism if finite type. Suppose that Z =

∑
nizi ∈ cnaiequi(X/S, Ƥ). Let Spec(k)→ S

be a k point of S.
Then there exists a finite extension L of k such that the induced L point

Spec(L)→ S has a good factorisation with respect to Z.

Proof. The platification theorem (Theorem 2.2.16) gives the existence of a
blow-up S′ → Sred of Sred such that the strict transform of the morphism
q{zi} → Sred is flat. The composition S′ → S is proper and birational and
satisfies the necessary flatness condition for the zi. Since S′ → S is a morphism
of finite type, for every point s ∈ S there exists a point s′ → S′ such that
[k(s′) : k(s)] is finite. Hence, there exists a finite extension L of k such that
the induced L point Spec(L) → S factors through S′, i.e., we have found a
good factorisation.

2.3 Presheaves of relative cycles
We now come to our precise description of the properties we wish our presheaves
cequi(X/S, Ƥ) to have. There are various other choices that give the same
presheaves but we have chosen these.

Definition 2.3.1. Suppose that S is a noetherian scheme, X→ S a morphism
of finite type and F a presheaf on the category of noetherian schemes over S.
We will say that F is a presheaf of relative cycles if the following conditions
are satisfied:

(Gen) F(T) is a subgroup of cnaiequi(X×S T/T, Ƥ).

(Red) If Z ∈ F(T) and if i : Tred → T is the canonical inclusion then

F(i)Z = i∗naiZ.

25



(Pla) If
∑

nizi ∈ F(T) and ι : Spec(k) → T is a k-point of T (with k a field)
such that the image of i is in the flat locus of q{zi} → T, then

F(ι)Z = i∗naiZ.

The following lemma contains properties that we will use shortly.

Lemma 2.3.2. Suppose that F is a presheaf of relative cycles and f : TƦ → Tƥ

a morphism of noetherian S schemes.

1. If f is dominant then F(f) is injective, and

2. if f is birational then F(f) = f∗nai.

Proof. For the first statement, it suffices to consider the cases (i) when f :
TƦ → Tƥ is the inclusion of the generic points and (ii) when f : Spec(L) →
Spec(k) is a field extension. In the first case, f factors through (Tƥ)red, and so
the result follows from (Red) and (Pla). The second follows from (Pla) and
Lemma 2.2.12.

Now suppose that f is birational. We have a commutative square

qτ i //

��

(Tƥ)red

��
TƦ // Tƥ

and so the result follows from the case when f is dominant, (Pla), and (Red).

The following proposition shows that our axioms completely determine the
pullback morphisms. It follows that the class of presheaves of relative cycles
(associated to the same X/S) is partially ordered by inclusion. In particular,
it makes sense to speak of a potential maximal element.

Proposition 2.3.3. Suppose that Fƥ and FƦ are two presheaves of relative
cycles (associated to the same X/S), suppose that f : TƦ → Tƥ is a morphism
between noetherian S schemes. Then for any formal sum Z ∈ Fƥ(Tƥ)∩ FƦ(Tƥ)
that is in both presheaves, we have Fƥ(f)Z = FƦ(f)Z.
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Proof. The morphism f induces a morphism fred : (TƦ)red → (Tƥ)red and so
due to the axiom (Red) it suffices to consider the case when Tƥ and TƦ are
reduced. Let Z =

∑
nizi. Since Tƥ is reduced, by the platification theorem

(Theorem 2.2.16) there exists a blow-up of Tƥ with nowhere dense centre such
that the proper transform of q{zi} → Tƥ is flat. We construct the following
commutative diagram

qSpec(ki) //

��

T̃ƥ

��
qτ i // TƦ // Tƥ

where the τ i are the generic points of TƦ and ki/k(τ i) is field extension such
that Spec(ki) → Tƥ lifts through the blow-up T̃ƥ → Tƥ. Since Fj(TƦ) →
Fj(qτ i) → Fj(qSpec(ki)) is injective for j = ƥ, Ʀ it suffices to show that Fƥ
and FƦ agree qSpec(ki) → T̃ƥ and T̃ƥ → Tƥ. The latter is given to us by
Lemma 2.3.2 and the former is (Pla) since the {zi} → T̃ƥ are flat.

Lastly, we show that any presheaf of relative cycles satisfies two important
properties that we will use to define the pullbacks f~.
Proposition 2.3.4. Suppose that F is a presheaf of relative cycles, T is a
noetherian S scheme, Z =

∑
nizi ∈ F(T) is a section. Then we have the

following properties.
1. For any field k, any k point Spec(k)→ T, and any pair of good factori-

sations (ιƥ, pƥ), (ιƦ, pƦ) we have

(ιƥ, pƥ)
∗Z = (ιƦ, pƦ)

∗Z

2. For any field k, any k-point Spec(k) → S with image s ∈ S and induced
morphism q : Spec(k)→ s, and any good factorisation (ι, p) with respect
to Z,

Spec(k)
q

��

ι // S′

p
��

s // S

there exists a unique Z ′ ∈ F(s) such that

q∗naiZ
′ = (ι, p)∗Z.
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Proof. This is a direct consequence of functoriality, the axioms (Red), (Pla),
(Gen), and Lemma 2.3.2.

2.4 The groups cequi(X/S, ) and the pull-backs f~

We make the following definition with two motivations. The first is Propo-
sition 2.3.4 : if we wish the axioms to hold, then clearly we need these
properties. The second is our choice of definition of the pullbacks f~ (see
Definition 2.4.5 and Theorem 2.4.3). These two properties are what we will
use to define the pullbacks.

Definition 2.4.1. Suppose that S is a noetherian scheme and X→ S a mor-
phism of finite type. We define cequi(X/S, Ƥ) to be the subgroup of cnaiequi(X/S, Ƥ)
of formal sums Z =

∑
nizi which have the properties of Proposition 2.3.4.

That is:

1. For every field k, every k-point Spec(k)→ S of S, and every pair of good
factorisations (ιƥ, pƥ), (ιƦ, pƦ) with respect to Z we have

(ιƥ, pƥ)
∗Z = (ιƦ, pƦ)

∗Z.

2. For any field k, any k-point Spec(k) → S with image s ∈ S and induced
morphism q : Spec(k)→ s, and any good factorisation (ι, p) with respect
to Z,

Spec(k)
q

��

ι // S′

p
��

s // S

there exists a unique W ∈ cnaiequi(s×S X/s, Ƥ) such that

q∗naiW = (ι, p)∗Z.

The following proposition shows that the second condition can actually be
made much weaker.

Proposition 2.4.2. Suppose that S is a noetherian scheme and X → S
a morphism of finite type, and Z =

∑
nizi ∈ cnaiequi(X/S, Ƥ). The following

conditions are equivalent.
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1. Condition (1) from Definition 2.4.1.

2. The same condition, except that for each s we only need to consider an
algebraic closure of k(s), and we only need to find one p : S′ → S.

More explicitly:

1. For every field k, every k-point Spec(k)→ S of S, and every pair of good
factorisations (ιƥ, pƥ), (ιƦ, pƦ) with respect to Z we have

(ιƥ, pƥ)
∗Z = (ιƦ, pƦ)

∗Z.

2. For every point s ∈ S, and algebraic closure Ω of k(s) with induced Ω
point Spec(Ω)→ S, there exists a good factorisation (Spec(Ω)

ι→ S′, S′
p→

S) of Spec(Ω) → S with respect to Z such for any other factorisation
ι′ : Spec(Ω)→ S′ we have

(ι, p)∗Z = (ι′, p)∗Z.

The commutative diagram for the second conditions is:

Spec(Ω)
ι //

ι′
//

��

S′

p
��

s // S

Proof. Clearly the first condition implies the second (c.f Lemma 2.2.17). So
suppose that the second condition is satisfied.

We wish to show that the first condition is true. Suppose that k′ is a field,
Spec(k′)→ S is a k′ point with target s, and (φƥ, S

′
ƥ

qƥ→ S), (φƦ, S
′
Ʀ

qƦ→ S) is a pair
of good factorisations of Spec(k′)→ S with respect to Z. By the definition of
pullback with respect to a good factorisation, if ψ : Spec(L)→ Spec(k′) is any
field extension, then for j = ƥ, Ʀ we have

ψ∗
nai(φj, qj)

∗Z = ψ∗
naiφ

∗
j,naiq

∗
naiZ

Ʀ.Ʀ.ƥƨ
= (φjψ)

∗
naiq

∗
naiZ = (φjψ, q)

∗Z

so since ψ∗
nai is injective (Lemma 2.2.12) we see that (φƥψ, p)∗Z = (φƦψ, p)

∗Z
if and only if (φƥ, p)∗Z = (φƦ, p)

∗Z. So we can assume that k′ = Ω is an
algebraic closure of k(s).
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Since the morphisms qƥ : S′ƥ → S and qƦ : S
′
Ʀ → S are proper and birational,

there exists a proper birational morphism qƧ : S
′
Ƨ → S which factors through

both qƥ and qƦ and such that any factorisation Spec(Ω) → S′Ƨ → S is a good
factorisation.2 The morphisms Spec(Ω) → S′j factor through S′Ƨ for j = ƥ, Ʀ.
Let φ′j : Spec(Ω)→ S′Ƨ be the resulting morphisms.

Spec(Ω)
φ′ƥ

""F
FFFFFFFF

φ′Ʀ ""F
FFFFFFFF

φƥ

��

φƦ

##

S′Ƨ
rƥ //

rƦ
��

qƧ

��=
==

==
==

=
S′ƥ
qƥ
��

S′Ʀ qƦ
// S

Now for j = ƥ, Ʀ we have

(qj, φj)
∗Z = φ∗j,naiq

∗
j,naiZ

Ʀ.Ʀ.ƥƨ
= φ′∗j,nair

∗
j,naiq

∗
j,naiZ

Ʀ.Ʀ.ƥƤ
= φ′∗j,nai(qƧ)

∗
naiZ

= (qƧ, φ
′
j)
∗Z

(2.4)

So we have reduced to showing that (φ′ƥ, qƧ)∗Z = (φ′Ʀ, qƧ)
∗Z.

Now use the same argument to build the following diagram

Spec(Ω)
φ′′j

""F
FFFFFFFF

ι′
""F

FFFFFFFF
φ′j

��

ι

$$

S′ƨ
rƧ //

rƨ
��

h

��>
>>

>>
>>

>
S′Ƨ
qƧ
��

S′ p
// S

where j = ƥ or Ʀ and rƧ, rƨ are birational and proper. The same argument as in
2Let U ⊂ S be a dense open subset over which (qƥ)red and (qƦ)red are both isomorphisms,

and let S′Ƨ be the closure of the pre-image of U in S′ƥ ×S S′Ʀ. If the morphisms {z′i} → S′Ƨ are
not flat (where Z =

∑
nizi and z′i is zi seen as a point of S′Ƨ ×S X) then the platification

theorem (Theorem 2.2.16) gives a blow-up of S′Ƨ with nowhere dense centre such that the
proper transforms {z′i}

∼
→ S′Ƨ

∼ are flat. We then replace S′Ƨ with S′Ƨ
∼.
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Equation 2.4 shows that (ι, p)∗Z = (ι′, h)∗Z and (φ′j, qƧ)
∗Z = (φ′′j , h)

∗Z. The
second condition now says that (φ′′j , h)

∗Z = (ι′, h)∗Z for i = ƥ, Ʀ and hence,
(ι, p)∗Z = (φ′j, qƧ)

∗Z for j = ƥ, Ʀ and so (φ′ƥ, qƧ)
∗Z = (φ′Ʀ, qƧ)

∗Z.

The following theorem gives our definition of the f~ (see Definition 2.4.5).
It is morally equivalent to the definition given by Suslin-Voevodsky which is
described before [SV00b, Lemma 3.3.9].

Theorem 2.4.3 (cf. [SV00b, Theorem 3.3.1]). Suppose that S is a noetherian
scheme, X→ S a morphism of finite type and Z ∈ cequi(X/S, Ƥ). Let f : T→ S
be a morphism of noetherian schemes. There exists a commutative diagram

qSpec(Ωj)
ι=

∑
ιj //

q=qqi
��

S′

p

��
qτj t

// T f
// S

where

1. t : qτ i → T is the inclusion of the generic points of T,

2. Ωi are algebraic closures of the k(τ i),

3. (ιj, p) is a good factorisation of Spec(Ωj)→ S with respect to Z

More importantly, there also exists a unique cycleW ∈ cnaiequi(T×SX/T, Ƥ) such
that

(tq)∗naiW = (ι, p)∗Z

and this W is uniquely determined by f and Z.

Proof. Existence of the diagram. The diagram exists by Lemma 2.2.17.
Uniqueness. This is clear since (tq)∗nai is injective (Lemma 2.2.12).
Construction of W and membership in cnaiequi(T ×S X/T, Ƥ). By the sec-

ond axiom in Definition 2.4.1 there exists a unique cycle W ′ =
∑

mkw′
k ∈

cnaiequi((qτ) ×S X/(qτ i), Ƥ) such that q∗naiW ′ = (ι, p)∗Z. Since qτ i → T is bira-
tional, we can consider the w′

k as points wk in T ×S X that lie over generic
points of T. If the morphisms {wk} → T are finite, then sum W = niwi
belongs to cnaiequi(T×S X/T, Ƥ) and satisfies (tq)∗naiW = (ι, p)∗Z.
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It is enough to show that wk ∈ ∪{zi} since then {wk} is a closed subscheme
of T×S (∪{zi}) which is finite over T because each {zi} is finite over S.

By the definition of q∗nai and t∗nai there is a point w′
k ∈ (qSpec(Ωj)) ×S X

that maps to wk. By the definition of ι∗nai this w′
k is a generic point of some

(qSpec(Ωj))×S′ {z′i} where z′i is the point zi thought of as a point of S′ ×S X.
This means that w′

k is mapped inside one of the {z′i}. Clearly, z′i is mapped
to zi by p and so {z′i} is contained in S′ ×S {zi} and therefore the image of
ι(w′

k) ∈ S′ ×S {zi}. This means that pι(w′
k) ∈ {zi} and so since f(wk) = pι(w′

k)
we are done.

Independence of choices. A second choice of q, ι, p gives a commutative
diagram

qSpec(Ωj)
ι′ //

q′

��

α
��

ι′′

((QQQQQQQQQQQQQQQQ S′′

p′

��

qSpec(Ωj)
ι //

q
��

S′

p

��
qτj t

// T f
// S

where α is an isomorphism. The cycleW coming from the choice q, ι, p satisfies
the criterion for the choice q′, ι′′, p since

(tq′)∗naiW
Ʀ.Ʀ.ƥƨ
= α∗nai(tq)

∗
naiW = α∗nai(ι, p)

∗Z = α∗naiι
∗
naip

∗
nai

Ʀ.Ʀ.ƥƨ
= ι′′∗naip

∗
nai = (ι′′, p)∗Z.

Moreover, by our assumption that Z ∈ cequi(X/S, Ƥ) we have (ι′, p′)Z =
(ι′′, p)Z. So W satisfies the criterion for the choice q′, ι′, p′. So independence
of the choices follows from uniqueness.

Proposition 2.4.4. The cycle W ∈ cnaiequi(T ×S X/T, Ƥ) described in Theo-
rem 2.4.3 is in fact in cequi(T×S X/T, Ƥ).

Proof. Continuing with the notations from Theorem 2.4.3, suppose that Ω′ is
an algebraically closed field, Spec(Ω′)→ T is an Ω′ point of T and (ι′,T′ p′→ T)
is a good factorisation of this Ω′ point. Since Ω′ is algebraically closed, the
composition fp′ι′ admits a lifting φ : Spec(Ω′) → S′. The diagram is the
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following.

Spec(Ω′)
ι′

//

φ

((g c _ [ W S
T′

p′

��

S′

p
��

T f
// S

We claim that
(ι′, p′)∗W = φ∗naip

∗
naiZ. (2.5)

Since Z ∈ cequi(X/S, Ƥ) if this equality holds then it follows from the definition
of cequi(X/S, Ƥ) that W ∈ cequi(T×S X/T, Ƥ).

We claim that there exists a commutative diagram

W′ c // W

b
��

a

��>
>>

>>
>>

>

Spec(Ω′)
ι′

//

d
::vvvvvvvvv

T′

p′

��

S′

p
��

T f
// S

such that

1. W is integral and the generic point of W hits a generic point of T′, and
the induced field extension is finite, and

2. c induces an isomorphism over a dense open subscheme of W, and

3. if we write c∗birb
∗
naip′∗bir(W) =

∑
`ixi then the {xi} are flat over W′.

Notice that with these hypotheses, Lemma 2.2.10 and Corollary 2.2.14 imply
that

(bcd)∗nai = b∗naic
∗
naid

∗
nai and (acd)∗nai = a∗naic

∗
naid

∗
nai (2.6)

To find such a diagram, consider the composition T′ ×S S′ → T′ → T.
Choose a generalisation τ of ι′(Spec(Ω′)) ∈ T′. Since this composition T′ ×S
S′ → T′ → T is finite type and surjective, there is a point τ′ ∈ T′ ×S S′ in
the pre-image of τ such that the induced field extension is finite. We set
W = {τ′}. This gives us a, b and a factorisation of ι′ through W. Now we
use the platification theorem (Theorem 2.2.16) to find a blow-up c : W′ → W
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of W such that the strict transform of q{xi} → W is flat. Since W′ → W is
surjective of finite type, every point of W has a point over it such that the
induced field extension is finite, hence the morphism d.

To prove the equality (2.5) we will show

b∗naip
′∗
naiW = a∗naip

∗
naiZ. (2.7)

The equality (2.5) will then follow from (2.6).
Let w be the generic point of W and Σ be an algebraic closure of k(w) with

induced morphism θ : Spec(Σ) → W. Since Σ is also an algebraic closure of
the field of functions of a generic point of T the definition of W says that we
have (bθ)∗naip′∗naiW = (aθ)∗naip∗naiZ. It follows now from Corollary 2.2.14 that
we have the equality 2.7.

Definition 2.4.5. Suppose that S is a noetherian scheme, X→ S a morphism
of finite type and Z ∈ cequi(X/S, Ƥ). Let f : T→ S be a morphism of noetherian
schemes. We define

f~Z =W ∈ cequi(T×S X/T, Ƥ)

where W is the cycle given by Theorem 2.4.3 (cf. Proposition 2.4.4 as well).
By the uniqueness ofW , there is an induced homomorphism of abelian groups

f~ : cequi(X/S, Ƥ)→ cequi(T×S X/T, Ƥ).

Lemma 2.4.6. Suppose that S is a noetherian scheme, X → S a morphism
of finite type and Z =

∑
nizi ∈ cequi(X/S, Ƥ). Let f : T → S be a morphism of

noetherian schemes.

1. If the images of the generic points of T are in the flat locus of each
{zi} → S then

f~Z = f∗naiZ.

2. If f is pseudo-dominant, then

f~Z = f∗naiZ.

3. If k is a field, f : Spec(k)→ S is a k point and (ι′, p) is a good factorisation
with respect to Z then

f~Z = (ι′, p)∗Z.
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Proof. We use the notation of Theorem 2.4.3.

1. By the the platification theorem (Theorem 2.2.16) we can find a proper
birational morphism S′ → S that is an isomorphism over the flat locus
of {zi} → S. Consequently, we have the following commutative diagram

qSpec(Ωj)
ι //

q
��

S′

p

��
qτj t

//

t′
66mmmmmmmmmmmmmmmmm

T f
// S

We then have

ι∗naip
∗
naiZ

Ʀ.Ʀ.ƥƤ
= q∗nait

′∗
naip

∗
naiZ

Ʀ.Ʀ.ƥƨ
= q∗nai(pt

′)∗naiZ
Ʀ.Ʀ.ƥƤ
= q∗nait

∗
naif

∗
naiZ

and so f∗naiZ satisfies the criterion defining f~Z.

2. In this case ι (and of course q and t) are pseudo-dominant as well, and
so it follows from Lemma 2.2.10.

3. Our diagram is
Spec(Ω)

ι //

q
��

S′

p

��
Spec(k)

f
//

ι′
<<xxxxxxxxx
S

and we have
q∗naif

~Z def
= ι∗naip

∗
naiZ

Ʀ.Ʀ.ƥƨ
= q∗naiι

′∗
naip

∗
naiZ

so the claim follows from the fact that q∗nai is injective (Lemma 2.2.12).

Lemma 2.4.7. Suppose that S is a noetherian scheme, X → S a morphism
of finite type and Z =

∑
nizi ∈ cequi(X/S, Ƥ). Let U g→ T

f→ S be a pair of
composable morphisms of noetherian schemes. Then

g~f~Z = (fg)~Z.

Proof. We use Lemma 2.4.6. It follows directly from the definition that the
result is true if g is of the form g : qSpec(Ωj) → T where Ωj are algebraic

35



closures of the function fields k(τj) at the generic points τj of T. So it suffices
now to consider the case where U is of the form Spec(Ω) (but not necessarily
hitting a generic point of T). In this situation however, the result follows
immediately from the claim (2.5) in the proof of Proposition 2.4.4.

Theorem 2.4.8. Suppose that S is a noetherian scheme and X → S a mor-
phism of finite type. Then the groups cequi(− ×S X/−, Ƥ) form a presheaf of
relative cycles. Moreover, every other presheaf of relative cycles associated
to X/S is a subpresheaf of this presheaf.

Proof. We have cequi(T×S X/T, Ƥ) ⊂ cnaiequi(T×S X/T, Ƥ) by definition. We have
seen that the cequi(− ×S X/−, Ƥ) with the morphisms (−)~ are a presheaf
(Lemma 2.4.7) and that they satisfy the two properties asked of a presheaf
of relative cycles (Lemma 2.4.6). Moreover, if F is a presheaf of relative
cycles (associated to a morphism of finite type X → S) then we have also
seen that the elements Z ∈ F(T) satisfy the properties asked of an element
of cequi(T×S X/T, Ƥ) (Proposition 2.3.4). Proposition 2.3.3 tells us that F is a
subpresheaf of cequi(−×S X/−, Ƥ).

Definition 2.4.9. Suppose X → S is a morphism of finite type with S a
noetherian scheme. We abusively use cequi(X/S, Ƥ) to also denote the presheaf
of relative cycles cequi(−×S X/−, Ƥ).

2.5 The category of correspondences
We discuss now the category Cor(S) of correspondences (cf. [SV00b], [CD09],
[Ivo05], [FV00, p.141]). As for relative presheaves, we define Cor(S) by means
of a universal property. We give a short proof of its existence but for the
hardest part – the construction of the correspondence homomorphisms of
[SV00b, Section 3.7], and the fact that the induced composition in Cor(S)
is associative – we cite the literature. We give an explicit expression for
various compositions of correspondences, and also show that Cor(S) satisfies
analogues of the axioms for a presheaf with traces that we will define later.

We begin with an easy corollary of Theorem 2.2.13.

Proposition 2.5.1. Let S be a noetherian scheme, X → S a morphism of
finite type, and Z ⊂ X a closed subscheme such that Z→ S is flat and finite.
Then cyclX/S(Z) ∈ cequi(X/S, Ƥ) and if f : T → S is an morphism of noetherian
schemes then f~cyclX/S(Z) = cyclT×SX/T(T×S Z).
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Proof. Firstly, notice that in the case when f is birational, we have f∗naicyclX/S(Z) =
cyclT×SX/T(T×S Z).

Secondly, suppose that S is reduced, and that T is the spectrum of a field
whose image in S is in the flat locus of q{zi} → S where the zi are the
generic points of Z. Suppose further that Zi → S is flat where the Zi are
the irreducible components of Z with their reduced structure. We claim that
f∗naicycl(Z) = cycl(T×SZ) in this case. Let Z = Z−

∑
niZi where ni = lengthOZ,zi .

We have cycl(Z) = Ƥ and so cycl(k×SZ) = Ƥ by Theorem 2.2.13. Consequently,
by linearity, it suffices to consider the case when Z is integral. But this case
follows immediately from the definition of f∗nai.

Now that we have these two facts, the statement that cyclX/S(Z) ∈ cequi(X/S, Ƥ)
is a direct consequence of Definition 2.4.1(1) and Proposition 2.4.2(2). The
statement f~cyclX/S(Z) = cyclT×SX/T(T×S Z) follows for the same reasons from
the definition of f~ (see Theorem 2.4.3).

Definition 2.5.2. Let f : Y → X be a morphism in Sch(S) and Γf ⊂ Y ×S X
the closed subscheme that is its graph. We define

[f] = cyclY×SX/Y(Γfred) ∈ cnaiequi(Y×S X/Y, Ƥ).

If f is finite flat then we define

[tf] = cyclX×SX/X(
tΓf) ∈ cnaiequi(X×S Y/X, Ƥ)

where tΓf ⊂ X ×S Y is the closed subscheme corresponding to Γf ⊂ Y ×S X.
Explicitly, we have [f] =

∑
zi and [tf] =

∑
nizi where the zi are the generic

points of Y (seen as points of X×S Y or Y×S X) and ni = lengthOf(zi)×XY,zi .

Remark 2.5.3. Notice that [f] has no coefficients, even when Y and X are
non-reduced, whereas in [tf] we have taken care to include the multiplicities
of the generic points of Y in their fibres. We insist that this is necessary to
make the theory work.

Lemma 2.5.4. For every morphism f : Y → X in Sch(S) the formal sum [f]
lies in cequi(Y×S X/Y, Ƥ). If f is finite flat, then [tf] lies in cequi(X×S Y/X, Ƥ).

Proof. For [tf], we have already proven in Proposition 2.5.1 that formal sums
of the form cyclX×SY/X(Z) lie in cequi(X ×S Y/X, Ƥ) for closed subschemes Z ⊂
X×S Y that are flat and finite over X.
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For [f], it is clear from the definition that cequi(Y ×S X/Y, Ƥ) → cequi(Yred ×S
X/Yred, Ƥ) is an isomorphism and so it suffices to consider the case when Y is
reduced. But then (Γf)red → Y is flat and finite (it is an isomorphism) and so
[f] ∈ cequi(Y×S X/Y, Ƥ) for the same reasons as [tf].

Definition 2.5.5. Suppose that S is a noetherian scheme and W, Y,X are
three S-schemes of finite type. We define a bilinear morphism

− ◦ − : cequi(Y×S W/Y, Ƥ)⊗ cnaiequi(X×S Y/X, Ƥ)→ cnaiequi(X×S W/X, Ƥ)

as follows. Let β ∈ cequi(Y ×S W/Y, Ƥ) and α = nizi ∈ cnaiequi(X ×S Y/X, Ƥ). Let
Zi = {zi} and let ιi : Zi → Y be the canonical morphisms. Then we define

β ◦ α =
∑

nimijdijw′
ij (2.8)

where ι~i β =
∑

mijwij ∈ cequi(Zi ×S W/Zi, Ƥ), the w′
ij are the images of the wij

in X ×S W under the canonical (finite) morphism Zi ×S W → X ×S W and
dij = [k(wij) : k(w′

ij)].

The following theorem we cite from the literature.

Theorem 2.5.6 ([SV00b, Theorem 3.7.3], [Ivo05, Section 2.1.1]). The mor-
phism − ◦ − of Definition 2.5.5 satisfies the following properties.

1. If α ∈ cequi(X ×S Y/X, Ƥ), β ∈ cequi(Y ×S W/Y, Ƥ) then β ◦ α ∈ cequi(X ×S
W/X, Ƥ).

2. Suppose V,W,X, Y are four S-schemes of finite type and α ∈ cequi(V ×S
W/V, Ƥ), β ∈ cequi(W×S X/W, Ƥ), γ ∈ cequi(X×S Y/X, Ƥ). Then (γ ◦ β) ◦ α =
γ ◦ (β ◦ α).

Proposition 2.5.7. The morphism − ◦ − of Definition 2.5.5 satisfies the
following properties.

1. If f : X→ Y is a morphism in Sch(S) and β ∈ cequi(Y×SW/Y, Ƥ) for some
W ∈ Sch(S) then

β ◦ [f] = f~β.

2. Suppose f : V → X is a finite flat surjective morphism in Sch(S) and
β ∈ cequi(V×S W/V, Ƥ). Then

β ◦ [tf] =
∑

njmjdjw′
j (2.9)
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where β =
∑

mjwj, the points xj, vj,w′
j are the respective images of wj in

X, V, and X ×S W via the obvious morphisms, dj = [k(wj) : k(w′
j)], and

nj = lengthOxj×XV,vj.

3. Suppose α = nizi ∈ cequi(X ×S Y/X, Ƥ) and g : Y → W is a morphism in
Sch(S). Then

[g] ◦ α =
∑

nidiwi

where wi = (X×S g)(zi) and di = [k(zi) : k(wi)].
Proof. 1. This is straight-forward from our explicit description. Notice,

that in our case, in the definition of the composition the closed integral
subschemes Zi are canonically isomorphic to the irreducible components
Xi of X and the morphisms Zi → X are the compositions Xi → X → Y.
Consequently, the morphisms Zi×S W→ X×S W are closed immersions
and so the dij are all 1. The result follows from the fact that cequi(X×S
Y/X, Ƥ)→ ⊕cequi(Xi ×S Y/Xi, Ƥ) is the obvious morphism.

2. As everything happens generically, we can replace X by any dense open
subscheme without changing the result. Hence, shrinking X and using
additivity, we are permitted to assume that V and X each have a unique
irreducible component. In this case the α of Definition 2.5.5 is [tf] =
nv where n = lengthOx×XV,v and x, v are the generic points of X and
V respectively. In the notation of the definition there is a unique Zi
and the morphism Zi → Y is isomorphic to the canonical morphism
Vred → V. Since cequi(V ×S W/V, Ƥ) → ⊕cequi(Vred ×S W/Vred, Ƥ) is the
obvious morphism, the ι~i β of the definition is

∑
mjwj now considered

as an element of cequi(Vred×SW/Vred, Ƥ). Finally, the dij of the definition,
of which we have only one, is d = [k(v) : k(x)]. So the β◦α =

∑
nimijdijw′

ij
of Equation 2.8 is, in our case,

∑
nmjdwj (note that we have no need of

indices on n and d because we have assumed V and X are irreducible).

3. First consider the case that Y is reduced. Recall that [g] is by definition
cyclY×SW/Y(Γgred) but since Y is reduced this is just cyclY×SW/Y(Γg). More-
over, Γg is canonically isomorphic to Y. Let ιi : Zi → Y and β be as in
the definition of −◦− (so β = cyclY×SW/Y(Γg)). By Proposition 2.5.1 we
see that ι~i β = cyclZi×SW/Zi(Γ(Zi→W)). The result is now clear from the
explicit formula in the definition of − ◦ −.
Now we remove the assumption that Y is reduced. Notice that as α
doesn’t actually depend on the ambient scheme X ×S Y, it also defines
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an element α′ of cequi(X ×S Yred/X, Ƥ). Moreover, using the case when
Y was reduced we can write α = [i] ◦ α′ where i : Yred → Y is the
canonical morphism. So now using the fact that − ◦ − is associative,
it suffices to prove that [g] ◦ [i] = [gi]. This follows from the first part
as [gi] = i~[g] = i∗nai[g] since i is birational.

Proposition 2.5.8. The morphism − ◦ − of Definition 2.5.5 satisfies the
following properties.

1. Functoriality. For finite flat surjective morphisms W g→ Y
f→ X we have

[tf] ◦ [tg] = [tfg].

2. Base-change. For every cartesian square

Y×X W
g //

q
��

W
p
��

Y f
// X

(2.10)

such that f is finite flat surjective we have

[tf] ◦ [p] = [q] ◦ [tg].

3. Degree. For every finite flat surjective morphism f : Y→ X of constant
degree d we have

[f] ◦ [tf] = d · [idX].

4. Triangles. Consider a commutative triangle of schemes with f, g finite
flat surjective and X integral.

Y′ h //

g
��?

??
??

??
Y

f����
��

��
�

X

(a) Suppose that the scheme Y′ is the disjoint union of the integral
components Y′i of Y, and h is the canonical morphism Y′ = qY′i → Y.
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Then
[tf] =

∑
mi[hi] ◦ [tgi]

where hi, gi are the restrictions to Y′i and mi = lengthOY,ηi with ηi
the generic point of Y′i.

(b) Forgetting the hypotheses of (a), suppose now that all schemes are
integral. Then

deg g
deg f [

tf] = [h] ◦ [tg].

Proof. Functoriality. Let ξi be the generic points of X, let ηij be the generic
points of Y (over ξi) and let ωijk be the generic points of W (over ηij). By
definition [tfg] is

∑
ijk lengthOξ×XW,ωijkξi. Using (2.9) we calculate [tg][tf] as∑

ijk

lengthOηij×YW,ωijk lengthOξi×XY,ωij [k(ωijk) : k(ηij)]ξi.

So we must show that for each i we have∑
jk

lengthOηij×YW,ωijk lengthOξi×XY,ωij [k(ωijk) : k(ηij)] =
∑
jk

lengthOξ×XW,ωijk .

This is done in Lemma A.1.3.
Base change formula. This follows directly from Proposition 2.5.1. Let

V = Y×X W. We have

[tf][p] = p~([tf]) = p~(cyclX×SY/X(Y)) = cyclW×SY/W(V) =
∑

nivi ∈ cequi(W×SY/W, Ƥ)

where vi are the generic points of V and ni = lengthOg(vi)×WV,vi . We also
have [q] =

∑
vi ∈ cequi(V ×S Y/V, Ƥ) and using the formula (2.9) we find that

[q][tg] =
∑

nivi ∈ cequi(W ×S Y/W, Ƥ) as V = W ×X Y → W ×S Y is a closed
immersion.

Degree formula. Suppose ξi are the generic points of X and ηij the generic
points of Y with ηij over ξi. Still using (2.9) we calculate [f][tf] as

∑
ij lengthOξi×XY,ηij [k(ηij) :

k(ξi)]ξi. For each ξi, the degree of ξi ×X Y → ξi is d, and this is equal to∑
j lengthOξi×XY,ηij [k(ηij) : k(ξi)], hence the degree formula.
Triangles. Both equalities follow directly from Proposition 2.5.7.

Theorem 2.5.9. For each noetherian separated scheme S there exists a
unique category Cor(S) with the following properties.
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(Ob) There is a one-to-one correspondence between the objects of Cor(S) and
the objects of Sch(S). If X ∈ Sch(S) we denote the corresponding object
in Cor(S) by [X].

(Mor) Consider X, Y ∈ Sch(S). Then homCor(S)([X], [Y]) is a subgroup of the free
abelian group generated by the points z of X×S Y such that the canonical
morphism {z} → X is finite and dominates an irreducible component
of X.

(Gra) Let f : Y → X be a morphism in Sch(S). Then [f] ∈ homCor(S)([X], [Y]).
Furthermore, if f is finite and flat then [tf] ∈ homCor(S)([Y], [X]).

(Com1a) If f : Xred → X is the canonical inclusion then the morphism homCor(S)([X], [Y])→
homCor(S)([Xred], [Y]) induced by composition with [f] is the obvious one
coming from the canonical identification of the points of X×S Y and the
points of Xred ×S Y.

(Com1b) If α =
∑

nizi ∈ homCor(S)([X], [Y]), k is a field, and ι : k → X is a k-
point of X such that the image is in the flat locus of q{zi} → X then
α ◦ [ι] =

∑
nimijwij where the wij are the generic points of k×Y {zi} and

mij = lengthOk×Y{zi},wij
.

(Com2) Suppose f : V → X is a finite flat surjective morphism in Sch(S) and
α ∈ homCor(S)([V], [Y]). Then

α ◦ [tf] =
∑

nimidiy′i

where α =
∑

niyi, the points xi, vi, y′i are the respective images of yi in
X, V, and X × Y via the obvious morphisms, di = [k(yi) : k(y′i)], and
mi = lengthOxi×XV,vi.

(Uni) Any other category satisfying the above axioms is a subcategory of
Cor(S).

Moreover, the composition in this unique category Cor(S) is the one given in
Definition 2.5.5.

Remark 2.5.10. In light of Definition 2.3.1 and Theorem 2.4.8 we could
have replaced the axioms (Mor), (Gra), (Com1a), (Com1b), (Uni) with the
two axioms (Mor′) and (Com1′). This would have given the following list.
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(Ob) There is a one-to-one correspondence between the objects of Cor(S) and
the objects of Sch(S). If X ∈ Sch(S) we denote the corresponding object
in Cor(S) by [X].

(Mor′) Consider X, Y ∈ Sch(S). Then homCor(S)([X], [Y]) = cequi(X×S Y/X, Ƥ).

(Com1′) If f : X→ Y is a morphism in Sch(S) and α ∈ homCor(S)([Y], [W]) for some
W ∈ Sch(S) then α ◦ [f] = f~α.

(Com2) Suppose f : V → X is a finite flat surjective morphism in Sch(S) and
α ∈ homCor(S)([V], [Y]). Then

α ◦ [tf] =
∑

nimidiy′i

where α =
∑

niyi, the points xi, vi, y′i are the respective images of yi in
X, V, and X × Y via the obvious morphisms, di = [k(yi) : k(y′i)], and
mi = lengthOxi×XV,vi .

We chose the statement in the theorem because there is no explicit reference
to presheaves of relative cycles.

Proof. We begin with uniqueness. Since the objects and the morphisms are
completely described, it suffices to show that the composition is determined
(Com1′) and (Com2). Let α ∈ homCor(S)([X], [Y]) and β ∈ homCor(S)([Y], [W])
and suppose that ◦ and ◦′ are two different compositions. Since pullback
along a birational morphism is injective (Lemma 2.3.2 for example), to show
that β◦α = β◦′α it suffices to show that f~(β◦α) = f~(β◦′α) for some birational
f : X′ → X. Let α = nizi. The platification theorem (Theorem 2.2.16) provides
a birational morphism f : X′ → X such that the proper transforms of the
{zi} → X are flat over X′. Let f~α =

∑
niz′i and let gi : {z′i} → Y and

hi : {z′i} → X′ be the canonical morphisms. Then we have

f~(β ◦ α) = β ◦ α ◦ f = β ◦ [gi] ◦ [
thi]

and similarly for ◦′. Due to (Com1′) and (Com2) the cycles β ◦ [gi] ◦ [thi] and
β ◦′ [gi] ◦′ [thi] are equal. Therefore β ◦ α = β ◦′ α.

Now for existence. The majority of the difficulty of the proof of existence
is contained in Theorem 2.5.6. Since we are admitting this, it remains to
show that the composition has identities, and satisfies (Com1′) and (Com2).
These all follow from Proposition 2.5.7.
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Definition 2.5.11. The category Cor(S) of Theorem 2.5.9 is call the category
of correspondences. The category of smooth correspondences SmCor(S) is the
full subcategory of Cor(S) whose objects are smooth schemes over S.
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3
Comparison of cdh and `dh

sheafification and cohomology

3.1 Introduction

I n this chapter we introduce the `dh-topology (Definition 3.2.6) where `
denotes a prime. We compare the cdh and `dh sheafifications and coho-

mologies. The idea of the cdh topology is to enlarge the Nisnevich topology
enough so that the morphisms coming from resolution of singularities may
be used as covers. Similarly, the idea of the `dh topology is that it should
be an enlargement of the Nisnevich topology so that morphisms given by a
theorem of Gabber on alterations (Theorem 3.2.12 or Theorem 3.2.11) may
be used as covers.

In Section 3.2 we begin the chapter by introducing our definition of the
`dh topology. Our definition (Definition 3.2.6) – equivalent to many others1

1While our definition is equivalent to many other possible definitions, it is different
from the topology of `′-alterations appearing in [ILO12] and [Ill09]. This is because they
work with a category of reduced finitely horizontal schemes (i.e., every generic point is
sent to a generic point of the base, and the induced field extension is finite) while we work
with a more general category. Ours is a “global” version of theirs which is “local” where
“local” and “global” are in the sense of resolution of singularities.
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– is inspired directly by the techniques that we will use to study it. Namely,
it is generated in some sense by the cdh topology, and a topology we refer to
as the fps`′topology (fini-plat-surjectif-premier-à-`). In shorthand we could
write “cdh +fps`′= `dh”. In this section we also convert Gabber’s Theorem
into the form that we will apply it in: every nice scheme admits an `dh cover
with regular source (Corollary 3.2.13).

The literature abounds with techniques to work with the cdh topology, and
so we are left with the study of the fps`′ topology. Our main tool here is the
concept of a presheaf with traces which we introduce in Definition 3.3.1. A
presheaf with traces is a presheaf which in addition to being a contravariant
functor, also has a covariant functoriality for morphisms that are finite flat
and surjective, and furthermore satisfies a change-of-base and degree formula.
It falls straight out of our definition that every presheaf of Z(`) modules with
traces is an acyclic fps`′ sheaf (Lemma 3.4.10).

In Section 3.4 we show that if we have a cdh sheaf of Z(`)-modules with
transfers, then the cdh and `dh cohomologies agree. We do this using the
technique of [Voe00b, 3.1.8], that is, we claim that these cohomologies can
be calculated using Ext’s in the categories of sheaves with transfers (Propo-
sition 3.4.15, Proposition 3.4.16). This comes down to proving an acyclicity
result, which we do in a more general context (Proposition 3.4.7). Accepting
that we can use Ext’s to calculate the cohomologies, since every presheaf
with transfers is a presheaf with traces (Lemma 3.3.9), and hence an fps`′

sheaf (Lemma 3.4.10), the categories of cdh and `dh sheaves with transfers
are equivalent (Corollary 3.4.12) and so we deduce that the cohomologies
agree.

In Section 3.5 we introduce a topology which will help us study the cdh and
`dh associated sheaves of a presheaf with traces. The idea is to embed Fcdh and
F`dh into a larger presheaf, and then descend properties of this larger presheaf
to Fcdh and F`dh. The larger presheaf that we use is the sheafification Fcdd for
a Grothendieck topology that we call the completely decomposed discrete
topology or cdd topology (Definition 3.5.1). The most important property
of the cdd topology is that the cdd associated sheaf Fcdd of a presheaf F
satisfies Fcdd(X) =

∏
x∈X F(X) where the product is over the points of X of

every codimension. For an explanation of why the cdd topology arises quite
naturally for us see Remark 3.5.4. In this section we prove that if F has a
structure of traces, then there is a canonical induced structure of traces on
Fcdd (Theorem 3.5.5) and moreover, this structure satisfies some particularly
important properties (3.5.7).
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In Section 3.6 we introduce the concept of a Gersten presheaf (Defini-
tion 3.6.4) which is a presheaf satisfying an analogue of the first part of the
Gersten sequence in K-theory. We prove that if F is a presheaf of Z(`)-modules
with traces that satisfies the very first part of the Gersten sequence, then the
cdh and `dh associated sheaves are isomorphic (Corollary 3.6.3). We deduce
this in a convoluted way (see the diagram in the proof) from F`dh being a
subsheaf of Fcdd. We also use the Gersten property to find a criteria for a
section of Fcdd to belong to the image of F`dh (and hence the image of Fcdh since
Fcdh ∼= F`dh) and show that the trace morphisms of Fcdd preserve this property.
This implies that Fcdh has a structure of traces (Proposition 3.6.12).

In Section 3.7 we prove Theorem 3.7.1 which says that every cdh sheaf with
traces that satisfies two additional properties has a canonical structure of
transfers. We use the principle that every correspondence can be decomposed
(locally for the cdh topology) into a formal sum of compositions of “traces”,
and morphisms of schemes (Lemma 3.7.4).

For the convenience of the reader let us make a small index here.

(Definition 3.2.1) The fps`′ and `dh topologies.

(Definition 3.3.1) Presheaf with traces, properties (Fon), (CdB), and
(Deg).

(Definition 3.3.4) Properties (Tri1), (Tri2), (Tri1)≤n, (Tri2)≤n.

(Definition 3.4.4) A refinable topology.

(Definition 3.5.1) The discrete topology.

(Definition 3.6.4) Gersten presheaf.

(Definition 3.7.2) Correspondences of the form (FN).

Throughout this chapter we will state at the beginning of each section
what class of schemes the results of that section hold for. In general,
everything is true for the category of separated schemes essentially of
finite type over a base scheme S which is a quasi-excellent separated
noetherian scheme. By essentially of finite type, we mean an inverse
limit of a left filtering system of schemes of finite type, for which each
of the transition morphisms is an affine open immersion.
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3.2 The `dh topology
In this section we present the definition of the `dh topology that we will
use (Definition 3.2.6). We state Gabber’s theorem in some original versions
(Theorem 3.2.11, Theorem 3.2.12) and the version that we will use (Corol-
lary 3.2.13).

Recall that if {Ui → X}i∈I is a finite family of morphisms, a refinement is
a finite family of morphisms {Vj → X}j∈J such that for each j ∈ J there is an
ij ∈ I and a factorisation Vj → Uij → X. The reader not familiar with the cdh
topology can find it in [SV00a].
Definition 3.2.1. Let ` ∈ Z be a prime.

1. We will call an fps`′cover (fini-plat-surjectif-premier-à-`) a singleton set
{f : U → X} containing a morphism f that is finite flat surjective and
globally free of degree prime to `. That is, f∗OU is a free OX-module of
rank prime to `.

2. An `dh cover is a finite family of morphisms of finite type {Ui → X}
such that there exists a refinement of the form {V′

j → Vj → X} where
{Vj → X} is a cdh cover and {V′

j → Vj} are fps`′ covers.
Remark 3.2.2. Note that we can assume the Vj,V′

j are affine as the Zariski
topology is coarser than the cdh topology.

For a pretopology τ, we observe the usual abuse of terminology and refer
to a morphism Y → X as a τ cover if {Y → X} is a τ cover. The standard
reference for the Nisnevich topology is [Nis89] where it is referred to as the
cd topology.
Lemma 3.2.3. Suppose that Y′ → Y is a Nisnevich cover and Y → X a flat
finite surjective morphism of constant degree (not necessarily globally free).
Then there exists a Nisnevich cover X′ → X such that Y ×X X′ → Y refines
Y′ → Y, and Y×X X′ → X′ is an fps`′ cover.
Remark 3.2.4. This lemma is false if we replace the Nisnevich topology by
the proper cdh topology. For example let Y to be a non-normal curve, Y→ X
any flat finite morphism to a normal curve X, and Y′ → Y the normalisation.
Clearly Y′ → Y doesn’t split, but every proper cdh cover of X is refinable by
the trivial cover (this is true of any regular excellent scheme of dimension
one). This failing is an obstacle to passing a structure of traces for a presheaf
to its cdh sheafification (cf. Proposition 3.3.3).
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Proof. If X is henselian, then Y is also henselian and Y′ → Y splits. So we can
take X′ = X. If not then for every point x ∈ X we consider the pullback along
the henselisation hx → X. The result now follows from the limit arguments
in [Gro66, Section 8] and the description of the henselisation as a suitable
limit of étale neighbourhoods.

The following proposition shows that the `dh covers as we have defined
them form a pretopology in the sense of [SGA72a, II.1.3].

Proposition 3.2.5. Let X be a noetherian scheme and suppose that Y → X
is an fps`′ morphism and {Ui → Y}i∈I is a cdh cover. Then there exists a cdh
cover {Vj → X}j∈J and a set of fps`′ morphisms V′

j → Vj such that {V′
j → X}j∈J

refines {Ui → Y→ X}i∈I.

Proof. It suffices to consider the case when the cardinality of I is one (replace
{Ui → Y}i∈I by {qi∈IUi → Y}). Recall that every cdh cover U → Y admits
a refinement of the form U′′ → U′ → Y where U′′ → U′ is a Nisnevich cover
and U′ → Y is a proper morphism which is a cdh cover ([MVW06, 12.28] or
[SV00a, 5.9]). We have already treated the Nisnevich case in Lemma 3.2.3
so it suffices to treat the proper cdh case.

We prove by noetherian induction that if we have U→ Y→ X with U→ Y
proper cdh and Y→ X fps`′ then there exists V′ → V→ X such that V→ X is
proper cdh, V′ → V is fps`′ and the composition V′ → X factors through the
composition U→ Y. Suppose that this statement is true for all proper closed
subschemes of X. Indeed, by the inductive hypothesis, it suffices to prove
that in the situation just mentioned we have the morphisms and properties
just mentioned but with V→ X proper and birational instead of proper cdh.

We can assume that X is reduced, and even integral since the inclusion of
the irreducible components is a proper birational morphism. Since U→ Y is
completely decomposed (i.e., the pullback along each y ∈ Y admits a section),
by replacing U with an appropriate disjoint union of closed irreducible sub-
schemes of U we can assume that Ured → Yred an isomorphism over a dense
open subscheme of Y. If ηi are the generic points of Y and mi the lengths of
their local rings, then the degree of Y→ X is

∑
mi[k(ηi) : k(ξ)] where ξ is the

generic point of X. Since ` doesn’t divide
∑

mi[k(ηi) : k(ξ)], there is some i
for which ` doesn’t divide [k(ηi) : k(ξ)]. By the platification theorem [RG71]
there exists a blowup of X′ → X with nowhere dense centre such that the
strict transform of {ηi} → X is flat, and hence finite flat surjective of degree
prime to `. That is, we can assume Y is reduced and even integral.
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To recap, we have reduced to the case where U is reduced, U → Y is an
isomorphism over a dense open subscheme of Y, and Y and X are integral. In
particular, the composition U→ X is generically an fps`′ cover. Using again
the platification theorem, this time applied to the composition U→ Y→ X,
we can find a blowup of X with nowhere dense centre such that the strict
transform of U→ Y→ X is flat. Since it is generically an fps`′ cover, flatness
implies that it is actually an fps`′ cover. So we are done.

Definition 3.2.6. The `dh pretopology on a category of schemes is the pre-
topology for which the covers are `dh covers.

Remark 3.2.7. Our choice of definition of an `dh topology is motivated by
the following two ideas. Firstly, the theorem of Gabber (Theorem 3.2.11)
should provide the existence of regular `dh covers (or smooth depending on
the context). Secondly, we want to make use of the vast literature available
on the cdh topology. That is, we want to be able to reduce statements about
the `dh topology, to statements about the cdh topology and statements about
the fps`′ topology. This way we only need to deal with the fps`′ topology.
This we usually do using a structure of traces – cf. Lemma 3.4.10.

The name `dh is an acronym for `-decomposed h-topology (see [Voe96,
Definition 3.1.2] fo the h-topology). For any set of primes L one can define
an L-decomposed morphism as a morphism Y→ X such that for every point
x ∈ X there exists a point y ∈ Y over x such that no element of L divides
[k(y) : k(x)]. We recover the notion of a completely decomposed morphism
as a P-decomposed morphism where P is the set of all primes. The cdh
topology on a category of noetherian schemes is generated by the Nisnevich
topology and covers which are proper and completely decomposed. Similarly,
if we consider the pretopology generated by Nisnevich covers and proper
{`}-decomposed morphisms, we obtain a pretopology which gives the same
sheaves as our `dh topology. Hence, in some sense, the `dh topology is a
legitimate generalisation of the cdh topology.

While we are discussing etymology, we mention the following counterex-
ample. The naïve reader may suspect that the cdh topology is equivalent
to the topology obtained from the pretopology whose covers are h covers
that are completely decomposed. This is false. Let k be a field, Y =
Spec(k[x, x−ƥ]) q Spec(k[x

ƥ
Ʀ ]) and X = Spec(k[x]) and let Y → X be the obvious

morphism. This morphism is flat (and is therefore an h cover), and is com-
pletely decomposed. However, the corresponding morphism of representable
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presheaves on Sch(k) is not surjective for the cdh topology. If it were surjec-
tive, then there would exist a morphism U→ Y in Sch(k) such that the com-
position U → X is a cdh cover (the section idX of hom(−,X)cdh over X would
lift to hom(−, Y)cdh). Since k[[x]] is a complete discrete valuation ring, every
cdh cover of Spec(k[[x]]) admits a section. In particular, the canonical mor-
phism Spec(k[[x]])→ X factors through U→ X, and pulling back Y→ X along
Spec(k[[x]]) → X, this implies that Spec(k((x))) q Spec(k[[x

ƥ
Ʀ ]]) → Spec(k[[x]])

admits a section, which is impossible.
Remark 3.2.8. Our `dh pretopology differs from the topology of `′ alter-
ations of [ILO12] (see the beginning of Section III.3) principally because
the underlying categories are different – they use the category denoted alt/S
([ILO12, Definition 1.2.2]). Their category alt/S consists of reduced schemes
f : T → S that are of finite type, surjective, and psuedo-dominant (Defini-
tion 2.2.9) over S, and such that for every generic point t of T the extension
k(t)/k(f(t)) is finite. Their topology of `′ alterations satisfies the following
property ([ILO12, Theorem 3.2.1]). If X is irreducible and quasi-excellent,
then every covering family for the topology of `′-alterations has a refinement
of the form {Vi → Y→ X} such that Y is integral, Y→ X is proper surjective
of generic degree prime to `, and {Vi → Y} is a Nisnevich cover. Our pre-
topology is in some way a “global” version of their “local” pretopology where
global and local are in the resolution of singularities sense.
Remark 3.2.9. As with the cdh pretopology, we do not get an `dh pretopol-
ogy on the category of smooth schemes Sm(S) over some base S as there are
not enough fibre products. As with the cdh pretopology we do however get
an induced topology.
Definition 3.2.10. The `dh topology on Sm(S) is the topology for which the
covering sieves of a scheme X are sieves R ⊆ hX that contain a sieve of the
form im(hqUi → hX) for some `dh cover {Ui → X}.

We now reproduce two versions of a theorem of Gabber. We follow them
with a corollary which converts them into a form that we will use. For a
statement and an outline of the proof of Gabber’s Theorem of see [Ill09], or
[Gab05]. There is also a book in preparation [ILO12].
Theorem 3.2.11 ([ILO12, Theorem 2, Theorem 3.2.1]). Let X be a noethe-
rian quasi-excellent scheme, let ` be a prime number invertible on X. There
exists a finite family of morphisms {Ui → X}i∈I with each Ui regular, and a
refinement of the form {Vj → Y→ X}j∈J such that
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1. {Vj → Y} is a Nisnevich cover,

2. Y is locally integral,

3. Y→ X is proper and surjective, and

4. for each generic point ξ of X there is a unique point η of Y over it, and
[k(η) : k(ξ)] is finite of degree prime to `.

Theorem 3.2.12 (Gabber [Ill09, 1.3] or [ILO12, Theorem 3, Theorem 3.2.1]).
Let X be a separated scheme of finite type over a perfect field k and ` a prime
distinct from the characteristic of k. There exists a smooth quasi-projective
k scheme Y, and a k-morphism f : Y→ X such that

1. f is proper, surjective, pseudo-dominant (Definition 2.2.9), and

2. for each generic point ξ of X there is a unique point η of Y over it, and
[k(η) : k(ξ)] is finite of degree prime to `.

Corollary 3.2.13. Let X be a scheme and ` a prime number invertible on X.
If X is noetherian and quasi-excellent then there exists an `dh cover {Ui → X}
of X such that each Ui is regular. If X happens to be separated of finite type
over a perfect field k, then there exists such a cover with each Ui smooth and
quasi-projective over k.

Proof. The proof in both cases is the same so we give it only once. Let
X be noetherian and quasi-excellent. We proceed by noetherian induction.
Suppose that the result is true for all proper closed subschemes of X. We can
assume that X is integral since the set of inclusions of irreducible components
is a cdh cover. Let {Ui → X}i∈I and {Vj → Y→ X}j∈J be as in the statement of
Theorem 3.2.11 (or in the second case, just the Y→ X from Theorem 3.2.12).
We must show that the latter has a refinement which is a composition of fps`′
and cdh covers. By the platification theorem (Theorem 2.2.16) there exists
a blowup with nowhere dense centre X′ → X such that the proper transform
Y′ → X′ of Y → X is finite flat surjective morphism of constant degree (but
not necessarily globally free). Let {V′

i → Y′} be the pullback of the Nisnevich
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cover {Vi → Y}.

X′′′

fps`′
��

// V′ // //

Nis
��

V

Nis
��

X′′

Nis   B
BB

BB
BB

B Y′ //

fps (`,deg)=ƥ
��

Y
prop. surj. gen. fin. (`,deg)=ƥ
��

X′
blowup

// X

By Lemma 3.2.3 there exists a finite set of morphisms of the form {X′′′
j →

X′′
j → X′} such that {X′′

j → X′} is a Nisnevich cover and each X′′′
j → X′′

j
is an fps`′ cover, and furthermore, {X′′′

j → X′′
j → X′} is a refinement of

{V′
i → Y′ → X′}. If Z ∈ X is a closed subscheme such that X′ → X is an

isomorphism outside of Z, then {Z → X,X′′
j → X′ → X} is a cdh cover. By

the inductive hypothesis, there exists an `dh cover {Z′
k → Z}k∈K of Z with

each Z′
k regular (or in the second case, quasi-projective and smooth over k).

Hence, {Z′
k → X}k∈K∪{Ui → X}i∈I is a finite family of morphisms with regular

(resp. smooth quasi-projective) sources, such that there exists a refinement
which is a composition of a cdh cover and fps`′ covers as in the definition of
an `dh cover.

3.3 Presheaves with traces
In this section we present our definitions of a presheaf with traces (Defini-
tion 3.3.1), and a presheaf with transfers (Definition 3.3.7). We mention that
a presheaf with transfers is a presheaf with traces (Lemma 3.3.9).

3.3.1 Presheaves with traces
Definition 3.3.1. A presheaf with traces (F,S,A,Tr,P) is an additive func-
tor F : Sop → A from a category of schemes S to an additive category A,
together with a class P of morphisms of S, and a morphism Trf : F(Y)→ F(X)
for every morphism f ∈ P . The morphisms Tr are required to satisfy the fol-
lowing axioms.

(Add) For morphisms fƥ : Yƥ → Xƥ and fƦ : YƦ → XƦ in P we have

TrfƥqfƦ = Trfƥ ⊕ TrfƦ .
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(Fon) For morphisms W g→ Y
f→ X in P we have

TrfTrg = Trfg and TridX = idF(X).

(CdB) For every cartesian square in S

Y×X W
g //

q
��

W
p
��

Y f
// X

(3.1)

such that f, g ∈ P we have

F(p)Trf = TrgF(q).

(Deg) For every finite flat surjective morphism f : Y→ X in P such that f∗OY
is a globally free OX module we have

TrfF(f) = deg f · idF(X).

Sometimes we will just denote a presheaf with traces by F if the rest of the
data is already established. In this thesis P will always be the class of finite
flat surjective morphisms in S. We will denote this class by S fps.

A morphism of presheaves with traces (F,S,A,Tr,P)→ (G,S,A,Tr,P) is
a morphism of the underlying presheaves F → G such that for every f ∈ P
the square

F(Y) //

Trf
��

G(Y)

Trf
��

F(X) // G(X)

is commutative.

Example 3.3.2. Here are some examples of presheaves with traces.

1. Suppose S is any category of schemes, A is any additive category and
F is any constant additive sheaf. Then since every finite flat surjective
morphism Zariski locally satisfies the hypotheses of (Deg), there is a
unique structure Tr such that (F,S,A,Tr,S fps) is a presheaf with traces.
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This is because if f : Y→ X is a morphism satisfying the hypotheses of
(Deg) between connected schemes then F(f) is an isomorphism, and so
(Deg) requires that Trf = deg f · F(f)−ƥ. The other axioms are straight-
forward.

2. The presheaves O∗
X and OX (represented by the group schemes Gm and

Aƥ) have canonical structures of traces induced by the determinant and
trace of matrices. More explicitly if Spec B → Spec A is a morphism
of affine schemes and there is an isomorphism of A algebras B ∼= ⊕d

i=ƥA
then there is an induced morphism B→ Md(A) of B into the ring of d by
d matrices with coefficients in A (induced by right or left multiplication
of B on itself). Then the determinant and trace define group homomor-
phisms (B∗, ∗) → (A∗, ∗) and (B,+) → (A,+). It can be checked that
these morphisms are independent of the chosen isomorphism B ∼= ⊕d

i=ƥA
and glue to give a structure of traces on non-affine schemes.

3. The example described above is a special case of a more general phe-
nomena. On the category of quasi-projective normal schemes, any
presheaf represented by an algebraic group has transfers, and hence
a structure of traces (any presheaf with transfers has a structure of
traces; this is mentioned further down the list).

4. We might like to say that fps`′ sheaves have traces using a similar
tactic to [SV96, Section 5] to define traces using pseudo-Galois covers.
However, when passing to a normal extension, we lose control of the
degree and cannot ensure it stays prime to `. The converse is true: a
presheaf of Z(`) modules with traces is an fps`′ sheaf (Lemma 3.4.10).

5. Algebraic K-theory and homotopy invariant algebraic K-theory have
structures of traces due to the constructions being functorial with re-
spect to biWaldhausan categories (cf. the proof of Proposition 5.2.3).

6. We will see that any presheaf with transfers (Definition 3.3.7) has a
canonical structure of presheaf with traces (Lemma 3.3.9).

7. If F is a presheaf with traces, its Nisnevich and étale sheafifications
have a canonical structure of traces (Proposition 3.3.3, Lemma 3.2.3).
We will also see conditions on F under which the discrete sheafification
(Definition 3.5.1) has a canonical structure of traces, the associated
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cdh separated presheaf has a canonical structure of traces (Proposi-
tion 3.5.6), and the associated cdh and `dh sheaves have a structure
of traces (Proposition 3.6.12, Corollary 3.6.3). The latter is one of the
main results of this paper.

8. Let S be a noetherian scheme, Sch(S) the category of S-schemes of finite
type, A an additive category with small colimits, EssSch(S) the category
of schemes essentially of finite type. We remind the reader that when
we say essentially, we are talking about limits of left filtering systems
in which the transition morphisms are affine open immersions. It is
a standard application of the results in [Gro66, Section 8] that if F :
Sch(S)→ A is a presheaf with traces then F gives rise canonically to a
presheaf with traces on EssSch(S).

We eventually want to find a criteria for when a structure of traces on
a presheaf induces a structure of traces on the cdh sheafification (this is
achieved in Proposition 3.6.12). The following proposition, applicable in the
case τ = Nisnevich, is a first step in this direction.

Proposition 3.3.3. Let (F,S,A,Tr,P) be a presheaf with traces and suppose
that A is an abelian category and the class P is closed under fibre products.
That is, if f : Y→ X ∈ P then so is W×X f for any W→ X in S. Now suppose
that τ is a pretopology on S such that

for every morphism f : Y→ X ∈ P and every τ cover V→ Y there exists
a τ cover U→ X such that Y×X U→ Y is a refinement of V→ Y.

Then there is a unique class of morphisms Trτ such that (Fτ,S,A,Trτ,P) is
a presheaf with traces and such that the canonical morphism F → Fτ is a
morphism of presheaves with traces.

Proof. Let f : Y → X be a morphism in P, U → X a τ cover of X, and
s ∈ ker(F(Y×XU)→ F((Y×XU)×Y (Y×XU)). We claim that there is a unique
element t ∈ Fτ(X) such that the restriction to Fτ(U) agrees with the image
of Tr(f×XU)s. Indeed, if follows immediately from (CdB) and the isomorphism
(Y ×X U) ×Y (Y ×X U) ∼= Y ×X (U ×X U) that Tr(f×XU)s is a cocycle and so it
descends to a unique element of Fτ(X).

Now for every element s of Fτ(Y) there exists a τ cover V→ Y so that s|V is
in the image of F → Fτ. By our hypothesis, we can assume V is of the form
Y×XU→ Y for some τ cover U→ X. By what we have just shown, we have a
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corresponding element in Fτ(X) that is independent of the choice of U. Hence
a morphism Trτf : Fτ(Y)→ Fτ(X).

The axioms (Fon) and (Deg) follow immediately from the way we have
defined the morphisms Trτ. It is also immediate from the definition that
these are compatible with F → Fτ, and are the only possible such choice.
For (CdB) it is enough to draw the appropriate cube and do the diagram
chase.

We have cause to discuss two further properties that might be satisfied
by a presheaf with traces. In the case of a cdh sheaf, these two properties
bridge the gap between a structure of traces and a structure of transfers (cf.
Lemma 3.3.9, Theorem 3.7.1). They deal with commutative triangles:

Y′

g
��?

??
??

??
h // Y

f����
��

��
�

X

(3.2)

Definition 3.3.4. Suppose that we have a commutative triangle (3.2) as
above and (F,S,A,Tr,P) a presheaf with traces. We define the following
two properties.

(Tri1)≤d Suppose that in the commutative triangle (3.2) the scheme X is integral
of dimension ≤ d, the scheme Y′ is the disjoint union of the integral
components Y′i of Y, and h is the canonical morphism Y′ = qY′i → Y,
and the morphisms f, gi are in P where hi, gi are the restrictions of h, g
to Y′i. Then

Trf =
∑

miTrgiF(hi)

where mi = lengthOY,ηi with ηi the generic point of Y′i.

(Tri2)≤d Forgetting the hypotheses of (Tri1)≤d, suppose that in the commutative
triangle (3.2) the morphisms f and g are in P , and all the schemes X, Y, Y′
are integral of dimension ≤ d. Then

deg g
deg fTrf = TrgF(h).

We will use just (Tri1) and (Tri2) if we require these axioms without
restriction on the dimension.
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Remark 3.3.5. 1. We will almost always only ask for (Tri1)≤Ƥ. This is
because we will end up using presheaves that are separated for the cdd
topology (Definition 3.5.1) and for such presheaves (Tri2)≤n is true for
all n and (Tri1)≤n for all n is implied by (Tri1)≤Ƥ (Proposition 3.5.7). We
will soon give a criteria under which (Tri1)≤Ƥ is satisfied (Lemma 3.3.6).

2. We will see below that if F is a presheaf with transfers then F is a
presheaf with traces that satisfies (Tri1) and (Tri2) (Lemma 3.3.9). We
will prove that conversely if F is a cdh sheaf with traces that satisfies
(Tri1) and (Tri2) then F has a canonical structure of presheaf with
transfers (Theorem 3.7.1).

3. The morphisms on algebraic K-theory described in Example 3.3.2 do
not satisfy (Tri1) before we sheafify it. This is for a similar reason to the
fact that algebraic K-theory does not have transfers [Voe00a, Section
3.4]. For example, let X be a projective line and choose a closed point
x. Let Y′ be two disjoint copies of X, and suppose that Y has two
irreducible components, each isomorphic to X, and the intersection of
these two irreducible components is the chosen point x. The morphisms
f, g, h are the obvious ones. Both f and g are finite flat and surjective,
and h is the inclusion of the integral components. However the class of
f∗OX in KƤ(X) is different from that of g∗OY. This is the only example
we know of a presheaf with traces that doesn’t satisfy (Tri1). If we
were to require (Deg) to hold for all finite flat surjective morphisms
of constant degree (and not just globally free ones) we would lose this
counter-example.

Lemma 3.3.6. Suppose (F,S,A,Tr,S fps) is a presheaf with traces.

1. (Tri2)≤Ƥ is always satisfied.

2. Suppose for every finite morphism of schemes of dimension zero Y→ X,
if X ∈ S then Y ∈ S. The axiom (Tri1)≤Ƥ is satisfied if F(Y)→ F(Yred)
is an isomorphism for every Y, and for every field k the exponential
characteristic of k is invertible in F(Spec(k)) .

Proof. 1. We have TrgF(h)
(Fon)
= TrfTrhF(h)

(Deg)
= deg h · Trf = deg g

deg fTrf.

2. Consider a triangle (3.2) of schemes of dimension zero with the hypothe-
ses of (Tri1)≤Ƥ. We can and do assume that Y is connected, and so our
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schemes are of the form Y = Spec(A), X = Spec(k), and Y′ = Spec(L)
where k is a field, A is a finite local k-algebra, and L is the residue field
of A.
Suppose for the moment that L/k is purely inseparable. Since p =
char(k) is invertible in F(k) and [L : k] is a power of p, the axiom (Deg)
implies that F(k) → F(L) is injective. Consider the pull-back along
Spec(L)→ Spec(k) and the resulting diagram

Spec(L⊗k L)
h //

g
&&NNNNNNNNNNN

Spec(A⊗k L)

fxxppppppppppp

Spec(L)

By Lemma A.1.1 applied to the original triangle and (CdB) applied to
the pullback squares along Spec(L) → Spec(k) it suffices to prove that
Trf =

deg f
deg gTrgF(h) due to the injectivity of F(k)→ F(L).

Since purely inseparable extensions are universal monomorphisms [Gro60,
3.5] the schemes in this diagram all have a unique point. Moreover, g
now admits a section s and since L = (A⊗k L)red = (L⊗k L)red the mor-
phism F(f) (resp. F(g)) is an isomorphism (by hypothesis) with inverse
F(hs) (resp. F(s)). We have

Trf = TrfF(f)F(hs)
(Deg)
= deg f · F(hs) = deg f · F(s)F(h)

(Deg)
= deg f

deg gTrgF(g)F(s)F(h) =
deg f
deg gTrgF(h).

Now we remove the assumption that L/k is purely inseparable. Let
k ⊂ K ⊂ L be a maximal separable subextension so that K/k is separable
and L/K is purely inseparable. Let B be the preimage of K under the
canonical A → L. By Cohen’s Structure Theorem for complete local
rings [Mat70, 28.J], the morphism B → K admits a section which is a
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k-morphism. Consequently, we have a commutative diagram

Spec(L) //

��?
??

?
Spec(A)

����
��

��
��

��
��

ttjjjjjjjjjjj

Spec(K)
��?

??
?

Spec(k)

and the result follows from the purely inseparable case.

3.3.2 Presheaves with transfers
Definition 3.3.7. Suppose S is a noetherian scheme. A presheaf with trans-
fers is an additive presheaf on Cor(S) (Definition 2.5.11). The category of
presheaves with transfers is denoted PreShv(Cor(S)), and if Λ is a ring, then the
category of presheaves of Λ-modules with transfers is denoted PreShv(Cor(S), Λ).

If τ is a Grothendieck topology on Sch(S) then a τ sheaf with transfers is
a presheaf with transfers whose restriction to Sch(S) is a τ sheaf. We have
corresponding categories Shvτ(Cor(S)) and Shvτ(Cor(S), Λ).

If S is a class of schemes in Sch(S) with corresponding full subcategory C
in Cor(S), we make the analogous definitions of a presheaf with transfers on
S, presheaf of Λ-modules on S, τ sheaf with transfers on S, τ sheaf of Λ-
modules on S, with corresponding categories PreShv(C), PreShv(C, Λ), Shvτ(C),
and Shvτ(C, Λ).
Definition 3.3.8. For any object [X] ∈ Cor(S) we denote the corresponding
representable presheaf with transfers by L(X). The cdh (resp. Nisnevich)
sheafification of L(X) has a canonical structures of transfers (Theorem 3.4.13,
resp. [Voe00b, Lemma 3.1.6]) and we denote this sheafification by Lcdh(X)
(resp. LNis(X)).
Lemma 3.3.9. Every presheaf with transfers is a presheaf with traces that
satisfies (Tri1) and (Tri2).
Proof. A direct consequence of Proposition 2.5.8.
Remark 3.3.10. Notice that since the presheaf with traces induced by a
presheaf with transfers necessarily satisfies (Tri1) and (Tri2), any presheaf
with traces whose structure is extendible to a structure of transfers necessar-
ily satisfies these two properties.
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3.4 Comparison of cdh and `dh cohomology
The goal of this subsection is Theorem 3.4.17 which says that the `dh and
cdh cohomology of a cdh sheaf with transfers agree (Theorem 3.4.17). We
pass by an equivalence of the categories of cdh sheaves of Z(`) modules with
transfers and `dh sheaves of Z(`) modules with transfers (Corollary 3.4.12).

3.4.1 Čech cohomology and refinable topologies
Most of the subsection is devoted to building a proof for Proposition 3.4.7
which will be used to compare the cdh and `dh cohomology via Proposi-
tion 3.4.16. In the Proposition 3.4.8 (which is independent from the rest of
the subsection) we note some easily proved facts that we will need later.

In this subsection we work with an essentially small category C which
we will assume to be equipped with fibre products.

Our interest in Čech cohomology stems from the following well know
lemma.

Lemma 3.4.1 ([SGA72b, V.4.3] or [Mil80, III.2.11]). A presheaf F on C is
acyclic for a topology τ if and only if its Čech cohomology groups vanish.

The following is another well-known lemma.

Lemma 3.4.2 ([SGA72b, Exp. V 2.3.5], [Mil80, III.2.1], or [Art62, 1.4.3]).
Let V/X,U/X be two X-objects in C. Suppose that F is a presheaf on C.
Then any two X morphisms V ⇒ U induce the same morphism Ȟn(U/X, F)→
Ȟn(V/X, F). Consequently, any X-morphism V→ U that admits an X-section
V← U induces isomorphisms Ȟn(U/X, F) ∼→ Ȟn(V/X, F).

Proof. Suppose that fƤ, fƥ : V ⇒ U are the morphisms. We construct a simpli-
cial homotopy2 between coskƤ(fƤ) and coskƤ(fƥ) in C. This induces a homotopy
between the associated morphisms of chain complexes (see [SGA72b, Exp
Vbis 3.0.2.3]). For each φ : [n] → [ƥ] we define V×Xn → U×Xn to be the map
whose ith component is fφ(i). It is easily checked that this is a homotopy
Δ[ƥ] × coskƤ(fƤ) → coskƤ(fƥ) between simplicial objects. Hence the associated
morphisms of chain complexes are homotopic, and therefore induce the same
morphisms on cohomology.

2See [SGA72b, Exp Vbis 3.0.2] for the definition of a simplicial homotopy that we use.
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For the second statement, let f : V → U and s : U → V be X-morphisms
such that fs = idU. By functoriality, Ȟn(f/X, F) is a left inverse to Ȟn(s/X, F)
for every n ≥ Ƥ, and so it suffices to show that Ȟn(s/X, F) is a left inverse
to Ȟn(f/X, F) for every n ≥ Ƥ. That is, we wish to see that Ȟn(sf/X, F) is the
identity for every n ≥ Ƥ. Applying the previous result to the two morphisms
sf, idV : V ⇒ V shows this.

Lemma 3.4.3. Let V
g→ U

f→ X be a pair of composable morphisms.
Then there exists a bisimplicial object Wp,q such that the pth column is
coskƤ(V×X(p+ƥ) → U×X(p+ƥ)) and the qth row is coskƤ(V×U(q+ƥ) → X). Notably,
for any presheaf F we get a first quadrant spectral sequence

Ep,q
ƥ = Ȟq(V×X(p+ƥ)/U×X(p+ƥ), F) =⇒ Ȟp+q(V/X, F)

Proof. We define the following objects.

W(p−ƥ),(q−ƥ)
def
= V×Xp ×

(U×Xp)
· · · ×

(U×Xp)
V×Xp︸ ︷︷ ︸

q times

= V×Uq ×
X
· · · ×

X
V×Uq︸ ︷︷ ︸

p times

.

The object W(p−ƥ),(q−ƥ) is also the limit of a diagram that has p×q copies of V
with p copies of U, and an X, and the (i, j)th V has a morphism towards the ith
U and every U and V has a morphism towards X (the morphisms being either
g, f or fg). Presented this way, there are obvious face Wp,q → Wp+ƥ,q,Wp,q →
Wp,q+ƥ and degeneracy Wp,q → Wp−ƥ,q,Wp,q → Wp,q−ƥ morphisms coming from
the projections and diagonals (in the pth and qth directions) and these are
compatible in the sense that we get a bisimplicial object.

We consider the double complex associated to the bicosimplicial abelian
group obtained by applying F to the Wp,q. There are two associated spectral
sequences, one from the filtration of the total complex by rows and one
from the filtration of the total complex by columns. We start with the
filtration for which the EƤ differentials are in the p direction. The Eƥ terms
are Ȟp(V×U(q+ƥ)/X, F) and the Eƥ differentials are induced by the differentials
in the q direction. Now every face morphism ∂i of coskƤ(V/U) has a section,
namely the degeneracy σ i. So by Lemma 3.4.2 the morphisms induced by
these face morphisms Hp(∂i) : Hp(coskƤ(V×Uq−ƥ → X))→ Hp(coskƤ(V×Uq → X))
are all the same isomorphism. Hence, the differentials d =

∑q
i=Ƥ(−ƥ)iHp(∂i)

are zero if q is odd and an isomorphism if q is even. Consequently, on the EƦ

sheet everything is zero except the bottom row EƤ,q
Ʀ
∼= Hp(coskƤ(V×Uƥ → X))
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and so we see that the cohomology of the total complex is Hp(coskƤ(V×Uƥ →
X)) = Ȟp(V/X, F). Considering the other filtration gives the Eƥ terms in the
statement of the result.

Definition 3.4.4. Let τ be a Grothendieck pretopology and ρ, σ two classes
of τ covers. We say that τ is ρ→ σ→ refinable if every τ cover admits a refinement
of the form {Vij

rij→ Ui
si→ X} such that {Vij → Ui} ∈ ρ and {Ui → X} ∈ σ.

Remark 3.4.5. Suppose that τ is a Grothendieck pretopology such that for
every cover {Wi → X}i∈I the morphism qi∈IWi → X exists in the category
that we are working with. Then to show that τ is ρ→ σ→ refinable it is enough
to consider τ covers that contain a single morphism, since {Wi → X}i∈I is
refinable if and only if {qi∈IWi → X} is.

Example 3.4.6. 1. In Lemma 3.2.3 we have seen that the pretopology
generated by Nis and fps`′ is fps`′→ Nis→ refinable.

2. By definition the `dh pretopology is fps`′→ cdh→ refinable. Since Zariski covers
are cdh covers, we can even restrict to the class of fps`′ covers of affine
schemes.

3. The cdh pretopology is Nis→cdp→ refinable where cdp is the class of cdh
covers {Ui → X} such that each morphism Ui → X is proper [MVW06,
12.28] or [SV00a, 5.9] (the proof they give works over any noetherian
base scheme).

4. In “Homology of schemes I” [Voe96] Voevodsky shows that over noethe-
rian excellent schemes the h pretopology is Zar→ ps→ refinable (and therefore
et→ ps→ refinable) where ps is the class of proper, surjective morphisms.
He also shows that the qfh pretopology is fs→ et→ refinable where fs is
the class of finite surjective morphisms. These facts are the basis for
the comparison results in [SV96, Section 10], and explicitly recognising
this makes the proofs clearer.

5. The eh pretopology of [Gei06] is et→cdp→ refinable (it is the same proof as
for the cdh pretopology mentioned above).
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Proposition 3.4.7. Suppose that τ is a Grothendieck pretopology, that ρ, σ
are Grothendieck subpretopologies of τ, and that τ is ρ→ σ→ refinable. Let F be
a presheaf on C such that

Ȟn(U/X, F) =
{

Ƥ n > Ƥ
F(X) n = Ƥ

for every ρ cover U→ X. Then if F is σ acyclic, it is also τ acyclic.

Proof. Because vanishing of Čech cohomology in degrees n > Ƥ is equiva-
lent to a presheaf being acyclic (Lemma 3.4.1), it is sufficient to show that
Ȟn

σ(X, F) = Ȟn
τ(X, F). To calculate the τ Čech cohomology we can restrict to

covers of the form V
g→ U

f→ X with f a σ cover and g a ρ cover. By our
hypothesis, Ȟq(V×Xp/U×Xp, F) = Ƥ for q > Ƥ and ȞƤ(V×Xp/U×Xp, F) = F(U×Xp).
Hence the spectral sequence of Lemma 3.4.3 collapses to give the isomor-
phism Ȟn(U/X, F) = Ȟn(V/X, F). Passing to the limit over covers of the form
V→ U→ X gives the result.

The final proposition of this subsection is independent of the rest of this
subsection. It collects some elementary properties of refinable pretopologies
that we will need later.

Proposition 3.4.8. Suppose that τ is a Grothendieck pretopology, that ρ, σ
are Grothendieck subpretopologies of τ, and that τ is ρ→ σ→ refinable.

1. If F is ρ separated then Fσ is ρ separated (and hence τ separated).

2. If F is a ρ sheaf then ȞƤ
τ(−, F) = ȞƤ

σ(−, F).

3. If F is a ρ sheaf that is σ separated then Fσ = Fτ. In particular, if F is
a ρ sheaf and a σ sheaf, then it is also a τ sheaf.

Proof. 1. We have to show that Fσ → (Fσ)ρ is a monomorphism. That is,
for every section s ∈ Fσ(X) sent to zero in (Fσ)ρ(X), we want to show
that s is zero. For every section s ∈ Fσ(X) there is a σ cover U → X
such that s|U is in the image of F→ Fσ , and so it is enough to consider
elements in the image of F → Fσ . It is clear enough that an element
s ∈ F(X) is sent to zero in (Fσ)ρ if and only if there exists a ρ cover
U → X and a σ cover V → U such that s|V = Ƥ. But F is ρ separated,
and so s|U = Ƥ. Since U → X is a σ cover, this implies that s is zero in
Fσ(X).
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2. By our hypothesis, the τ Čech cohomology can be calculated using
covers of the form {Vi

gi→ Ui
fi→ X} such that fi ∈ σ and gi ∈ ρ. For

simplicity we assume that each family has a single element. We have
the following morphism of exact sequences

Ƥ // ȞƤ(V/X, F) //

α
��

F(V) //

��

F(V×X V)

��
Ƥ // F(U) // F(V) // F(V×U V)

and the morphism α can be inserted into the following morphism of
short exact sequences.

Ƥ // ȞƤ(U/X, F) //

β
��

F(U) //

��

F(U×X U)

��
Ƥ // ȞƤ(V/X, F) //

α
99ssssssssss
F(V) // F(V×X V)

Since F is ρ separated, all vertical morphisms are monomorphims, and
consequently, the diagram is commutative, and α lifts to give an inverse
to β. Taking the limit over covers of this form gives the result.

3. This follows immediately from the previous part since for separated
presheaves, the zeroth Čech cohomology calculates the sheafification.

Remark 3.4.9. In the third part, we suspect that the assumption that F is
σ is separated is necessary if we want the result in this level of generality. If
this necessity were not the case, this chapter would be considerably shorter.

3.4.2 Comparison of cdh and `dh cohomology
In this subsection as in Chapter 2 we work with Sch(S) the category of sep-
arated schemes of finite type over a separated noetherian base scheme S.
Lemma 3.4.10 is true in any category of schemes in which the U×X · · · ×X U
exist.

Lemma 3.4.10. Suppose that F is a presheaf of Z(`) modules with traces.
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Then for any fps`′ morphism U→ X of degree d the sequence

Ƥ→ F(X)→ F(U)→ F(U×X U)→ . . .

is exact. In particular, F is an fps`′ sheaf, F is fps`′ acyclic, and if F happened
to be a cdh sheaf of Z(`) modules with traces, then it is a sheaf for the `dh
pretopology.

Remark 3.4.11. The analogous result is true for any fps`′ hypercover using
(almost) the same proof. This is due to the fact that in any τ hypercover
U• → X the face morphisms di : Un → Un−ƥ are τ-covers as well as the
canonical morphisms Un+ƥ → Un×Un−ƥ Un induced by the identity djdi = di−ƥdj
for Ƥ ≤ i < j ≤ n+ ƥ.

In particular, this implies the Z(`)-linear fps`′ version of Theorem 3.4.13(1).
The Z(`)-linear fps`′ version of Theorem 3.4.13(2) is trivial because every
presheaf with transfers is a presheaf with traces, and therefore if we are
working Z(`)-linearly, an fps`′ sheaf.

We also point out that if we are only interested in the Ƥ→ F(X)→ F(U)→
F(U ×X U) part of this sequence, then the proof takes one line (cf. the last
equation of the proof).

Proof. We will show that the sequence is exact. It then follows that F is fps`′
acyclic (Lemma 3.4.1), and that if F is also a cdh sheaf of Z(`) modules, then
it is an `dh sheaf (Proposition 3.4.8(3)).

If dk : U×Xn → U×X(n−ƥ) is the projection that loses the kth coordinate, then
the squares

U×X(n+ƥ) di //

dj
��

U×Xn

dj
��

U×Xn
di−ƥ

// U×X(n−ƥ)

are cartesian for all j < i. It follows from (CdB) that we have F(di−ƥ)Trdj =
TrdjF(di) for j < i. We claim that TrdƤ is a chain homotopy between zero and
d times the identity (in degree zero we take Trp). We have

TrdƤ
n+ƥ∑
i=Ƥ

(−ƥ)iF(di) = TrdƤF(dƤ)+
n+ƥ∑
i=ƥ

(−ƥ)iF(di−ƥ)TrdƤ = d · id−
n∑

i=Ƥ

(−ƥ)iF(di)TrdƤ
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in degrees n = ƥ, Ʀ, Ƨ, . . . . In degree zero we have

TrdƤ(F(dƤ)− F(dƥ)) = d · id− TrdƤF(dƥ) = d · id− F(f)Trf.

Since d · id is an isomorphism, the complex is acyclic.

Corollary 3.4.12. The canonical functor Shv`dh(Cor(S),Z(`))→ Shvcdh(Cor(S),Z(`))
is an equivalence.

Proof. Follows immediately from Lemma 3.3.9 and Lemma 3.4.10.

We recall the following theorem from [CD09].

Theorem 3.4.13 ([CD09]).

1. [CD09, Definition 9.3.2], [CD09, Corollary 9.3.16], [CD09, Proposition
9.4.8]. For any cdh hypercover U• → X the associated sequence of cdh
sheaves with transfers is exact

· · · → Lcdh(UƦ)→ Lcdh(Uƥ)→ Lcdh(UƤ)→ Lcdh(X)→ Ƥ

2. [CD09, Lemma 9.3.7] The inclusion Shvcdh(Cor(S))→ PShv(Cor(S)) ad-
mits a left adjoint a : PShv(Cor(S)) → Shvcdh(Cor(S)) such that the dia-
gram

PShv(Cor(S)) a //

Oub
��

Shvcdh(Cor(S))

Oub
��

PShv(Sch(S))
(−)cdh

// Shvcdh(Sch(S))

commutes where Oub are the forgetful functors, i.e., precomposition with
the graph functor Sch(S)→ Cor(S).

Lemma 3.4.14. The category Shvcdh(Cor(S)) is a Grothendieck abelian cate-
gory and hence has enough injectives.

Proof. Every category of presheaves on an essentially small category is a
Grothendieck abelian category. Moreover, if A is a Grothendieck abelian
category and R : B → A is a fully faithful functor with a left adjoint then
B is Grothendieck abelian. Grothendieck abelian categories have enough
injectives.
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Proposition 3.4.15 ([Voe00b, 3.1.8]). Let X ∈ Sch(S) and F a cdh sheaf with
transfers. Then for any n there is a canonical isomorphism

ExtnShvcdh(Cor(S))(Lcdh(X), F) ∼= Hn
cdh(X, F).

Proof. We follow the proof of [Voe00b, 3.1.8]. Let F → I• be an injec-
tive resolution of F in Shvcdh(Cor(S)). The In are not necessarily injective
in Shvcdh(Sch(S)) but if they are acyclic then we can use them to calculate
the cohomology groups on the right. It is enough to show that their Čech
cohomology vanishes in positive degrees (Lemma 3.4.1). This follows imme-
diately from the adjunction and the exact sequence in Theorem 3.4.13 and
Yoneda.
Proposition 3.4.16. Let X ∈ Sch(S) and F a sheaf of Z(`) modules for the
`dh pretopology equipped with a structure of transfers. Then for any n there
is a canonical isomorphism

ExtnShv`dh(Cor(S),Z(`))
(L`dh(X), F) ∼= Hn

`dh(X, F).

Proof. As in the Proposition 3.4.15 we need to show that if I is an injective
object of Shv`dh(Cor(S)) then it is `dh acyclic. After the equivalence (Corol-
lary 3.4.12) and Proposition 3.4.15 it is cdh acyclic. It has transfers so the
higher Čech cohomology of every fps`′ cover is zero (Lemma 3.4.10). Hence
(Proposition 3.4.7) it is `dh acyclic.
Theorem 3.4.17. Let F be a cdh sheaf of Z(`) modules with transfers. Then
the canonical morphism Hn

cdh(−, F) → Hn
`dh(−, F) is an isomorphism. More-

over, these functors have a canonical structure of presheaves with transfers.
Proof. The first statement is a direct consequence of Proposition 3.4.15,
Proposition 3.4.16, and Corollary 3.4.12. For the second, recall the isomor-
phism

ExtnShvcdh(Cor(S))(Lcdh(X), F) ∼= Hn
cdh(X, F)

and note that ExtnShvcdh(Cor(S))(Lcdh(−), F) is functorial with respect to transfers.

3.5 The completely decomposed discrete topology
The goal of this section is to prove a criterion for a structure of traces on
F to pass to a structure of traces on the associated cdh separated presheaf
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im(F → Fcdh) (see Proposition 3.5.6). To obtain this criterion, we introduce
the completely decomposed discrete topology (Definition 3.5.1), which we
will abbreviate to cdd topology. We show first that a structure of traces on
F passes to the sheafification Fcdd for this cdd topology (Theorem 3.5.5). In
a further subsection we also show that for a presheaf that is separated for
the cdd topology, the properties (Tri1) and (Tri2) are implied by (Tri1)≤Ƥ

(Proposition 3.5.7).

Definition 3.5.1. The completely decomposed discrete pretopology or cdd
pretopology has as covers families of morphisms (not necessarily of finite type)
{Ui → X} such that for each point x ∈ X there exists an i and a point u ∈ Ui
over x such that [k(u) : k(x)] = ƥ.

Remark 3.5.2. The name is motivated by two ideas. Firstly that in the
“discrete” pretopology every jointly surjective family of morphisms should
be a cover. Secondly, adding the adjective “completely decomposed” to a
pretopology should add the requirement that every cover of the spectrum of
a field should have a section.

We collect here some easy properties of the cdd pretopology. We assume
that we are using a category of schemes such that for every scheme X and
every point x ∈ X the morphism x→ X is also in our category.

Lemma 3.5.3. 1. For every scheme X, every cover for the cdd pretopology
admits a refinement by the cover {x→ X}x∈X.

2. If F is a presheaf and Fcdd the associated cdd sheaf, there is a canonical
isomorphism of presheaves Fcdd(X) ∼=

∏
x∈X F(x).

3. A presheaf is separated for the cdd topology if and only if for every
scheme X the morphism F(X)→

∏
x∈X F(x) is injective.

4. A presheaf is a cdd sheaf if and only if for every scheme X the morphism
F(X)→

∏
x∈X F(x) is an isomorphism.

5. If F is fps`′ separated on schemes of dimension zero, then Fcdd is `dh
separated.

Remark 3.5.4. The cdd pretopology arises quite naturally for us in the
following way. The two main classes of presheaves with traces that we are
interested in studying - homotopy invariant Nisnevich sheaves with transfers,
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and the Nisnevich sheafification of algebraic K-theory - both satisfy a Gersten
exact sequence for regular schemes (in the appropriate categories of schemes).
Notably, for any such connected regular scheme X with generic point η we
have F(X) ⊆ F(η). We do not hope to have this property for non-regular
schemes, but if F is separated for some topology τ, and a non-regular scheme
X admits a regular τ-cover X′ → X, then we will have F(X) ⊆ F(X′) ⊆

∏
F(ηi)

where the ηi are the generic points of X′. In case we assume resolution of
singularities and use τ = cdh, this line of reasoning leads to F(X) ⊆

∏
x∈X F(x).

That is, F(X) ⊆ Fcdd(X). A similar phenomena occurs if we have traces, are
Z(`)-linear, and use the `dh-pretopology.

3.5.1 Traces on Fcdd
In this subsection we show that a structure of traces on a presheaf F passes
to a canonical structure of traces on the associated cdd sheaf Fcdd (Theo-
rem 3.5.5).

In this subsection we work with a category of schemes that is closed under
fibre products, and such that for every scheme X in the category, and every
point x of X, the morphism x→ X is also in the category.

Theorem 3.5.5. Suppose that F is a presheaf with traces that satisfies
(Tri1)≤Ƥ. Then there is a unique structure of traces on Fcdd such that F→ Fcdd
is a morphism of presheaves with traces. This structure also satisfies (Tri1)≤Ƥ.

Proof. We will use the canonical isomorphisms Fcdd(X) ∼=
∏

x∈X F(x) to take∏
x∈X F(x) as the definition of Fcdd(X). Let f : Y→ X be a finite flat surjective

morphism. We define a morphism

Trcddf :
∏
y∈Y

F(y)→
∏
x∈X

F(x), (sy) 7→ (tx)

where
tx =

∑
y∈x×XY

lengthOx×XY,yTrf|y/x(sy)

and we have used f|y/x for the induced morphisms y→ x. We claim that these
morphisms satisfy (Deg), (CdB), are functorial, and are compatible with the
morphism F→ Fcdd.

The degree formula. The axiom (Deg) is straightforward and needs only
to be checked in the case where X has a unique reduced point x. In this case

70



X = Spec(k) and Y = Spec(A) where k is a field and A is a finite k-algebra we
have A = ⊕iOY,yi where the sum is over the points yi of Y. We can express
deg f as

deg f =
∑
yi∈Y

dimkOY,yi
(A.ƥ.ƥ)
=
∑
yi∈Y

lengthOY,yi dimk k(yi) =
∑
yi∈Y

lengthOY,yi deg f|y/x

where f|y/x is still the induced morphism y→ x. We then have

Trcddf Fcdd(f) =
∑
yi∈Y

lengthOY,yiTr(f|y/x)F(f|y/x)

=
∑
yi∈Y

lengthOY,yi deg(f|y/x) · idx

= deg f · idx.

The change of base formula. Now consider a cartesian square (2.10). If W
is a point of X, say W = x ∈ X, then we have (CdB) by our definition of Trcddf
and Trcddg . To check that two sections in Fcdd(W) agree it is sufficient to check
them on each point w ∈ W and so to prove (CdB) in general, it suffices to
consider the case when W is an integral scheme of dimension zero. In this
case, W→ X factors through the inclusion of a reduced point of X, and so we
reduce to the case where W and X are both integral dimension zero schemes.
Write W = w and X = x. By additivity we can assume that Y is connected.

Suppose for the moment that Y is integral and write Y = y. Let zi be the
points of y×x w. To have (CdB) with these assumptions we must show that

F(p)Trf =
∑

zi∈y×xw

lengthOy×xw,ziTrg|zi/wF(q|zi/y).

This follows from (CdB), (Fon), and applying (Tri1)≤Ƥ to the triangles ob-
tained from zi → y×x w→ w.

Now we return to the case where Y is not necessarily reduced but has
a unique point y. We can use (Tri1)≤Ƥ on the triangle y → Y → x, and
(CdB) on the cartesian square having lower row y → x, and so it suffices
to show that Trcddg = lengthOY,yTrcddh Fcdd(ι) where ι and h are the morphisms
h : y×x w

ι→ Y×x w
g→ w. Consulting our definition of the Trcdd, we see that
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we must show that for each point z ∈ Y×x w we have

lengthOY×xw,z = lengthOY,y lengthOy×xw,z.

This follows from Lemma A.1.3.
Functoriality. We need to show that if W g→ Y

f→ x are finite flat surjective
morphisms, and x is a integral dimension zero scheme, then∑

w∈W

lengthOW,w =
∑
y∈Y

lengthOY,y

∑
w∈y×YW

lengthOy×YW,w.

Clearly it suffices to consider the case when Y and W are connected. The
result follows now from Lemma A.1.2.

Compatibility with F → Fcdd. By (CdB) it suffices to consider morphisms
Y → x where x is a integral scheme of dimension zero. We can also assume
that Y is connected by additivity. Clearly F→ Fcdd is compatible with traces
when Y is also reduced. We have assumed that F satisfies (Tri1) on dimension
zero schemes and we have already noticed that the trace morphisms we have
defined on Fcdd satisfy (Tri1), so we are done.

Proposition 3.5.6. Suppose that F is a presheaf with traces that satisfies
(Tri1)≤Ƥ and suppose that Fcdh → Fcdd is a monomorphism. Then im(F→ Fcdh)
has a unique structure of traces such that F → im(F → Fcdh) is a morphism
of presheaves with traces.

Proof. The kernel K of the epimorphism of presheaves F(X) → im(F →
Fcdh)(X) is K(X) = {s ∈ F(X) such that s|X′ = Ƥ for some cdh cover X′ → X}.
It is enough to show that the trace morphisms of F preserve K. After The-
orem 3.5.5, for any finite flat surjective morphism f : Y → X we have a
commutative diagram

K(Y) // F(Y) //

��

Fcdd(Y)

��
F(X) // im(F→ Fcdh)(X) // Fcdh(X) // Fcdd(X)

and so the result follows from the injectivity of Fcdh(X)→ Fcdd(X).
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3.5.2 For cdd separated presheaves (Tri)≤Ƥ implies (Tri)≤n

In this section we show the following proposition. As in the proof of The-
orem 3.5.5 we end up chasing multiplicities around and this is done in
Lemma A.1.4.

In this subsection we continue to work with a category of schemes that is
closed under fibre products, and such that for every scheme X in the category,
and every point x of X, the morphism x→ X is also in the category.

Proposition 3.5.7. Suppose that F is a presheaf with traces such that F →
Fcdd is a monomorphism of presheaves. If F satisfies (Tri1)≤Ƥ then it also
satisfies (Tri1)≤n for all n. Moreover, for such a presheaf (Tri2)≤n is always
satisfied for all n.

Proof. Recall that (Tri2)≤Ƥ is always satisfied (Lemma 3.3.6). We will show
that (Tri1)≤Ƥ implies (Tri1)≤n (resp. (Tri2)≤Ƥ implies (Tri2)≤n) under the
assumption that the morphism F→ Fcdd is a monomorphism. Since F→ Fcdd
is a monomorphism, it is sufficient to show that for every (not necessarily
closed) point ι : x → X of X and every triangle (3.2) satisfying the hy-
potheses of (Tri1) (resp. (Tri2)) we have F(ι)F(f) = F(ι)

∑
mkTrgkF(hk) (resp.

deg g
deg fF(ι)Trf = F(ι)TrgF(h)) . By (CdB) it is enough to show that we have
Tr(f×Xx) =

∑
mkTr(gk×Xx)F(hk ×X x) (resp. deg g

deg fTr(f×Xx) = Tr(g×Xx)F(h ×X x)) for
every point x ∈ X. Furthermore, since everything is of dimension zero now,
by additivity it suffices to consider the restrictions of these morphisms to
each point y ∈ Y over x. Let y′k` ∈ Y′ be the points of the kth connected
component of Y′ that lie over y, let W be the connected component of Y×X x
containing y and Wk` the connected component of Y′ ×X x containing yk` so
we have the following commutative diagrams.

yi
η′ //

ι′
��

y

ι
��

Y′ ×X x ⊇

g×Xx
))SSSSSSSSSSSSSSSSS

Wk`
η //

γ

  B
BB

BB
BB

B W
φ

����
��

��
��

⊆ Y×X x

f×Xx
uullllllllllllllll

x
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The calculation for (Tri1) is

Trφ
(Triƥ)≤Ƥ
= lengthOY×Xx,yTrφιF(ι)

(∗)
= lengthOY×Xx,yTrφιη′F(ιη

′)

= lengthOY×Xx,yTrγι′F(ι
′)F(η)

(∗∗)
=
∑
k

mk

∑
`

lengthOY′×Xx,yk`Trγι′F(ι
′)F(η)

(Triƥ)≤Ƥ
=

∑
k

mk

∑
`

TrγF(η)

where in the step (*) we have used the hypothesis of (Tri1) that Y′ is the
disjoint union of the integral components of Y (so η′ is an isomorphism), and
step (**) is the Lemma A.1.4. Notice that the hypotheses of Lemma A.1.4
include the two cases of (Tri1) and (Tri2) (see Remark A.1.5). The calculation
for (Tri2) is similar (there is no k because Y′ is connected in the hypotheses
of (Tri2)).

d · Trφ
(Triƥ)≤Ƥ
= d lengthOY×Xx,yTrφιF(ι)

(∗∗)
=
∑
`

lengthOY′×Xx,y` [k(y
′
`) : k(y)]TrφιF(ι)

(TriƦ)≤Ƥ
=

∑
`

lengthOY′×Xx,y`Trφιη′F(η
′ι)

=
∑
`

lengthOY′×Xx,y`Trγι′F(ι
′η)

(Triƥ)≤Ƥ
=

∑
`

TrγF(η)

Again, in the step (**) we have used Lemma A.1.4.

3.6 Gersten presheaves
We have two goals in this section. The first is to find a condition on a presheaf
of Z(`) modules with traces which will imply that F`dh → Fcdd is injective. We
are interested in this because if F`dh → Fcdd is injective for such a presheaf
F then Fcdh → F`dh is an isomorphism. Our second goal is to promote the
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structure of traces of F to a structure of traces on Fcdh.

3.6.1 Comparison of the cdh and `dh sheafifications
In this subsection we continue to work with a category of schemes that is
closed under fibre products, and such that for every scheme X in the category,
and every point x of X, the morphism x→ X is also in the category. We add
the hypothesis that the cdh and `dh pretopologies are defined on our category,
and that every `dh cover is refinable by a regular `dh cover.

Lemma 3.6.1. Suppose that F is a presheaf of Z(`) modules with traces
that satisfies (Tri1)≤Ƥ and for every regular scheme X the morphism F(X)→∏

x∈X(Ƥ) F(x) is injective. Then the canonical morphism F`dh → Fcdd is a
monomorphism.

Remark 3.6.2. The canonical morphism F`dh → Fcdd is the one obtained
from the observation that Fcdd is an `dh sheaf. This is so because the cdd
topology is finer than the cdh topology, and Fcdd has a structure of traces
(Theorem 3.5.5, Lemma 3.4.10).

Proof. The injectivity is straightforward: for any scheme X and section s ∈
ker(F`dh(X) → Fcdd(X)), there exists an `dh cover X′ → X such that s|X′ is in
the image of F(X′) → F`dh(X′). By hypothesis on our category of schemes
(in practice this we be true via Corollary 3.2.13) we can assume that X′ is
regular. In this case, by hypothesis, the morphism F(X′) →

∏
x∈X(Ƥ) F(x) is

injective and so s|X′ = Ƥ, hence s = Ƥ.

Corollary 3.6.3. Suppose that F is a presheaf of Z(`) modules with traces and
for every regular scheme X the morphism F(X) →

∏
x∈X(Ƥ) F(x) is injective.

Then Fcdh → F`dh is an isomorphism.

Proof. The presheaf F is fps`′ separated due to the structure of traces (Lemma 3.4.10)
and so after Proposition 3.4.8(1) Fcdh is fps`′ separated as well. That is, Fcdh →
F`dh is a monomorphism of presheaves. We have just seen (Lemma 3.6.1) that
F`dh → Fcdd is injective, and hence Fcdh → Fcdd is injective. It now follows from
Proposition 3.5.6 that its associated cdh separated presheaf im(F→ Fcdh) has
a structure of traces compatible with that of F. Hence, im(F → Fcdh) is an
fps`′ sheaf (Lemma 3.4.10) and therefore Fcdh is as well (Proposition 3.4.8(3)).
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That is, the canonical morphism Fcdh → F`dh is an isomorphism.

(i) has traces
F //

(v) has traces
im(F→ Fcdh) // Fcdh

(iv) monic

55(ii) monic
(vi) iso// F`dh

(iii) monic// Fcdd

The above diagram gives a summary of the argument: (i) implies (ii); then
(ii) + (iii) implies (iv) which implies (v) which implies (vi).

3.6.2 Gersten presheaves
In this subsection we introduce the notion of a Gersten presheaf (Defini-
tion 3.6.4). This is a property satisfied by homotopy invariant Nisnevich
sheaves with transfers F on the category Sm(k) of separated smooth schemes
of finite type with k a perfect field [Voe00a, 4.37]. It conjecturally satisfied by
the Zariski sheafification of algebraic K-theory for all regular schemes [Qui73,
5.10].

In the previous section exactness of Ƥ → F(X) → ⊕x∈X(Ƥ)F(x) allowed us
to prove that F`dh → Fcdd is a monomorphism. Having exactness of F(X) →
⊕x∈X(Ƥ)F(x)→ ⊕x∈X(ƥ)F−ƥ(x) will allow us to recognise the image of F`dh → Fcdd
and enable us to pass a structure of traces on F to a structure of traces on
Fcdh (Proposition 3.6.12).

The following definition is inspired by Gersten’s conjecture in K-theory
[Qui73, 5.10]. Recall that for a scheme X we denote the set of points of
codimension n by X(n).

Definition 3.6.4. Let F be a presheaf on a category of schemes such that
for every scheme X, and every point x ∈ X of codimension ≤ ƥ the morphism
x → X is also in the category. We will call F a Gersten presheaf if it is
equipped with

1. an abelian group F−ƥ(x) for every scheme of dimension zero,

2. a morphism ∂(xƤ,xƥ) : F(xƤ) → F−ƥ(xƥ) for every pair (xƤ, xƥ) ∈ X(Ƥ) × X(ƥ)

with xƥ ∈ {xƤ},

such that for each regular scheme X the following sequence is exact

Ƥ→ F(X)→
∏

xƤ∈X(Ƥ)

F(xƤ)
∂(xƤ,xƥ)→

∏
xƥ∈X(ƥ)

F−ƥ(xƥ).
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If τ is a Grothendieck topology then a τ Gersten sheaf is just a Gersten
presheaf that is also a τ sheaf.

Remark 3.6.5. The notation F−ƥ(x) is very suggestive but at the moment
we haven’t asked for anything more than these be a class of groups. We don’t
ask that they are functorial, or that they are related to F in any way other
than via the ∂(xƤ,xƥ).

Example 3.6.6. 1. Homotopy invariant Nisnevich sheaves with transfers
are Gersten presheaves with traces on the category of separated schemes
essentially of finite type over a perfect field [Voe00a, 4.37].

2. Gersten’s conjecture ([Qui73, 5.10] or [Ger73]) implies that the Zariski
sheafification of algebraic K-theory is a Gersten presheaf for all regular
schemes. This is known to be true in certain cases, including the case
of equicharacteristic schemes [Pan03].

Lemma 3.6.7. Consider a triangle (3.2) such that X is regular and let F be
a Gersten presheaf. Then (Tri2) is satisfied. If moreover (Tri1)≤Ƥ is satisfied
then (Tri1)≤n is satisfied too, for all n.

Proof. The pullback along the generic point of X is injective, and so we reduce
to the dimension zero case, which is Lemma 3.3.6.

3.6.3 Nisnevich Gersten sheaves with traces on regular curves
In this subsection we show that for Nisnevich Gersten sheaves of Z(`) mod-
ules with traces, regular schemes of dimension ≤ ƥ behave like points for
the `dh topology, in the sense that F → F`dh is an isomorphism on such
schemes (Proposition 3.6.11). We use this in the proof of Proposition 3.6.12
to recognise the image of F`dh → Fcdd.

In this subsection we denote by Sch(S) the category of separated schemes
essentially of finite type over a noetherian quasi-excellent base S.

We begin with three lemmata.

Lemma 3.6.8. If X is an integral noetherian scheme then every fps`′ cover
has a refinement of the form g→ f→ where f is a blowup with nowhere dense
centre and g is fps`′ with an integral source.
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Proof. Let f : U→ X be an fps`′ cover with X integral. If X is zero dimensional
then it is Spec(k) with k a field and U = Spec(A) with A a finite k algebra.
In particular, if mi are the primes of A then deg f =

∑
[A/mi : k] lengthAmi .

Since ` doesn’t divide deg f, there is some i for which it doesn’t divide [A/mi :
k] lengthAmi and hence doesn’t divide [A/mi : k]. We take Spec(A/mi) as our
refinement.

If X is of dimension greater than zero, then by the platification theorem
(Theorem 2.2.16) there is a blowup with nowhere dense centre X̃ → X such
that the integral components of the proper transform (which is the pull-back
in this case due to f being flat) are flat over X. By the dimension zero case,
there is one of them for which the generic point is fps`′ over the generic point
of X, and so this integral component gives us the desired refinement.

Lemma 3.6.9. Suppose X is a regular noetherian quasi-excellent scheme of
dimension one and U→ X is a morphism which is a composition of Nisnevich
and fps`′ covers. Then there exists a refinement of the form Vƥ → VƤ → X
such that VƤ → X is Nisnevich, Vƥ → VƤ is fps`′, the schemes Vƥ and VƤ are
regular, and each integral component of VƤ has a unique integral component
of Vƥ over it.

Proof. It suffices to consider separately the cases where U→ X is either fps`′
or Nisnevich. In the Nisnevich case U is already regular ([SGA03, I.9.2]) so
only the fps`′ case remains.

By Lemma 3.6.8 we can assume that U is integral.3 Since X is quasi-
excellent, the normalisation Ũ → U is a finite morphism [Mat70, Theorem
78]. Since X is regular of dimension one, flatness is equivalent to every generic
point being sent to a generic point and so Ũ → X is finite, flat, surjective,
and of degree prime to ` (the latter because it is true generically, and the
morphism is finite and flat).

Lemma 3.6.10. Let F be a Gersten presheaf of Z(`) modules with traces on
Sch(S) that satisfies (Tri1)≤Ƥ, let Y → X be a finite flat surjective morphism
of constant degree prime to ` between regular integral schemes of dimension
one. Let Ỹ×X Y be the normalisation of Y×X Y. Then the sequence

Ƥ→ F(X)→ F(Y)→ F(Ỹ×X Y)
3Since X is regular of dimension one, every local ring is either a field or a discrete

valuation ring i.e., a principal ideal domain, and hence, every blowup is trivial.
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is exact, where the last morphism is the difference of the morphisms induced
by the two projections.
Proof. We already know that F(X)→ F(Y) is injective, so it remains to show
exactness at Y. Let Yi be the integral components of Y ×X Y and Ỹi their
normalisations. Let pƥ, pƦ : Y ×X Y → Y be the projections, let n : Ỹ×X Y →
Y ×X Y be the canonical morphism, ni : Ỹi → Ỹ×X Y and piƥ, piƦ : Ỹi → Y be
the induced morphisms, and let mi be the multiplicities of the generic point
of Yi in Y×X Y. By Lemma 3.6.7 we have (Tri1) and (Tri2) for triangles with
base Y. Moreover, since Y is regular of dimension one, and Yi are integral,
the morphisms Yi → Y are flat (hence, finite flat surjective).

Ỹ×X Y = qYi

∑
piƥ

��?
??

??
??

??
??

??
??

??
?? ∑

piƦ

**UUUUUUUUUUUUUUUUUUUU
n

''NNNNNNNNNNN

Y×X Y
pƦ //

pƥ
��

Y
f
��

Y f
// X

Then if s ∈ ker(F(Y)→ F(Ỹ×X Y)) we have

ƥ
dF(f)Trf(s)

(CdB)
= ƥ

dTrpƥF(pƦ)s
(Triƥ)
=
∑

ƥ
d(miTrpiƥF(ni))F(pƦ)s

=
∑

ƥ
dmiTrpiƥF(piƦ)s

s∈ker
=
∑

ƥ
dmiTrpiƥF(piƥ)s

=
∑

ƥ
dmiTrpiƥF(ni)F(pƥ)s

(Triƥ)
= ƥ

dTrpƥF(pƥ)s
(Deg)
= s

So s is in the image of F(X)→ F(Y).
Proposition 3.6.11. Suppose F is a Nisnevich Gersten sheaf of Z(`) modules
with traces on Sch(S) that satisfies (Tri1)≤Ƥ, and X is a regular noetherian
scheme of dimension ≤ ƥ. Then F(X)→ F`dh(X) is an isomorphism.
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Proof. We claim that for X regular of dimension ≤ ƥ every proper cdh cover
X′ → X splits. Indeed, choose a lifting η′ ∈ X′ of the generic point η of X,
consider its closure η′ and normalise this. The resulting refinement (η′)∼ →
X is a birational proper morphism between regular schemes noetherian of
dimension ≤ ƥ. Consequently, it is an isomorphism.

Hence, every `dh cover is refinable by a cover of the form V
g→ U

f→ X
where f is a Nisnevich cover and g is an fps`′ cover (see Example 3.4.6(3) for
the cdh part). Since F is separated with respect to these classes of covers,
the morphism F(X)→ F`dh(X) is injective.

For each s ∈ F`dh(X) there exists a cover for which the restriction of s is in
the image of F → F`dh and we can assume that it has the form mentioned
above. We can even assume that V and U are regular schemes of dimension
one, and that each integral component of U has a unique integral component
of V over it (Lemma 3.6.9). Suppose that t ∈ F(V) is a lifting of s|V. The
section s|V is in the kernel of F`dh(V) → F`dh(Ṽ×U V), but we have just seen
that F(Ṽ×U V) → F`dh(Ṽ×U V) is injective, and so t lifts to a section t′ ∈
F(U) (Lemma 3.6.10), which clearly, is a lift of s|U ∈ F`dh(U). The same
argument lifts t′ to a section of F(X): the section s|U is in the kernel of
F`dh(U) → F`dh(U ×X U) and the scheme U ×X U are regular of dimension
one, and so since F → F`dh is injective on such schemes, t′ is in the kernel of
F(U) → F(U ×X U); since F is a Nisnevich sheaf, we find a section t′′ ∈ F(X)
sent to s.

3.6.4 Traces on Fcdh
In this subsection we continue to denote by Sch(S) the category of separated
schemes essentially of finite type over a noetherian quasi-excellent base S.

Proposition 3.6.12. Suppose that F is a Nisnevich Gersten sheaf of Z(`)

modules with traces on Sch(S) such that (Tri1)≤Ƥ is satisfied. Then there is
a unique structure of traces on Fcdh such that F → Fcdh is a morphism of
presheaves with traces. This structure satisfies (Tri1) and (Tri2).

Moreover, if X is regular, then the canonical morphism F(X) → Fcdh(X) is
an isomorphism.

Proof. Recall that with these hypotheses the canonical morphism Fcdh → F`dh
is an isomorphism (Corollary 3.6.3), and the canonical morphism F`dh → Fcdd
is a monomorphism (Lemma 3.6.1). The plan is to find a criterion for a
section in Fcdd(X) to be in the image of F`dh → Fcdd, and show that the trace
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morphisms of Fcdd (Theorem 3.5.5) preserve this criterion. Our criterion also
shows that F(X) ∼= Fcdh(X) for X regular. This proves the proposition.

For each scheme X let rs F(X) be the set of sections s ∈ Fcdd(X) such that
for every morphism i : T → X from a semi-local regular scheme of
dimension one there exists a section sT ∈ F(T) such that s agrees with
sT in Fcdd(T).

F(T)

��
Fcdd(X) // Fcdd(T)

We make and prove the following claims.
For every scheme X, the image of F`dh(X) is contained in rs F(X) and the

groups rs F(X) form a subpresheaf of Fcdd. The first statement follows directly
from the square on the left.

FC(X)

��

// F`dh(T)
Ƨ.ƪ.ƥƥ∼= F(T)

��

Fcdd(X)

�� $$H
HHHHHHHHH
F(T)

��
Fcdd(X) // Fcdd(T) Fcdd(Y) // Fcdd(T)

For the second, suppose that Y→ X is a morphism and T is a regular scheme
of dimension one and T → Y a morphism. Then the commutativity of the
diagram on the right implies the second statement.

For X regular, rs F(X) is precisely the image of F(X) (and hence F`dh(X) as
well) in Fcdd(X)). Consider now a section (sx) ∈ rs F(X) (where sx ∈ F(x)) that
we want to lift. For every point of codimension one x ∈ X, the localisation
OX,x is a discrete valuation ring. Let sOX,x be the section of F(Spec(OX,x))
obtained via the criterion of rs F(X) and let η be the generic point of OX,x.
By the exact sequence

Ƥ→ F(Spec(OX,x))→ F(η)
∂(η,x)→ F−ƥ(x)

since sη lifts we have ∂(η,x)s = Ƥ. This is true for every pair (η, x) ∈ X(Ƥ) × X(ƥ)

and so by the exact sequence

Ƥ→ F(X)→
∏

x∈X(Ƥ)

F(x)→
∏
x∈X(ƥ)

F−ƥ(x)
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the section (sη)η∈X(Ƥ) lifts to a section s ∈ F(X) such that s|η = sη for each
generic point. We claim that s|x = sx for all points of X and we prove it by
induction on the codimension.

Suppose that it is true for points of codimension less than n and let x be
a point of codimension n. Then as a result of the regularity of the local ring
OX,x there exists a discrete valuation ring R and a morphism Spec(R)→ X such
that the image of the closed point is x and the image of the open point is a
point y of codimension n− ƥ (in fact due to the existence of a regular sequence
in OX,x we can choose R such that the morphism induces an isomorphism on
residue fields). By the criterion of rs F there is a section sR ∈ F(Spec(R)) whose
restrictions to y and x agree with sy and sx. Hence, the restriction of s|Spec(R) to
y agrees with sR|y. But F(Spec(R))→ F(y) is injective by the Gersten sequence,
and so s|Spec(R) = sR. But this implies that s|x = sR|x and by construction this
is sx.

At this point we have shown F(X) ∼= Fcdh(X) for regular X, since F(X) →
rs F(X) is injective by the Gersten sequence.

For X any scheme, rs F(X) is precisely the image of F`dh(X) in Fcdd(X)). Let
X be a scheme and X′ → X an `dh cover with X′ regular, and X′′ → X′×XX′ an
`dh cover with X′′ regular (Corollary 3.2.13). We have the following diagram.

F`dh(X) //

∼=
��

rs F(X)

��
ker(F`dh(X′)→ F`dh(X′′)) // ker(rs F(X′)→ rs F(X′′))

We have seen that F`dh → rs F is an isomorphism on regular schemes and
so the lower horizontal morphism in the square is an isomorphism. So for
any section s in rs F(X) there exists a section t in F`dh(X) which agrees with
s in rs F(X′). Now rs F is a subpresheaf of Fcdd and Fcdd is `dh separated (Re-
mark 3.6.2) and hence rs F is `dh separated so t agrees with s in rs F(X).

The trace morphisms on Fcdd preserve the subgroups rs F(X). It suffices to
show that for f : Y → X a finite flat surjective morphism of schemes and
s ∈ rs F(Y) ⊆ Fcdd(Y) the image Trf(s) ∈ Fcdd(X) is in the subgroup rs F(X) ⊆
Fcdd(X). Let T be a regular integral semi-local scheme of dimension one and
T → X a morphism. We must find a section in F(T) that agrees with Trf(s)
in Fcdd(T).

Let T̃×X Y be the normalisation of T×XY, let Ti → T×XY be the inclusions
of the integral components of T ×X Y. Since T is regular and integral of
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dimension one, the induced morphisms Ti → T are finite flat surjective. Let
T̃i be their normalisations and ni : T̃i → T×X Y and fi : T̃i → T the canonical
morphisms. Since Fcdd satisfies (Tri1) and (Tri2) (Proposition 3.5.7) we have

TrT×Xf =
∑

miTrfiFcdd(ni).

Now consider the following diagram.

F(T̃×X Y)

''OOOOOOO

$$

Fcdd(T̃×X Y)

$$

Fcdd(T×X Y)

��

oo Fcdd(Y)

��

oo

F(T)

''OOOOOOOOO

Fcdd(T) Fcdd(X)oo

Since s ∈ rs F(Y), we can find a section (ti) ∈ ⊕F(T̃i) = F(T̃×X Y) that agrees
with s in Fcdd(T̃×X Y). Write (si) ∈ ⊕Fcdd(T̃i) = Fcdd(T̃×X Y) for the image of
s in this group. Due to (Tri1) and (Tri2) for Fcdd the image of s in Fcdd(T) is
equal to the image of (misi) in Fcdd(T). Hence,

∑
miTrfi(ti) ∈ F(T) is a section

which agrees with the image of s in Fcdd(T).

3.7 From traces to transfers

3.7.1 Statement and strategy
In this section Sch(S) denotes the category of separated schemes of finite
type over a separated noetherian base S. This section is independent from
the rest of the chapter; we only use properties of the category Cor(S) (and
Theorem 3.4.13 which just cites a result from [CD09]).

In this section we prove the following theorem.

Theorem 3.7.1. Consider the functor Shvcdh(Cor(S)) → PreShvTra(Sch(S))
that takes a cdh sheaf with transfers to its corresponding presheaf with traces
(Lemma 3.3.9). This functor is fully faithful, and its essential image is the
full subcategory of cdh sheaves with traces which satisfy (Tri1) and (Tri2).
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The idea is that up to cdh refinement, each correspondence4 α ∈ homCor(S)([X], [Y])
is of the following form.

Definition 3.7.2. We say that a correspondence α ∈ homCor(S)([X], [Y]) is of
the form (FN) if

(FN) there exists integers ni, and closed integral subschemes Zi of X×Y, such
that the morphisms gi : Zi → X induced by the first projection are flat
and finite, and

α =
∑

ni[fi] ◦
t[gi]

where fi : Zi → Y are the morphisms induced by the second projection.

In this section the brackets [−] and the composition sign ◦ will quickly
become tiresome and so we omit them. So for example, if p : X → Y is a
morphism of schemes and α ∈ homCor(S)([Y], [W]) a correspondence, instead of
α ◦ [p] ∈ homCor(S)([X], [W]) we will write αp ∈ homCor(S)(X,W). We will also
use the notation α : X•→ Y to indicate that α ∈ homCor(S)(X, Y).

The strategy is the following.

1. The definition:

(a) (Definition 3.7.3) If α : X•→ Y is of the form (FN) then we define
F(α) : F(Y)→ F(X) as

∑
niTrgiF(fi).

(b) (Lemma 3.7.6) In general, for a correspondence α : X•→ Y we
define F(α) : F(Y) → F(X) as the unique morphism such that: for
every cdh cover p : X′ → X such that αp is of the form (FN) we
have F(p)F(α) = F(αp).

2. We then need to show (Proposition 3.7.13): If X α•→ Y
β
•→ Z is a pair

of composable correspondences then F(α)F(β) = F(βα).

3. To do this, by the definition we need to put β, α and βα in the form (FN).
Once we have the appropriate commutative diagram in the category of
correspondences (Diagram 3.3), we show F(α)F(β) = F(βα) using the
properties:

4A correspondence is by definition a morphism in the category Cor(S). That is, an
element of cequi(X×S Y/X, Ƥ) for some schemes X, Y ∈ Sch(S) (cf. Definition 2.5.11).
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(a) (Lemma 3.7.7) For α : X•→ Y a correspondence and f : X′ → X
any morphism of schemes, we have F(f)F(α) = F(αf).

(b) (Lemma 3.7.8) For α : X•→ Y a correspondence of the form (FN)
and g : Y→ Y′ a morphism of schemes, we have F(α)F(g) = F(gα).

(c) (Lemma 3.7.11) If X α•→ Y
β
•→ Z is a pair of composable corre-

spondences such that α, β, βα, and Γβα (see Definition 3.7.9) are of
the form (FN) then F(α)F(β) = F(βα).

4. (Lemma 3.7.14) Showing fully faithfulness is a straightforward reduc-
tion to correspondences of the form (FN).

3.7.2 Proof
Definition 3.7.3. Suppose that F is a presheaf with traces and α : X•→ Y
is a correspondence of the form (FN). We define F(α) as

∑
niTrgiF(fi).

Lemma 3.7.4. For every correspondence α : X•→ Y there exists a cdh
covering p : X′ → X such that αp is of the form (FN). Moreover, if αi : X•→ Yi
is a finite family of correspondences, we can find a cdh cover p : X′ → X such
that each αip is of the form (FN).

Proof. Suppose that αi =
∑

nijzij. By the platification theorem (Theo-
rem 2.2.16) there exists a blowup with nowhere dense centre XƤ → Xred such
that the proper transform of q{zij} → Xred is flat over X′ where {zij} is the
closure of zij in X×S Yi. Let p be the composition p : XƤ → Xred → X. Hence
(Lemma 2.4.6) each αip is of the form (FN). We let iƤ : WƤ → X be a closed
subscheme such that WƤ q XƤ → X is a cdh cover and then repeat with αiiƤ.
Eventually we end up with a reduced Wn of dimension zero and every cor-
respondence with source a reduced scheme of dimension zero is of the form
(FN). So by induction on the dimension we are done.

Lemma 3.7.5. Let F be a presheaf with traces that satisfies (Tri1). Let
α : X•→ Y be a correspondence of the form (FN) and p : X′ → X a morphism
such that αp is also of the form (FN). Then F(p)F(α) = F(αp).

Proof. Let α =
∑

nizi. Since α is of the form (FN) we have αp =
∑

nimijwij

where wij are the generic points of X′×X {zi} and mij the lengths of their local
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rings. We have diagrams such as

{wij}
p′′ij //

g′′ij %%KKKKKKKKKKK X′ ×X {zi}
p′ //

g′i
��

{zi}
fi //

gi
��

Y

X′
p

// X

where gi, g
′
i, g

′′
ij are flat. We then have

F(p)F(α) = F(p)
∑

niTrgiF(fi)

=
∑

niF(p)TrgiF(fi)
(CdB)
=
∑

niTr′giF(p
′)F(fi)

(Triƥ)
=
∑

ni
(∑

mijTrg′′ij F(p
′′
ij)

)
F(p′)F(fi)

=
∑

nimijTrg′′ij F(fip
′p′′ij)

= F(αp)

Lemma 3.7.6. Suppose that F is a cdh sheaf with traces that satisfies (Tri1)
and α : X•→ Y a correspondence. There exists a unique morphism F(α) :
F(Y) → F(X) such that: for every cdh cover f : X′ → X such that αf is of the
form (FN) we have F(f)F(α) = F(αf).

Proof. There always exists such an f (Lemma 3.7.4). Chose one. Let p, q :
X′′ = X′ ×X X′ → X′ be the two projections. We have αfp = αfq and we chose
another cdh cover g : W→ X′′ such that αfpg (and hence αfqg as well) is of the
form (FN). Lemma 3.7.5 tells us then that F(pg)F(αf) = F(αfpg) = F(αfpg) =
F(qg)F(αf) and hence F(g)F(p)F(αf) = F(g)F(q)F(αf). Since F is a cdh sheaf and
g is a cdh cover, it follows that F(p)F(αf) = F(q)F(αf). Again, F is a cdh sheaf
and so this implies that the morphism F(αf) : F(Y) → F(X′) factors uniquely
as F(Y) → F(X)

F(f)→ F(X′). So we have found our F(α) : F(Y) → F(X) and it
remains to show that it is independent of the choice of f.

Every two covers such as f that put α in the form (FN) are dominated by
a third one (Lemma 3.7.4) and so to show the independence it suffices to
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consider the case of two covers fƤ, fƥ with a factorisation fƥ : X
′
ƥ

h→ X′
Ƥ

fƤ→ X. We
will write F(α)fƤ and F(α)fƥ momentarily for the two morphisms F(Y) → F(X)
induced by fƤ and fƥ respectively. We have

F(fƥ)F(α)fƤ = F(h)F(fƤ)F(α)fƤ = F(h)F(αfƤ)
(Ƨ.ƫ.Ʃ)
= F(αfƤh) = F(αfƥ)

and hence uniqueness of the factorisation in the definition of F(α)fƥ implies
that F(α)fƥ = F(α)fƤ .

Lemma 3.7.7. The morphism defined in Lemma 3.7.6 associated to a cor-
respondence α : X•→ Y satisfies: for any morphism of schemes f : X′ → X we
have F(αf) = F(f)F(α).

Proof. Choose a cdh cover p : U → X such that αp is of the form (FN). We
consider the cartesian square

U′ p′ //

f′

��

X′

f
��

U p
// X

and find a cdh cover q : U′′ → U′ such that αfp′q is of the form (FN). Note that
the cdh cover p′q puts αf in the form (FN). We have the following commutative
diagram

F(Y)

F(α)
��

F(αp)

##G
GGGGGGG

F(X)
F(p)

//

F(f)
��

F(U)

F(f′)
��

F(f′q)

##H
HH

HH
HH

HH

F(X′)
F(p′)

// F(U′)
F(q)

// F(U′′)

It follows that

F(p′q)F(f)F(α) = F(q)F(p′)F(f)F(α) = F(q)F(f′)F(p)F(α) = F(q)F(f′)F(αp)

= F(f′q)F(αp) Ƨ.ƫ.Ʃ
= F(αpf′q) = F(αfp′q)

Since by definition F(αf) is the unique morphism that satisfies F(p′q)F(αf) =
F(αfp′q) it follows that F(f)F(α) = F(αf).
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Lemma 3.7.8. If F satisfies (Tri2) as well, the morphisms F(α) from Lemma 3.7.6
satisfy: if α : X•→ Y is of the form (FN) and f : Y → W is a morphism of
schemes we have F(α)F(f) = F(fα).

Proof. By the definition of F(fα), we must show that F(fαp) = F(p)F(α)F(f)
where p : X′ → X is a covering such that fαp is of the form (FN).

Let α =
∑

nizi. Since the {zi} → X are flat, αp is the correspondence∑
nimijwij where the wij are the generic points of {zi}×XX′ and mij the lengths

of their local rings. Let f′ : X′ × Y → X ×W be the morphism induced by f
and dij = [k(wij) : k(f′wij)] so the correspondence fαp is

∑
nimijdijf′wij. We have

diagrams

{f′wij}
h′ij //

sij 33

X′ ×W
pr // W

{wij}
hij //

rij
%%LLLLLLLLLLL

f′ij

OO

{zi} ×X X′ pi //

q′i
��

f′

OO

{zi}
gi //

qi
��

Y

f

OO

X′
p

// X

and

F(p)F(α)F(f) =
∑

niF(p)TrqiF(gi)F(f)
(CdB)
=
∑

niTrq′iF(pi)F(gi)F(f)
(Triƥ)
=
∑

nimijTrrijF(hij)F(pi)F(gi)F(f)

=
∑

nimijTrrijF(f
′
ij)F(h

′
ij)F(pr)

(TriƦ)
=
∑

nimijdijTrsijF(h
′
ij)F(pr)

= F(fαp).

We will use the following definition to apply Lemma 3.7.4 in the proof of
Proposition 3.7.13.

Definition 3.7.9. Suppose that α : X•→ Y is a correspondence of the form
(FN) and α =

∑
nizi. The canonical morphism δ : X × Y → X × X × Y
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is a closed immersion and since the {zi} → X are flat,
∑

niδ(zi) defines a
correspondence X•→ X× Y. We will denote this correspondence by

Γα =
∑

niδ(zi) : X•→ X× Y.

Remark 3.7.10. The reader familiar with Voevodsky and Suslin’s theory
of relative cycles will recognise Γα as the external product of [id] and α. We
actually don’t need the condition that α is of the form (FN) but in our
application of this definition we will have it.

Lemma 3.7.11. Let F be a cdh sheaf with traces that satisfies (Tri1) and
(Tri2). Suppose that X α•→ Y

β
•→ Z are a pair of composable correspondences

and suppose further that α, β, βα, and Γβα (see Definition 3.7.9) are all of the
form (FN).

Then F(α)F(β) = F(βα).

Proof. It is enough to consider the case where β = w and α = z are formal
sums consisting of a single point with multiplicity one. Our diagram is

{vi} //

��

��

{z} ×Y {w} //

��

{w} ι
//

��

Z

{v′i}

33ggggggggggggggggggggggggggggggggg

��

{z} //

yyrrrrrrrrrrrr
Y

X

where vi are the generic points of {z}×Y {w} and the v′i their images in X×Z.
Lets say that `i = length(O{z}×Y×{w},vi) and di = [k(vi) : k(v′i)]. Since α and β
are of the form (FN) we have βα =

∑
`idiv′i and Γβα =

∑
`ivi so by hypothesis

the schemes {vi} and {v′i} are flat over X. It now suffices to apply (CdB),
functoriality, and (Tri1) and (Tri2) to see that F(α)F(β) = F(βα).

The following proposition is the cdh analogue of [Voe00b, 3.1.5] (which
incidentally follows from [Voe00b, 3.1.3] via the same argument we use here).

Proposition 3.7.12. Let α : X•→ Y be a correspondence and p : Y′ → Y a
cdh cover. Then there exists a correspondence α′ : X′•→ Y′ and a cdh cover
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p′ : X′ → X such that the square

X′ α′ //

p′

��

Y′

p
��

X α
// Y

commutes in Cor(S).

Proof. This follows from Theorem 3.4.13(1).
More explicitely, we have the following three elementary facts which hold

for any Grothendieck pretopology τ.

1. A morphism of τ sheaves G→ F is surjective as a morphism of τ sheaves
if and only if: for every object X and every section s ∈ F(X) there exists
a cover X′ → X and a section t ∈ G(X′) such that the images of t and s
agree in F(X′) via the morphisms in the obvious commutative square.

2. For any presheaf F, object X, and section s ∈ Fτ(X) there exists a τ
cover U→ X such that s|U is in the image of F(U)→ Fτ(U).

3. For any presheaf F and object X, two sections s, t ∈ F(X) are sent to the
same section of Fτ(X) if and only if there exists a τ cover U → X such
that the two restrictions s|U, t|U are equal in F(U).

The result Theorem 3.4.13(1) implies that Lcdh(Y′)→ Lcdh(Y) is a surjective
morphism of cdh sheaves. The correspondence α : X•→ Y gives a section in
L(Y)(X) and hence in Lcdh(Y)(X). By the first fact mentioned above, we find
a cdh cover W → X and an element t ∈ Lcdh(Y′)(W) such that the images of
t and α agree in Lcdh(Y)(W). By the second fact mentioned above, we find
a cdh cover V → W and a section u ∈ L(Y′)(V) whose image in Lcdh(Y′)(V)
agrees with the restriction of t. Finally, by the third fact, there is a cdh
cover X′ → V such that the restriction α|X′ of α in L(Y)(X′) agrees with
the restriction L(p)u|X′ of the image L(p)u of u. That is, we have found a
section α′ = u|X′ ∈ L(Y′)(X′) whose image L(p)(α′) in L(Y)(X′) agrees with the
restriction α|X′ ∈ L(Y)(X′) where X′ → X is a cdh cover. This is equivalent to
the desired commutative square.

Proposition 3.7.13. Let F be a cdh sheaf with traces that satisfies (Tri1)
and (Tri2). Then there exists a unique structure of presheaf with transfers
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on F such that for the correspondences α of the form (FN) the morphism F(α)
is that described in Definition 3.7.3.

Proof. Let X α•→ Y
β
•→ Z be a pair of composable correspondences. To prove

that F(α)F(β) = F(βα) we need to show that if q : U→ X is a cdh cover such
that βαq is of the form (FN), then F(q)F(α)F(β) = F(βαq).

Suppose that p : Y′ → Y is a cdh cover such that βp is of the form (FN),
and suppose that

X′ α′ //

p′

��

Y′

p
��

X α
// Y

is a commutative square as in Proposition 3.7.12. By composing with a
further cdh cover X′′ → X′ we can assume (Lemma 3.7.4) that α′, βpα′ and
Γβpα′ are of the form (FN). The commutative diagram is the following.

X′ α′ //

p′

��

Y′

p
��

βp

��?
??

??
??

X α
// Y β

// Z

(3.3)

We now have

F(p′)F(α)F(β) Ƨ.ƫ.ƫ
= F(αp′)F(β)
= F(pα′)F(β)
Ƨ.ƫ.Ƭ
= F(α′)F(p)F(β)
Ƨ.ƫ.ƫ
= F(α′)F(βp)
Ƨ.ƫ.ƥƥ
= F(βpα′)
= F(βαp′).

Lemma 3.7.14. The functor that associates a presheaf with traces to a cdh
sheaf with transfers Shvcdh(Cor(S))→ PreShvTra(Sch(S)) is fully faithful.

Proof. Suppose that F and G are two cdh sheaves with transfers and φ : F→ G
is a morphism of presheaves with traces. For a correspondence α : X•→ Y
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of the form (FN) it is clear that we have φXF(α) = G(α)φY. If α is not of
the form (FN) then there exists a cdh cover p : X′ → X such that αp is
of the form (FN) (Lemma 3.7.4). Now the commutativity of the outside
rectangle, the rightmost square, and the injectivity of G(X)→ G(X′) implies
the commutativity of the leftmost square in the following diagram

F(Y)
F(α) //

φY
��

F(X)
φX
��

F(p) // F(X′)

φX′
��

G(Y)
G(α)

// G(X)
G(p)

// G(X′)

3.8 Summary
In this last section we collect the main results of this chapter. Depending on
the context we will want them in various different forms. In this last section

S is a quasi-excellent separated noetherian scheme,

Sch(S) is the category of separated S-schemes of finite type,

Sm(S) is the full subcategory of smooth schemes in Sch(S),

Reg(S) is the full subcategory of regular schemes in Sch(S), and

EssSch(S) is the category of schemes which are inverse limits of left
filtering systems in Sch(S) for which each of the transition morphisms
are affine open immersions.

We remind the reader that if jess : PreShv(Sch(S)) → PreShv(EssSch(S)) is the
left Kan extension along j : Sch(S)op → EssSch(S)op then for any presheaf
with traces F, the arguments in [Gro66, Section 8] give a canonical structure
of presheaf with traces on jessF such that F → (jessF) ◦ j is a morphism of
presheaves with traces.

The following theorem is the most general collection of the results in this
chapter.

Theorem 3.8.1. Let ` be a prime invertible on S. Suppose that F is a
Nisnevich Gersten sheaf of Z(`) modules with traces on EssSch(S) that satisfies
(Tri1)≤Ƥ. Then
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1. the canonical morphism Fcdh → F`dh is an isomorphism and on regular
schemes X in EssSch(S) we have F(X) = Fcdh(X) = F`dh(X),

2. for every n ∈ Z≥Ƥ and X ∈ Sch(S) the canonical morphism Hn
cdh(X, Fcdh)→

Hn
`dh(X, F`dh) is an isomorphism, and

3. each of the presheaves F|Reg(S), F`dh|Sch(S), and Hn
`dh(−, F`dh)|Sch(S) has a

canonical structure of presheaf with transfers.

Proof. The first statement is just Corollary 3.6.3 and the second part of
Proposition 3.6.12. Now the first part of Proposition 3.6.12 says that Fcdh
has a structure of traces satisfying (Tri1) and (Tri2) and so we can ap-
ply Theorem 3.7.1 to get a structure of transfers. Now that we have a
structure of transfers, Theorem 3.4.17 says that the cohomologies agree.
Finally, the structure of transfers on Fcdh = F`dh has already been men-
tioned. The structure of transfers on F|Reg(S) comes from the isomorphism
F|Reg(S) = F`dh|Reg(S) and the structure of transfers on the cohomology is part
of Theorem 3.4.17.

The following theorem is designed to be applied to the homotopy presheaves
of an oriented object in the Morel-Voevodsky stable homotopy category
SH(k).

Theorem 3.8.2. Let k be a perfect field and ` a prime that is invertible in
k. Let F be a presheaf of Z(`)-modules with traces on Sch(k), such that

1. F(X)→ F(Xred) is an isomorphism for every X ∈ Sch(k),

2. F(X)→ F(Aƥ
X) is an isomorphism for every X ∈ Sm(k), and

3. F|Sm(k) has a structure of transfers,

then for every n ∈ Z≥Ƥ and every X ∈ Sch(S), the canonical morphism

Hn
cdh(X, Fcdh)→ Hn

`dh(X, F`dh)

is an isomorphism.

Proof. After [Voe00b, Theorem 3.1.12], Proposition 3.3.3, and [Gro67, The-
orem 18.1.2] we can assume that F is a Nisnevich sheaf. This implies in
particular, that it is a Gersten sheaf after we extend it to EssSch(k) ([Voe00a,
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4.37]). So Fcdh ∼= F`dh (Corollary 3.6.3). Then, as before, Fcdh has a structure
of traces satisfying (Tri1) and (Tri2) (Proposition 3.6.12) and so we can ap-
ply Theorem 3.7.1 to get a structure of transfers. Theorem 3.4.17 then tells
us that the cohomologies agree.

Remark 3.8.3. We can avoid Theorem 3.7.1 in the proof of Theorem 3.8.2
by considering directly the left Kan extension of F|Sm(k) along SmCor(k)op →
Cor(k)op. We will see this in the proof of Proposition 3.8.4. In fact, if we
use this technique, then we only need the Ƥ → F(X) →

∏
x∈X(Ƥ) F(x) part

of the Gersten sequence. So in fact, we could replace the assumption that
F is homotopy invariant, with the assumption that FNis(X) →

∏
x∈X(Ƥ) F(x) is

injective. However, we can’t avoid the assumption that F has traces on Sch(k)
because we need this to get Fcdh ∼= F`dh.

Finally we have the following proposition which is useful for working with
Voevodsky motives.

Proposition 3.8.4. Suppose that k is a perfect field and ` a prime invertible
in k. Let F be a homotopy invariant presheaf with transfers of Z(`) modules
on Sm(k). Then the canonical morphism FNis → F`dh is an isomorphism.

In particular, every homotopy invariant Nisnevich sheaf of Z(`) modules
with transfers is an `dh sheaf.

Remark 3.8.5. Note that Voevodsky’s work tells us that FNis is a homotopy
invariant presheaf with transfers [Voe00b, Theorem 3.1.12].

Proof. We can assume that F is a Nisnevich sheaf after [Voe00b, Theorem
3.1.12]. This implies in particular that F is a Gersten presheaf ([Voe00a,
4.37]). Let i : SmCor(k)→ Cor(k) be the canonical morphism and consider i∗F
the left Kan extension of F along i. Then since F = (i∗F)◦ i, the presheaf i∗F is
still a Gersten presheaf. Moreover, it is by definition a presheaf with transfers
and therefore a presheaf with traces that satisfies (Tri1)≤Ƥ (Lemma 3.3.9).
We then apply Corollary 3.6.3 and Proposition 3.6.12.
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4
Traces and the slice filtration

4.1 Introduction

R ecall Theorem 3.8.2 from the last chapter that we want to apply to
homotopy presheaves of oriented objects in the Morel-Voevodsky stable

homotopy category SH(k). The piece that we don’t have is a structure of
traces on these presheaves for non-smooth schemes. The goal of this chap-
ter is to address this. In particular, we want to have a structure of non-
smooth traces on the homotopy presheaves of HZ(`)-modules, where HZ(`) is
the object that represents motivic cohomology with Z(`)-coefficients and ` is
invertible in the perfect base field k. We do this via the slice filtration.

The goal of Section 4.2 is to develop the necessary material to have the
isomorphisms sƤf∗f

∗E ∼= f∗f
∗sƤE that we will use to transfer a structure of

traces on KH – the object that represents algebraic K-theory – to a structure
of traces on each HZ-module. We begin by recalling the definition of the slice
filtration on the Morel-Voevodsky stable homotopy category. We do this in
the context of Ayoub’s stable homotopy 2-functors as this language makes
it much easier to discuss how the slice filtration interacts with the functors
f#, f

∗, and f∗. We state and prove a theorem of Pelaez using Ayoub’s language
which gives a criterion for a functor to behave well with respect to the slice
filtration (Theorem 4.2.25). This is no more than a translation; the theorem

95



and proof belong to Pelaez. We then apply this theorem to various functors
in Lemma 4.2.26. Some of these functors do not appear [Pel12], notably the
functors associated to closed immersions.

We then introduce the notion of an object with a weak structure of smooth
traces (Definition 4.2.27). This is essentially a structure of traces on smooth
schemes, where the only axiom we ask for is (Deg). This is to apply the
resolution of singularities argument in [Pel12] using the theorem of Gabber
on alterations, which we do in Theorem 4.2.29. Finally, we want to apply
the theorem of Pelaez (Theorem 4.2.25) to the functors f∗ and f∗ where f is a
finite flat surjective morphism between non-smooth schemes. The case when
f is étale is already taken care of but the radicial case is trickier. It turns
out to be easier if we consider instead the composition f∗f

∗. We attain this
in Proposition 4.2.36 after some lemmas.

In Section 4.3 we define what it means for an object E ∈ SH(S) to have
a structure of traces. We show that a structure of traces on an object E
induces a structure of traces in the sense of Definition 3.3.1 on each of its
homotopy presheaves (Lemma 4.3.4). We show that if we work Z[ ƥp ]-linearly,
a structure of traces on an object induces a canonical structure of traces on
the connective covers fqE and the slices sqE (Proposition 4.3.7). We also show
that a structure of traces on a ring spectrum induces a canonical structure
of traces on each of its modules (Proposition 4.3.11).

4.2 On the functoriality of the slice filtration

4.2.1 Preliminaries
The material developed in the [Pel12] holds in greater generality than it is
presented in that article. We develop it in the setting of Ayoub’s stable ho-
motopy 2-functors [Ayo07]. This makes the proofs involving the functoriality
cleaner. We don’t recall all the axioms of a stable homotopy 2-functor but
we will recall the properties that we need, as we need them.

As such we will consider 2-functors H∗ : Sch(S)→ TriCat to the 2-category
of triangulated categories. For each scheme X ∈ Sch(S) we set H(X) = H∗(X)
and for a morphism f we set f∗ = H∗(f). We recall briefly that included in the
definition of a 2-functor are 2-isomorphisms c∗(f, g) : (gf)∗ ∼→ f∗g∗ for every
two composable morphisms f, g and these satisfy an appropriate coherency
condition.
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Definition 4.2.1. We define a sliceable 2-functor to be a quadruple (S,H∗, Σ,G)
such that S is a separated noetherian scheme,

H∗ : Sch(S)→ TriCat

is a contravariant 2-functor to the 2-category of triangulated categories, Σ :
H∗ → H∗ is an autoequivalence, and G is a set of compact objects in H∗(S).
We require that:

1. If f : Y→ X ∈ Sch(S) happens to be smooth then f∗ has a left adjoint

f# : H(Y)→ H(X).

2. Each of the triangulated categories H(X) admits all small sums, and
each of the functors f∗ preserves compact objects and small sums.

3. For every a : X→ S in Sch(S) the category H(X) is generated by the set
of compact objects {Σnf#f

∗a∗A : n ∈ Z, Y f→ X smooth, A ∈ G} .

Definition 4.2.2. Let (S,H∗, Σ,G) be a sliceable 2-functor. For any scheme
X a→ S ∈ Sch(S) we define

H(X)eff

as the smallest full triangulated subcategory of H(X) containing all small
sums and the set of objects

{Σnf#f
∗a∗A : n ∈ Z≥Ƥ, Y

f→ X smooth,A ∈ G}.

More generally, we define ΣqH(X)eff as the smallest full triangulated subcat-
egory of H(X) containing all small sums and the set of objects

{Σnf#f
∗a∗A : n ≥ q, Y

f→ X smooth,A ∈ G}.

If X is clear from the context we will write Heff and ΣqHeff. We obtain in
this way a sequence of compactly generated triangulated subcategories, each
containing small sums:

. . .←↩ Σq−ƥH(X)eff ←↩ ΣqH(X)eff ←↩ Σq+ƥH(X)eff ←↩ . . .

Remark 4.2.3. The question of how the subcategories ΣqH(X)eff behave with
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respect to the morphisms f# and f∗, as well as various other functors is the
main topic of this chapter.

We don’t need the hypothesis (3) for any of the definitions but we will use
it often and so we include it for expositional reasons.

Remark 4.2.4. In practice, H will be the Morel-Voevodsky stable homotopy
category SH, the base scheme S will be noetherian and S will be the category
of schemes of finite type over S. The autoequivalence will be (Pƥ,∞) ∧ −
smash with the projective line pointed at infinity and the set G will consist
of a single object, ƥƥS the unit in H(S) for the smash product.

If H = SH is the Morel-Voevodsky stable homotopy category and ƥƥS ∈
SH(S) is the unit for the smash product then for any smooth S-scheme f :
X → S there is a canonical isomorphism f#f

∗ƥƥS ∼= Σ∞(X+) functorial in X.
In this case Definition 4.2.2 is Voevodsky’s original definition of the slice
filtration.

It is straightforward from properties of adjunctions that Σ preserves com-
pact objects and if f : Y→ X is a smooth morphism then f# preserves compact
objects. In particular, if A ∈ H(S) is a compact object, Y f→ X a smooth mor-
phism in S, and X a→ S the structural morphism of X, then Σnf#f

∗a∗A is also
compact for all n ∈ Z.

We have the following theorem of Neeman.

Theorem 4.2.5 ([Nee96, Theorem 4.1]). Suppose that T is a compactly
generated triangulated category, T ′ any other triangulated category, and
T → T ′ a triangulated functor that preserves coproducts. Then T → T ′

has a right adjoint.

Since each ΣqH(X)eff contains small sums and is generated by compact
objects, by Theorem 4.2.5 the inclusion iq : ΣqH(X)eff ↪→ H(X) admits a right
adjoint rq : H(X)→ ΣqH(X)eff.

Definition 4.2.6. Let (S,H∗, Σ,G) be a sliceable 2-functor. For any scheme
X ∈ Sch(S) we define the endofunctor

fq : H(X)→ H(X)

as the composition fq = iqrq where rq is the right adjoint to the inclusion
iq : ΣqH(X)eff ↪→ H(X). The counit of the adjunction (iq, rq) gives us a natural
transformation fq → id.
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Evidently, for any object E ∈ H(X), the object fqE is in the subcategory
ΣqH(X)eff and the morphism fqE→ E is determined up to unique isomorphism
by the property that it induces an isomorphism hom(F, fqE)→ hom(F, E) for
any object F ∈ ΣqH(X)eff.

Due to our definitions, for any q′ < q the adjunction (iq, rq) factors through
the adjunction (iq′ , rq′)

ΣqH(X)eff � Σq′H(X)eff � H(X)

and so since rq′ iq′ is the identity (again due to our definitions) the morphism
fqfq′ → fq is invertible. So we obtain a canonical morphism fq → fq′ . In fact, for
each q, these form a functor Z≥Ƥ → End(H(X)) from the category associated
to the totally ordered set Z≥Ƥ to the category of endomorphisms of H(X)
which sends n ∈ Z≥Ƥ to fq−n. This functor is equipped with a morphism of
diagrams towards the constant diagram with value the identity endofunctor.
The following lemmata are straightforward.

Lemma 4.2.7. Let (S,H∗, Σ,G) be a sliceable 2-functor. Let X ∈ Sch(S). For
any q ∈ Z, and any E ∈ H(X) the canonical morphism

hocolimq′≤q fq′E→ E

is an isomorphism.

Proof. To show that this morphism is an isomorphism it suffices to show it
is an isomorphism after evaluating on hom(G,−) for each G in {Σnf#f

∗a∗A :

n ∈ Z, Y f→ X smooth, A ∈ G} By assumption, each G is contained in some
ΣpH(X)eff and so by the universal property of the morphism fpE

′ → E′ men-
tioned above, it suffices to show that this is an isomorphism after applying
hom(G, fp−) for a suitable p. The functor fp preserves small sums1 and there-
fore it preserves homotopy colimits. So we have reduced to showing that

hom(G, hocolimq′≤q fpfq′E)→ hom(G, fpE)

is an isomorphism which is clear since fpfq′ = fp for all q′ sufficiently small.

1The functor ip preserves small sums because it is a left adjoint, and rp preserves small
sums because its left adjoint sends each object in a set of compact generating objects to a
compact object.
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Lemma 4.2.8. Let (S,H∗, Σ,G) be a sliceable 2-functor. Let X ∈ Sch(S).
There exists for each q a unique endofunctor sq together with morphisms
fq → sq → fq+ƥ[ƥ] such that for any object E ∈ H(X) the triangle

fq+ƥE→ fqE→ sqE→ fq+ƥE[ƥ]

is distinguished. For any object F ∈ ΣrH(X)eff with r > q the group hom(F, sqE)
is zero.
Proof. Using the usual triangulated category techniques,2 it suffices to show
that for any pair of objects E, F there are no non-zero morphisms from fq+ƥE[ƥ]
to any cone of fq+ƥF → fqF. Now fq+ƥE[ƥ] ∈ Σq+ƥH(X)eff (and also ΣqH(X)eff)
and so by the universal property of fq → id and fq+ƥ → id the two vertical
morphisms in the triangle

hom(fq+ƥE[ƥ], fq+ƥF) //

))RRRRRRRRRRRRRR
hom(fq+ƥE[ƥ], fqF)

vvlllllllllllll

hom(fq+ƥE[ƥ], F)

are isomorphisms. Hence, the third one is an isomorphism as well which
implies that there are no non-zero morphisms from fq+ƥE[ƥ] to any cone of
fq+ƥE→ fqE.
Lemma 4.2.9. Let (S,H∗, Σ,G) be a sliceable 2-functor. Let X ∈ Sch(S).
There exists for each q a unique endofunctor s<q together with morphisms
id→ s<q → fq[ƥ] such that for any object E ∈ H(X) the triangle

fqE→ E→ s<qE→ fqE[ƥ]

is distinguished. For any object F ∈ ΣrH(X)eff with r ≥ q the group hom(F, s<qE)
is zero.
Proof. The same proof as for Lemma 4.2.8 works.
Definition 4.2.10. Let (S,H∗, Σ,G) be a sliceable 2-functor. We define

H(X)⊥(q)
2i.e., for every object E we chose a cone of fq+ƥE→ fqE and for every morphism we chose

a morphism between the cones and then to show that this defines a functor we show that
the morphisms we have chosen are unique.
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as the full triangulated subcategory of H(X) whose objects E satisfy hom(F, E) =
Ƥ for all F ∈ ΣqH(X)eff. If X is clear from the context we will write H⊥(q).

We finish this preliminary subsection with some properties of stable homo-
topy 2-functors that we will use in developing and applying Theorem 4.2.25
of Pelaez. The following theorem should really just be a reference to [Ayo07,
Chapter 1] which contains all the properties we need. However, the material
there is for a 2-functor on the category of quasi-projective schemes. As such,
we give some indication of the easy generalisation of the properties we want
to the category of all schemes of finite type.

Theorem 4.2.11. Let (S,H∗, Σ,G) be a sliceable 2-functor that satisfies:

(I) (Smooth base change) For every cartesian square

Y×X W
g //

q
��

W
p
��

Y f
// X

(4.1)

in Sch(S) with f smooth the comparison exchange 2-morphism f∗p∗
∼→

q∗g
∗ is invertible.3

(II) (Zariski separated) For every Zariski cover {ji : Ui → X} in Sch(S) the
family of functors {j∗i } is conservative.

(III) (Stability) We have Σ = p#s∗ where s is the zero section of the canonical
projection p : Aƥ

X → X for each X ∈ Sch(S)

If the restriction of H∗ to the category QProj(S) of quasi-projective S-schemes
is a stable homotopy 2-functor ([Ayo07, Definition 1.4.1]). Then H∗ has the
following properties.

1. Adjoints.

(a) (Right adjoint) For every morphism f : Y → X in Sch(S) the 1-
functor f∗ has a right adjoint

f∗ : H(Y)→ H(X).
3The right adjoints p∗, q∗ to the functors p∗, q∗ exist for any sliceable 2-functor. See

the proof below.
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(b) For every projective morphism f : Y→ X in Sch(S) the 1-functor f∗
has a right adjoint

f! : H(X)→ H(Y).

(c) If f is a finite étale morphism in Sch(S) then f# is canonically
isomorphic to f∗.

(d) If i : Z→ X is a nilpotent immersion in Sch(S) then i∗, and hence
i∗, is an equivalence of categories.

2. Tate twists. The auto-equivalences Σ form an auto-equivalence of H∗.
That is, for any morphism f : Y→ X in Sch(S) we have 2-isomorphisms
φ : Σf∗ ∼→ f∗Σ, and so by adjunction a 2-isomorphism ψ : f∗Σ

∼→ Σf∗,
and if f is smooth a 2-isomorphism χ : f#Σ

∼→ Σf#.

3. Localisation. Suppose that j : U → X is an open immersion in Sch(S)
and i : Z → X a complementary closed immersion. There exist unique
2-morphisms φ, ψ such that

j#j
∗ → idH(X) → i∗i∗

φ→ j#j
∗[ƥ]

and
i∗i! → idH(X) → j∗j

∗ ψ→ i∗i![ƥ]

are distinguished triangles where the other morphisms are the units and
counits of the adjunctions.

4. Base change.

(a) For every cartesian square (4.1) in Sch(S) the exchange 2-morphism
f∗p∗

∼→ q∗g
∗ is invertible if f is proper.

(b) If f is smooth then the exchange 2-morphism g#q
∗ ∼→ p∗f# is in-

vertible.
(c) If f is smooth and p a closed immersion then the exchange 2-

morphism f#q∗
∼→ p∗g# is invertible.

5. Mayer-Vietoris. Suppose that {jU : U → X, jV : V → X} is an open
Zariski cover and jU∩V : U ∩ V→ X the intersection. Then there exists
a distinguished triangle

jU∩V#j
∗
U∩V → jU#

j∗U ⊕ jV#j
∗
V → id→ jU∩V#j

∗
U∩V[ƥ].
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6. Homotopy invariance. For any scheme X ∈ Sch(S) if p : Aƥ
X → X is

the canonical projection then the unit of the adjunction id→ p∗p
∗ is an

isomorphism. Equivalently, p#p∗ → id is an isomorphism.

Remark 4.2.12. In the case H∗ = SH, if we denote by T ∈ SH(S) the Tate
object (i.e., either the projective line pointed at infinity or the homotopy
cokernel of Σ∞((Aƥ

S−Ƥ)+)→ Σ∞(Aƥ
S+)) then there is a canonical isomorphism

between the endomorphism Σ defined in this theorem and the endomorphism
T ∧ −.

Remark 4.2.13. To aid the reader who is familiar with the theory but
unable to recall the precise definition of a stable homotopy 2-functor, we recall
that [Ayo07, Definition 1.4.1] asks that on the category of quasi-projective S-
schemes we have: H(∅) = Ƥ, smooth left adjoints (Definition 4.2.1(1)), right
adjoints (1a), smooth base change (I), stability (III) in the form “each p#s∗ is
an equivalence”, homotopy invariance (6), and finally, for a closed immersion
i with open compliment j the pair (i∗, j∗) is conservative, and i∗i∗ = id.

Proof. 1. (a) Since each H(X) is compactly generated by a theorem of
Neeman [Nee96, Theorem 4.1] it suffices to show that f∗ preserves
small sums. This is one of our assumptions.

(b) If the morphism f is a projective morphism in QProj(S) then this
is [Ayo07, Proposition 1.6.46, Theorem 1.7.17]. Suppose that f is
projective but not in QProj(S). By what we have just mentioned it
suffices to show that f∗ preserves small sums. That is, the canon-
ical morphism

∑
i f∗Ei → f∗

∑
i Ei is an isomorphism. There exists

a Zariski cover {ji : Ui → X} of X such that each Ui is in QProj(S).
Then smooth base change and the quasi-projective case gives the
result.

(c) Notice that under our hypotheses, the restriction of H∗ to QProj(X)
is a stable homotopy 2-functor for any X ∈ Sch(S). Hence, by
replacing S with X we can assume that f is in QProj(S). This case
is [Ayo07, Section 1.5.3, Theorem 1.7.17].

(d) Again, we can assume that X = S. In this case it follows from
localisation and the identity i∗i∗ = id (see Remark 4.2.13).

2. This is assumed in the definition of a sliceable 2-functor.
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3. Localisation in the quasi-projective case is [Ayo07, Lemma 1.4.6]. As-
suming X = S puts us in the quasi-projective case.

4. (a) For the case when f is projective and the square is in QProj(S)
this is [Ayo07, Corollary 1.7.18]. The generalisation follows from
Chow’s Lemma and is detailed in [CD09, Proposition 2.3.11].

(b) This follows by adjunction directly from the smooth base change
we have assumed.

(c) The morphism is defined in the usual way using smooth base
change f#q∗ → p∗p

∗f#q
∗ ∼= p∗g#q

∗q∗ → p∗g#. If our square is in
QProj(S) then this is [Ayo07, Corollary 1.4.18]. Replacing S with
X it is also true for any square for which f is a quasi-projective
morphism. In the general case, let {Ui → X}i=ƥ,...,n be a finite
Zariski cover of Y such that each Ui → X is quasi-projective. No-
tice that this implies that for each non-empty subset I ⊂ {ƥ, . . . , n}
the scheme UI = ∩i∈IUi is also quasi-projective over X. For each
such I the cartesian square

UI ×X W //

��

Y×X W

��
UI // Y

satisfies the property we want, and so the natural transformation
f#q∗ → p∗g# evaluated on any object E in the image of (UI×XW→
Y×XW)# is an isomorphism. We will show by induction on the size
of a subset J ⊆ {ƥ, . . . , n} the natural transformation f#q∗ → p∗g#
is an isomorphism when evaluated on any object E in the image of
(∪i∈JUi ×X W→ Y×X W)#. Let φJ : ∪i∈JUi ×X W→ Y×X W denote
the morphism. If J is empty, the object is necessarily zero, and
so we clearly get an isomorphism. If not, then there exists two
subsets of smaller size J′ and J′′ such that J′ ∪ J′′ = J and by the
Mayer-Vietoris triangle

φJ′∩J′′#φ
∗
J′∩J′′ → φJ′#φ

∗
J′ ⊕ φJ′′#φ

∗
J′′ → φJ#φ

∗
J → φJ′∩J′′#φ

∗
J′∩J′′ [ƥ].

and the inductive assumption, we are done. This proves that
the natural transformation f#q∗ → p∗g# is an isomorphism as
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φ{ƥ,...,n} = idY×XW.

5. Mayer-Vietoris is an immediate consequence of Zariski separatedness.

6. Replacing S with X we can assume that X is quasi-projective (over X).
In this case it is one of the axioms of a stable homotopy 2-functor.

Definition 4.2.14. If S, H∗, Σ and G are as in Theorem 4.2.11 we will refer
to H∗ as a stable homotopy 2-functor. We take S and G to be implicit in
the definition of such a stable homotopy 2-functor. Of course Σ is defined in
Theorem 4.2.11(III).

Remark 4.2.15. This is a mild abuse of the terminology as Ayoub’s stable
homotopy 2-functors are defined on the category of quasi-projective schemes
over S and we have further asked for H∗ to be what he calls “compactly
generated by the base” [Ayo07, Definition 2.1.155].

Suppose that Y,X are two schemes and Φ : H(X)→ H(Y) is a functor. We
will say that Φ preserves ΣqHeff (resp. H⊥(q)) if for every object E ∈ ΣqH(X)eff
(resp. E ∈ H(X)⊥(q)) the object ΦE is in ΣqH(Y)eff (resp. H(Y)⊥(q)).

Lemma 4.2.16. Let H∗ be a stable homotopy 2-functor. Let a : X → S be
a scheme in Sch(S) and {Ui → X}i=ƥ,...,N a Zariski cover. Then for every q
the category ΣqH(X)eff is the smallest full triangulated subcategory of H(X)
containing all sums and the objects Σnf#f

∗a∗A where n ≥ q, A ∈ G, and
f : W → X is a smooth morphism from an affine scheme W whose image is
contained in some Ui.

Proof. Let T be the smallest full triangulated subcategory of H(X) containing
the objects of the form described in the statement. Suppose that f : W→ X
is a smooth morphism with source an affine scheme whose image is contained
in some Ui. We claim that for every open subscheme j : W′ → W of W and
n ≥ q, the object Σn(fj)#(fj)∗a∗ƥƥS is in T. Indeed, this is obviously true if W′ is
also affine. Now every open subscheme of W can be covered by finitely many
basic open affine subschemes (i.e., affine subschemes of the form Spec(Af)
where W = Spec(A)). We work by induction on the smallest number r of such
subschemes it takes to cover W′. If r = ƥ there is nothing to show since in
this case W′ is affine. Suppose it is true for i < r and W′ can be covered by
r basic affine open subschemes of W. Then in particular, there is a cover of
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the form {W′′ ⊂ W′,W′′′ ⊂ W′} where W′′ is a basic affine open and both W′′′

and W′′∩W′′′ can be covered by r− ƥ basic affine opens (since the intersection
of two basic affine opens is abasic affine open). It then follows from Mayer-
Vietoris (Theorem 4.2.11(5)) that the object Σn(fj)#(fj)∗a∗ƥƥS corresponding to
W′ is in T.

We use the same argument twice more.
Let f : W → X be a smooth morphism whose image is contained in some

Ui. We claim that for every open subscheme j : W′ → W of W and n ≥ q,
the object Σn(fj)#(fj)∗a∗ƥƥS is in T. We have just seen that this is true if W′

is contained in an affine open subscheme of W. We use the same argument
as above with “basic open affine” replaced by “an open subscheme that is
contained in an open affine of W”.

Let f : W → X be any smooth morphism. We claim that for every open
subscheme j : W′ → W of W and n ≥ q, the object Σn(fj)#(fj)∗a∗ƥƥS is in T.
Indeed, every such W′ can be covered by a finite number of open subschemes
whose images are contained in some Ui. We use the same induction argument
again.

We have shown that T contains the generators for ΣqH(X)eff. Since it is a
triangulated subcategory with small sums, this is enough to conclude.

Lemma 4.2.17. Let H∗ be a stable homotopy 2-functor. The following func-
tors preserve the following categories.

1. For any morphism f : Y→ X in Sch(S)

(a) f∗ preserves ΣqHeff, and
(b) f∗ preserves H⊥(q).

2. For a smooth morphism f : Y→ X in Sch(S)

(a) f# preserves ΣqHeff, and
(b) f∗ preserves H⊥(q).

3. For i : Z → X a closed immersion between quasi-projective S schemes,
i∗i∗ and i∗ both preserve ΣqHeff.

4. For i : Z→ X a nilpotent immersion between quasi-projective S schemes,
both i∗ and i∗ preserve both ΣqHeff and H⊥(q).
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5. For f : Y → X a finite étale morphism between quasi-projective S
schemes, each of f#, f

∗, f∗ preserve both ΣqHeff and H⊥(q).

Proof. In the first two (b) follows from (a) by adjunction. Suppose that
a : X → S is the structural morphism of X and p : W → X a smooth
morphism. For every r there are canonical isomorphisms f∗Σrp#p

∗a∗ƥƥS
ƨ.Ʀ.ƥƥ∼=

Σrf∗p#p
∗a∗ƥƥS

ƨ.Ʀ.ƥƥ(I)∼= Σrp′#p
′∗f∗a∗ƥƥS ∼= Σrp′#p

′∗(af)∗ƥƥS where p′ = Y ×X p. Hence,
f∗ sends generators of ΣqH(X)eff to ΣqH(Y)eff. Since f∗ is triangulated and
preserves homotopy colimits (because it is a left adjoint), this is enough
to conclude that f∗ preserves ΣqHeff. The same argument works for f#:
Suppose that p : W → Y is a smooth morphism. We have isomorphisms

f#Σ
rp#p

∗(af)∗ƥƥS ∼= f#Σ
rp#p

∗f∗a∗ƥƥS
ƨ.Ʀ.ƥƥ(Ʀ)∼= Σrf#p#p

∗f∗a∗ƥƥS ∼= Σr(fp)#(fp)∗a∗ƥƥS.
Consider the case of a closed immersion. The functor i∗i∗ is straight-

forward. Let j : X − Z → X be the complementary open immersion. We
have a localisation distinguished triangle j#j

∗ → id → i∗i∗ → j#j
∗[ƥ] (Theo-

rem 4.2.11(3)) and since j is smooth, since j# and j∗ both preserve ΣqHeff it
follows that i∗i∗ also preserves ΣqHeff.

Now we consider the functor i∗. Let T be the full subcategory of ΣqH(Z)eff
consisting of objects E such that i∗E ∈ ΣqH(X)eff. The triangulated category
ΣqH(X)eff has small sums and i∗ commutes with small sums (as it is a left
adjoint (Theorem 4.2.11(1b))) and so T is a triangulated category with small
sums. We will show that T contains a generating family for ΣqH(Z)eff, which
then implies it contains all of ΣqH(Z)eff. Suppose {Ui → X}i=ƥ,...,N is a Zariski
cover of X by affine schemes. We consider the generating family of ΣqH(Z)eff
described in Lemma 4.2.16 associated to the cover {Ui ∩ Z → Z}. Suppose
Σnf#f

∗a∗ƥƥS is a member of this generating family where a : Z → S is the
structural morphism, n ≥ q and f : W → Z is a smooth morphism from an
affine scheme W whose image is contained in some Ui ∩ Z. Recall a theorem
of Arabia [Ara01] that says that in general if Z′ → X′ is a closed immersion
of affine schemes and W′ → Z′ is a smooth morphism then there exists a
smooth morphism V′ → X′ and a Z′-isomorphism Z′ ×X′ V′ ∼= W′. In our
case, this gives us a smooth morphism g : V → X and a Z-isomorphism
W ∼= Z ×X V. Let a′ : X → S be the structural morphism of X so that
a = a′i. By the appropriate parts of Theorem 4.2.11 we find an isomorphism
Σnf#f

∗a∗ƥƥS ∼= Σnf#f
∗i∗a′∗ƥƥS ∼= i∗Σng#g

∗a′∗ƥƥS. That is, our object is in the image
of i∗ : ΣqH(X)eff → ΣqH(Z)eff. Now we have i∗(Σnf#f

∗a∗ƥƥS) ∼= i∗(i∗Σng#g
∗a′∗ƥƥS).
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So Σnf#f
∗a∗ƥƥS is in T because i∗i∗ preserves ΣqHeff. So i∗ preserves ΣqHeff.

Suppose i : Z→ X is a nilpotent immersion. It remains only to see that i∗
preserves H⊥(q). Since i is a nilpotent immersion, the functors i∗ and i∗ are
equivalences of categories, each inverse to the other. In particular, i∗ is now
a right adjoint of i∗. We have seen i∗ preserves ΣqHeff and so it follows by
adjunction that i∗ preserves H⊥(q).

Lastly, in the finite étale case, we have already seen above that f# and
f∗ preserve ΣqHeff, and f∗ and f∗ preserve H⊥(q). But f# is isomorphic to f∗
(Theorem 4.2.11(1c)) and so f# also preserves H⊥(q) and f∗ also preserves
ΣqHeff.

4.2.2 After Pelaez
In this subsection we continue with S,H∗ and G as in Theorem 4.2.11. Recall
that for any object E ∈ H(Y) we have fqE ∈ ΣqH(Y)eff (by definition) and
sqE ∈ H(Y)⊥(q+ ƥ).

Definition 4.2.18. For the rest of this section, we will have Φ : H(Y)→ H(X)
a triangulated functor, E ∈ H(Y) an object, and q ∈ Z an integer. We will be
considering whether the following conditions hold.

(Pel0)q Φhocolimp≤q fpE = hocolimp≤q ΦfpE.

(Pel1)q ΦfqE ∈ ΣqH(X)eff.

(Pel2)q ΦsqE ∈ H(X)⊥(q+ ƥ).

Remark 4.2.19. If the object E is not clear from the context we will write
(Peli)q(E) with i = Ƥ, ƥ, or Ʀ. In particular note that (Pel1)q(E) implies
(Pel1)q(frE) for all r ≤ q. We will also use the notation (Peli)I for I ⊆ Z
to indicate that (Peli)q is true for all q ∈ I and (Peli) for (Peli)Z.

We collect here some functors that are known to satisfy some of these
conditions.

Lemma 4.2.20. Let H∗ be a stable homotopy 2-functor. Then the following
functors satisfy the following conditions for all objects.
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Functor (Pel0) (Pel1) (Pel2)
f∗ Yes Yes −
f∗ Yes × Yes

f# with f smooth Yes Yes ×
f∗ with f smooth Yes Yes Yes

i∗ with i a nilpotent immersion Yes Yes Yes
i∗ with i a closed immersion Yes Yes Yes
i∗i∗ with i a closed immersion Yes Yes −
f#, f

∗, f∗ with f finite and étale Yes Yes Yes

“×” indicates “not in general” (there are certainly examples where the prop-
erty is satisfied, for example f = id), and “−” indicates “unknown”.

Remark 4.2.21. Theorem 4.2.29 gives conditions under which f∗ preserves
(Pel2). This is a version of a theorem of Pelaez. His theorem has fewer
restrictions but assumes resolution of singularities. Given what we know
about i∗ this applies then to i∗i∗ as well.

While our counter-examples for f∗ and f# show that they don’t preserve
the slice filtration, they suggest that they “shift” it in a suitable sense, at
least in certain cases (cf. [Pel11, Theorem 4.4]).

Proof. The columns (Pel1) and (Pel2) follow directly from Lemma 4.2.17.
The column (Pel0), apart from f∗, follows from the functors in question being
left adjoints (cf. Theorem 4.2.11). For (Pel0) for f∗, we note that f

∗ preserves a
set of compact generators (due to them being compatible with Σ and smooth
base change) and therefore its right adjoint preserves small sums.

For a counter example to f# satisfying (Pel2) suppose that sqE 6= Ƥ and
consider the canonical projection of the affine line p : Aƥ

S → S. Let s be the
zero section. If p# satisfies (Pel2), then p#s∗ = Σ would satisfy (Pel2) as well.
Now sqE′ ∈ ΣqHeff ∩ H⊥(q+ ƥ) for every object E′ and so ΣsqE ∈ Σq+ƥHeff. But
if (Pel2) is satisfied then we also have ΣsqE ∈ H⊥(q+ ƥ). Hence, the identity
morphism of ΣsqE is zero, and therefore sqE is zero. So in this case, p# does
not satisfy (Pel2).

A similar phenomena gives a counter example to f∗ satisfying (Pel1). Sup-
pose that sqE 6= Ƥ. Let p : Pƥ

S → S be the projection, s the section at infinity,
and j : Aƥ → Pƥ the complimentary affine line. If j : Aƥ

S → Pƥ
S is the open

immersion then we have the localisation distinguished triangle

s∗s! → id→ j∗j
∗ → s∗s![ƥ].
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Evaluating this triangle on p∗ and applying p∗ gives

s!p∗ → p∗p
∗ → id→ s!p∗[ƥ]

where we have used homotopy invariance to obtain the id. So if p∗ satisfies
(Pel1) then so does p∗p∗ and s!p∗. This latter is the right adjoint to p#s∗ which
is isomorphic to a#s∗ where a : Aƥ

S → S is the projection.4 Hence, p#s∗ = Σ
and s!p∗ = Σ−ƥ. So Σ−ƥ would satisfy (Pel1) in this case. But then we would
have Σ−ƥsqE ∈ ΣqHeff. However, sqE ∈ H⊥(q+ ƥ) and so Σ−ƥsqE ∈ H⊥(q) leading
to sqE = Ƥ as before. Hence, p∗ does not satisfy (Pel1).

Definition 4.2.22. Let (S,H∗, Σ,G) be a sliceable 2-functor. Let Φ : H(Y)→
H(X) be a functor, E ∈ H(Y) an object, and q ∈ Z an integer. We consider
the canonical morphisms

Φfq ← fqΦfq → fqΦ.

If ΦfqE← fqΦfqE is an isomorphism (for example if (Pel1)q(E) is satisfied) we
denote the resulting canonical morphism by

αq(E) : ΦfqE→ fqΦE

or αq or α if E and q are clear from the context.

Lemma 4.2.23. Let (S,H∗, Σ,G) be a sliceable 2-functor. Let Φ : H(Y) →
H(X) be a functor, E ∈ H(Y) an object, and q ∈ Z an integer. If the two
morphisms

ΦfqE← fqΦfqE and Φfq+ƥE← fq+ƥΦfq+ƥE

are isomorphisms (for example if (Pel1)q(E) and (Pel1)q+ƥ(E) are satisfied)
then there is a unique morphism

βq(E) : ΦsqE→ sqΦE

4To see this use base change Theorem 4.2.11(4c) on Aƥ
S → Pƥ

S ← S with the latter the
embedding at zero.
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such that the following diagram is commutative.

Φ(fq+ƥE) //

αq+ƥ

��

Φ(fqE) //

αq
��

Φ(sqE) //

βq
��

Φ(fq+ƥE)

αq+ƥ[ƥ]
��

fq+ƥΦ(E) // fqΦ(E) // sqΦ(E) // fq+ƥΦ(E)

The morphisms αp(E) and βp(E) are functorial in Φ in two senses:

1. If η : Φ → Ψ is a natural transformation between functors the appro-
priate α’s are defined then the square

Φ(fqE)
α //

η
��

fqΦ(E)

η
��

Ψ(fqE) α
// fqΨ(E)

commutes (and similarly for sq if the β’s are defined).

2. If Φ : H(Y) → H(X) and Ψ : H(W) → H(Y) are triangulated functors
such that the appropriate α’s are defined then the triangle

ΨΦ(fqE) α
//

α
++

ΨfqΦ(E) α
// fqΨΦ(E)

commutes (as well as the analogous statement for sq).

Proof. There certainly exists such a morphism ΦsqE → sqΦE since the two
triangles Φfq+ƥE → ΦfqE → ΦsqE → Φfq+ƥE[ƥ] and fq+ƥΦE → fqΦE → sqΦE →
fq+ƥΦE[ƥ] are distinguished. Uniqueness comes from the fact that hom(Φfq+ƥE[ƥ], sqΦE) =
Ƥ. This latter is a consequence of the facts that Φfq+ƥE[ƥ] ∼= fq+ƥΦfq+ƥE[ƥ] is in
Σq+ƥH(Y)eff and sqΦE is in H(Y)⊥(q+ ƥ).

The functoriality for the α’s is clear from the appropriate functoriality of
the fq’s. The functoriality for the β’s is again a consequence of the fact that
there are no non-zero morphisms from Σq+ƥHeff to H⊥(q+ ƥ).

Lemma 4.2.24 (Pelaez). Let (S,H∗, Σ,G) be a sliceable 2-functor. Let Φ :
H(Y) → H(X) a functor, E ∈ H(Y) an object, and q ∈ Z an integer. Suppose
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that (Pel1)q+ƥ, (Pel1)q and (Pel2)q are satisfied. Then the two morphisms

αq+ƥ(fqE) : Φ(fq+ƥfqE)→ fq+ƥ(Φ(fqE))

βq(fqE) : Φ(sqfqE)→ sq(Φ(fqE))

are isomorphisms in H(X).

Proof (Pelaez). We have the commutative diagram associated to fq

Φ(fq+ƥfqE) //

αq+ƥ

��

Φ(fqfqE) //

αq
��

Φ(sqfqE) //

βq
��

Φ(fq+ƥfqE)

αq+ƥ[ƥ]
��

fq+ƥΦ(fqE) // fqΦ(fqE) // sqΦ(fqE) // fq+ƥΦ(fqE)

The property (Pel1) implies that αq(fqE) is an isomorphism. Using the octa-
hedral axiom we have a commutative diagram where all the rows and columns
are distinguished triangles

Φ(fq+ƥfqE) //

αq+ƥ

��

Φ(fqfqE) //

αq
��

Φ(sqfqE) //

βq
��

Φ(fq+ƥfqE)[ƥ]

��
fq+ƥΦ(fqE) //

��

fqΦ(fqE) //

��

sqΦ(fqE) //

��

fq+ƥΦ(fqE)[ƥ]

��
A // Ƥ // A[ƥ] A[ƥ]

and it now suffices to show that A = Ƥ. We note that A is in Σq+ƥH(X)eff since
both fq+ƥΦ(fqE) and Φ(fq+ƥfqE) = Φ(fq+ƥE) are.

On the other hand, Φ(sqE) ∼= Φ(sqfqE) is in H(X)⊥(q+ ƥ) by hypothesis and
sqΦ(fqE) is in H(X)⊥(q + ƥ) (as sq always is) so A[ƥ] is also in H(X)⊥(q + ƥ).
Since H(X)⊥(q+ ƥ) is a triangulated subcategory, A is also in H(X)⊥(q+ ƥ).

Now there are no nonzero morphisms from Σq+ƥH(X)eff to H(X)⊥(q+ ƥ) and
so the identity of A is zero, hence A is isomorphic to zero.

Theorem 4.2.25 (Pelaez). Let (S,H∗, Σ,G) be a sliceable 2-functor. Let Φ :
H(Y)→ H(X) be a functor, E ∈ H(Y) an object, and q ∈ Z an integer. Suppose
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that (Pel0)q, (Pel1)≤q+ƥ, and (Pel2)≤q are satisfied. Then the morphisms

αr(E) : Φ(frE)→ frΦ(E)

βr(E) : Φ(srE)→ srΦ(E)

are isomorphisms for all r ≤ q.

Proof (Pelaez). The hypotheses are stable by lowering q and so it suffices
to prove that αq(E) and βq(E) are isomorphisms. The same proof works for
both, and we will give the proof for β but the reader can check that the
proof remains valid with β replaced with α everywhere (and sr replaced with
fr where appropriate).

For any fixed integer N we have E ∼= hocolimp≤NfpE and so since Φ and sq
commute with homotopy colimits βq(E) = hocolimp≤Nβq(fpE) hence it suffices
to show that each βq(fpE) is an isomorphism for all p ≤ N for some N. We
chose N = q. This way, Lemma 4.2.24 implies that βq(fqE) is an isomorphism.
We now proceed by induction.

Suppose that βq(frE) is an isomorphism for some r ≤ q. We must show that
βq(fr−ƥE) is an isomorphism. We have a commutative diagram

Φ(sqfrE)
βq(frE) //

Φsqρ
��

sqΦfrE

sqΦρ
��

Φ(sqfr−ƥE)βq(fr−ƥE)
// sqΦfr−ƥE

where ρ : fr → fr−ƥ is the canonical natural transformation. The inductive
hypothesis says that the upper morphism is an isomorphism, and we have
that sqfr = sq and sqfr−ƥ = sq, hence sqρ is an isomorphism by construction of
the slice filtration. Hence, it suffices to show that the morphism on the right
is an isomorphism.

We have another commutative square

sqΦfrE //

sqΦρ
��

sqΦfrfr−ƥE

αr
��

sqΦfr−ƥE // sqfrΦfr−ƥE
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with the horizontal morphisms isomorphisms. The right morphism is an
isomorphism by Lemma 4.2.24 above and the third hypothesis. Hence, the
morphism on the left is an isomorphism as desired.

4.2.3 Applications of Pelaez’s Theorem
Corollary 4.2.26. Let H∗ be a stable homotopy 2-functor. Suppose f : Y→ X
is a morphism in Sch(S), and E ∈ H(X) and F ∈ H(Y) are any objects. The
canonical morphisms

αr(E) : f∗(frE)→ frf
∗(E)

βr(E) : f
∗(srE)→ srf∗(E)

are isomorphisms for all r if f is smooth, or if f is a nilpotent immersion.
Similarly, the canonical morphisms

αr(E) : f∗(frF)→ frf∗(F)

βr(E) : f∗(srF)→ srf∗(F)

are isomorphisms for all r if f is a closed immersion, or if f is a finite étale
morphism.

Proof. This follows from Theorem 4.2.25 and Lemma 4.2.20.

We now discuss some consequences of Gabber’s theorem (Theorem 3.2.12).

Definition 4.2.27. We will say that an object E ∈ H(S) has a weak structure
of smooth traces if for every Y

f→ X a→ S in Sch(S) with f a finite flat surjective
morphism between smooth S-schemes X, Y such that f∗OY is a globally free
OX-module, we are given a morphism Trf : f∗f

∗a∗E → a∗E in H(X) such that
the composition with a∗E→ f∗f

∗a∗E is deg f · ida∗E.

Definition 4.2.28. Suppose that Λ ⊆ Q is a subring of the rational numbers.
We will say that an object E in an additive category is Λ-local if hom(E, E) is
a Λ-module. It is equivalent to ask that for every integer n that is invertible
in Λ the endomorphism n · idE is an isomorphism.

There is some material on Λ-local objects in Section A.2.

Theorem 4.2.29. Let H∗ be a stable homotopy 2-functor, suppose S is the
spectrum of a perfect field k of exponential characteristic p, let E ∈ H(k) be a
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Z[ ƥp ]-local object (Definition 4.2.28), and q ∈ Z an integer. If srE has a weak
structure of smooth traces (Definition 4.2.27) for every r ≤ q then for any
separated k-scheme of finite type a : X→ Spec k the morphisms

βq : a
∗sqE→ sqa∗E

αq : a∗fqE→ fqa
∗E

are isomorphisms in H(X).

Proof. As discussed in Section A.2, it suffices that the statement is true when
E is a Z(`) local object, for every prime ` different from p.

Note that a∗ satisfies (Pel0) and (Pel1) for all objects (Lemma 4.2.20) so
by Theorem 4.2.25 it suffices to verify that a∗ satisfies (Pel2)≤q. That is, we
wish to see that a∗srE ∈ H(X)⊥(r + ƥ) for all r ≤ q. The hypotheses of the
theorem are stable under lowering q and so it suffices to consider the case
r = q. The proof is by Noetherian induction.

For the morphisms i : Xred → X we have seen that i∗ and i∗ are inverse
equivalences of categories that both preserve H⊥(q+ ƥ) and so we can assume
that X is reduced. Let p : X′ → X be a proper morphism furnished by
Gabber’s Theorem (3.2.12) with X′ connected, quasi-projective and smooth,
and j : U → X an non-empty open subset such that X′ ×X U → U is a finite
flat surjective morphism of constant degree prime to `. Let Z be a closed
compliment to U. Our diagram is the following:

Z×X X′

p̃
��

ĩ // X′

p
��

X′ ×X U
j̃oo

h
��

Z i
// X Uj

oo

By the inductive hypothesis and the localisation distinguished triangle j#j∗ →
id→ i∗i∗ → j#j

∗[ƥ] it suffices to show that j#j∗a∗sqE ∈ H(X)⊥(q+ƥ) (Lemma 4.2.20).
The weak structure of smooth traces on sqE and the fact that we are working
Z(`)-locally, implies that j#(j∗a∗sqE) → j#(h∗h

∗)(j∗a∗sqE) is a monomorphism.
Since H(X)⊥(q + ƥ) is idempotent complete, it now suffices to show that
j#h∗h

∗j∗a∗sqE is in H(X)⊥(q+ ƥ).
The base change properties in Theorem 4.2.11 give isomorphisms h∗h∗j∗ ∼=

h∗̃j∗p∗ ∼= j∗p∗p
∗ and so it now suffices to show that (j#j∗)(p∗p∗a∗sqE) ∈ H(X)⊥(q+
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ƥ). Since (ap) : X′ → Spec(k) is smooth p∗a∗sqE ∈ H(X)⊥(q + ƥ) (Corol-
lary 4.2.26) and we have seen that p∗ preserves H⊥(q + ƥ) (Lemma 4.2.20)
so p∗p

∗a∗sqE ∈ H(X)⊥(q + ƥ). Using again the localisation distinguished tri-
angle j#j

∗ → id → i∗i∗ → j#j
∗[ƥ], it suffices to show that (i∗i∗)(p∗p

∗a∗sqE) ∈
H(X)⊥(q + ƥ). But now by base change (Theorem 4.2.11) we have an iso-
morphism i∗(i∗p∗)p

∗a∗sqE ∼= i∗(p̃∗̃i
∗)p∗a∗sqE and by the inductive hypothesis

ĩ∗p∗a∗sqE ∈ H(X)⊥(q+ ƥ) and so since i∗p̃∗ preserves H⊥(q+ ƥ) (Lemma 4.2.20)
the proof is complete.

The remainder of this section is devoted to the proof of Proposition 4.2.36,
and it is much more enjoyable if read in reverse. That is, in the order
Proposition 4.2.36, Proposition 4.2.35, Lemma 4.2.34, Lemma 4.2.32, and
then Lemma 4.2.31.

Definition 4.2.30. If H∗ is a 2-functor on Sch(S) and E ∈ H(S) an object, for
each scheme a : X → S in Sch(S) we denote by EX the object a∗E. Note that
for any morphism f : Y→ X there is a canonical isomorphism f∗EX = EY.

Lemma 4.2.31. Let H∗ be a stable homotopy 2-functor, f : Y→ X a radicial
finite flat surjective morphism of degree d between smooth S-schemes, and
E ∈ H(S) a Z[ ƥd ]-local object with a weak structure of smooth traces. Then

EX → f∗f
∗EX

is an isomorphism in H(X).

Proof. First we make a general observation. Suppose A is an additive cate-
gory, Φ an additive endomorphism, η : id → Φ a natural transformation of
additive endofunctors (i.e., η(A⊕B) = ηA ⊕ ηB), A an object of A, and suppose
that A is a direct summand of ΦA via the morphism A→ ΦA. In this situa-
tion, if ΦA → ΦΦA is an isomorphism, then A → ΦA is an isomorphism. In
effect, writing ν : A⊕ B ∼→ ΦA we have a commutative square

A⊕ B
ηA⊕ηB

��

∼=
ν // ΦA

η(ΦA)∼=
��

ΦA⊕ ΦB Φν

∼= // ΦΦA

We will apply this to our situation with Φ = f∗f
∗ and A = EX. Due to the

invertibility of d and the trace morphism, the morphism EX → f∗f
∗EX is a
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monomorphism, and every monomorphism in a triangulated category splits.
So EX is a direct summand of f∗f

∗EX. To prove the lemma, it suffices then to
see that f∗f

∗EX → f∗f
∗f∗f

∗EX is an isomorphism. We make the cartesian square

Y′
q //

p
��

Y
f
��

Y f
// X

By projective base change (Theorem 4.2.11(4a)) we have an isomorphism
f∗(f

∗f∗)f
∗ ∼= f∗p∗q

∗f∗ and since the square is commutative an isomorphism
f∗p∗q

∗f∗ ∼= f∗p∗p
∗f∗. Now p : Y′ → Y admits a section which is a closed immer-

sion (since all our schemes are separated) and surjective (since p is radicial).
Consequently, p∗ is an equivalence of categories (Theorem 4.2.11(1d)), and
it follows that id→ p∗p

∗ is an isomorphism. So we have reduced to showing
the commutativity of the following square

f∗f
∗

∼=
//

η(f∗ f∗)
��

f∗p∗p
∗f∗

α∼=
��

f∗f
∗f∗f

∗ ∼= // f∗p∗q
∗f∗

where α is the comparison p∗f∗ ∼= q∗f∗. The commutativity of this square
follows from the commutativity of the following diagram since the lower row
is precisely the morphism which projective base change (Theorem 4.2.11(4a))
states is an isomorphism

f∗f
∗ //

η(f∗ f∗)
��

f∗p∗p
∗f∗

η(f∗p∗p∗ f∗)
��

α f∗p∗q
∗f∗

id
NNNNNNNNNNN

NNNNNNNNNNN
η(f∗p∗q∗ f∗)

��
f∗f

∗(f∗f
∗) // f∗f

∗(f∗p∗p
∗f∗) α f∗f

∗(f∗p∗q
∗f∗)

f∗εp∗q∗ f∗
// f∗p∗q

∗f∗

We have used η for the units of adjunction and ε for the counit. The com-
mutativity of the squares is just the naturality of the transformations η,
and the commutativity of the triangle is from the definition of adjunction:
(f∗εA) ◦ ηf∗A = idf∗A.

Lemma 4.2.32. Let H∗ be a sliceable 2-functor, X ∈ Sch(S), E ∈ H(X), and
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q ∈ Z. Suppose we have an endofunctor Φ : H(X) → H(X) that preserves
colimits and is equipped with a natural transformation id → Φ such that the
morphisms

E→ ΦE, and srE→ ΦsrE

are isomorphisms for all r < q. Then the morphism

fqE→ ΦfqE

is an isomorphism as well.

Proof. We have a morphism of distinguished triangles

fqE //

��

E //

��

s<qE //

��

fqE[ƥ]

��
ΦfqE // ΦE // Φs<qE // ΦfqE[ƥ]

from which we see that fqE → ΦfqE is an isomorphism if and only if s<qE →
Φs<qE is an isomorphism. We will prove the latter. Recall that there is a
canonical isomorphism E ∼= hocolimr<qfrE. Since all the functors in question
commute with colimits, it suffices to prove that

s<qfrE
ηr // Φs<qfrE

is an isomorphism for all r < q. We do this by induction.
In the case r = q− ƥ we find the following commutative square

sq−ƥE //

��

Φsq−ƥE

��
s<qfq−ƥE ηq−ƥ

// Φs<qfq−ƥE

where the vertical morphisms are isomorphisms5 and the upper morphism is
an isomorphism by assumption. So assume that our inductive hypothesis is

5One can see this by considering the distinguished triangle sq−ƥfq−ƥ → s<qfq−ƥ →
s<q−ƥfq−ƥ → sq−ƥfq−ƥ[ƥ].
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true for r+ ƥ. We have the following morphism of distinguished triangles

s<qfr+ƥE //

ηr+ƥ

��

s<qfrE //

ηr
��

s<qsrE //

��

s<qfr+ƥE[ƥ]

ηr+ƥ[ƥ]
��

Φs<qfr+ƥE // Φs<qfrE // Φs<qsrE // Φs<qfr+ƥE[ƥ]

and due to the inductive hypothesis and the fact that the natural transfor-
mation s<qsr ∼= sr is an isomorphism, the result is proven.
Remark 4.2.33. If Y→ X is the morphism given in Theorem 3.2.12, notice
that there exists a non-empty open subscheme U ⊂ X such that the induced
morphism f : Y×X U→ U satisfies:
(*) the morphism fred is a composition r→ e→ where r is a radicial finite flat

surjective morphism and e is an étale finite surjective morphism, and
both are morphisms between smooth k-schemes.

For the following results we use the following hypotheses:

(**) Let H∗ be a stable homotopy 2-functor, S the spectrum of a k a perfect
field of exponential characteristic p, and q ∈ Z. Suppose that E ∈ H(k)
is a Z[ ƥp ]-local object such that srE and E have a weak structure of
smooth traces for every r ≤ q + ƥ. Let f : Y → X be a finite flat
surjective morphism in Sch(k) and a : X→ k the structural morphism.

Lemma 4.2.34. Assume the hypotheses (**). If f satisfies the condition (*)
of Remark 4.2.33. Then

f∗f
∗(fqEX) ∈ ΣqH(X)eff.

Proof. Let ĩ : Yred → Y and i : Xred → X be the canonical closed immersions
and Yred

r→ W e→ Xred the factorisation.

Yred
r //

ĩ
��

W e // Xred

i
��

Y f
// X

The canonical natural transformation id → ĩ∗̃i∗ is a natural isomorphism
(Theorem 4.2.11(1d)) and so the canonical morphism f∗f

∗(fqEX)→ f∗̃i∗̃i
∗f∗(fqEX)
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is an isomorphism. So it suffices to show that f∗̃i∗̃i
∗f∗(fqEX) ∈ ΣqH(X)eff.The

morphism f̃i also factors as ier. Now both i∗ and e∗ commute with fq (Corol-
lary 4.2.26) and i∗ and e∗ preserve ΣqHeff (Lemma 4.2.17), so it suffices to
show that r∗r∗(fqEW) ∈ ΣqH(W)eff. By additivity, it suffices to consider the
case when W and Yred are connected. That is, we assume that r : Yred → W
is a radicial finite flat surjective morphism between connected smooth k-
schemes in Sch(k).

We claim that fqEW → r∗r∗fqEW is actually an isomorphism. By Lemma 4.2.32
to prove this claim it suffices to show that EW → r∗r∗EW and srEW → r∗r∗srEW
are isomorphisms for all r < q (to see that r∗r∗ preserves colimits, notice that
it has a right adjoint r∗r! by Theorem 4.2.11(1b)). To show that these are
isomorphisms, by Lemma 4.2.31 it suffices to show that E ∈ H(k) is Z[ ƥd ]-local
where d = deg(Yred → W). By assumption E is Z[ ƥp ]-local and so it suffices
to show that d is a power of p. Using the assumption that Yred and W are
connected, we have d = [k(Yred) : k(W)] and since this is radicial, its degree
must be a power of p, and we are done.

Proposition 4.2.35. Assume the hypotheses (**). For all r ≤ q

f∗f
∗(frEX) ∈ ΣrH(X)eff.

Proof. It suffices to consider the case q = r because the hypotheses are stable
under lowering q. We use induction on the dimension of X. Suppose that
f : Y → X is a finite flat surjective morphism. Since f satisfies the property
(*) of Remark 4.2.33 generically, there exists a dense open U of X such that
U×X f satisfies the property (*). We form the following cartesian squares

Z′

f̃
��

// Y
f
��

U′

g
��

oo

Z i
// X Uj

oo

Consider the exact triangle j!j
! → id → i∗i∗ → j!j

![ƥ] evaluated on the object
f∗f

∗(fqEX):

j!j
!(f∗f

∗(fqEX))→ f∗f
∗(fqEX)→ i∗i∗(f∗f

∗(fqEX))→ j!j
!(f∗f

∗(fqEX))[ƥ].

By projective base change (Theorem 4.2.11(4a)) this triangle is isomorphic
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to the triangle

(j!g∗g
∗j∗)(fqEX)→ f∗f

∗(fqEX)→ (i∗̃f∗ f̃
∗i∗)(fqEX)→ (j!g∗g

∗j∗)(fqEX)[ƥ].

We will show that (j!g∗g∗j∗)(fqEX) and (i∗̃f∗ f̃
∗i∗)(fqEX) are in ΣqH(X)eff and the

result will follow since ΣqH(X)eff is triangulated.
By Theorem 4.2.29 we have an isomorphism i∗fqEX

∼= fqi
∗EX, by definition

fqi
∗EX = fqEZ, and so by induction f̃∗ f̃

∗(fqEZ) ∼= f∗ f̃
∗i∗(fqEX) ∈ ΣqH(Z)eff. Lastly,

by Lemma 4.2.17 i∗ preserves ΣqHeff and so (i∗̃f∗ f̃
∗i∗)(fqEX) ∈ ΣqH(X)eff.

For the other corner of the triangle, by Theorem 4.2.29 we have an isomor-
phism j∗fqEX

∼= fqj
∗EX, by definition fqj

∗EX = fqEU, and so by Lemma 4.2.34
g∗g

∗fqEU
∼= g∗g

∗j∗(fqEX) ∈ ΣqH(U)eff. Lastly, by Lemma 4.2.17 j! preserves ΣqH

and so j!g∗g
∗j∗(fqEX) ∈ ΣqH(X)eff.

Proposition 4.2.36. Assume the hypotheses (**). The functor f∗f
∗ on H(X)

satisfies (Pel0)q, (Pel1)≤q+ƥ, and (Pel2)≤q for EX. Consequently, the mor-
phisms

αr(E) : f∗f
∗(frEX)→ frf∗f

∗EX

βr(E) : f∗f
∗(srEX)→ srf∗f

∗EX

are isomorphisms for all r ≤ q.

Proof. Proposition 4.2.35 says precisely that (Pel1)≤q+ƥ is satisfied. Both f∗
and f∗ are right adjoints (Theorem 4.2.11) and so (Pel0) is satisfied. Consider
srEX for some r ≤ q. By Theorem 4.2.29 there is a canonical isomorphism
f∗srEX

∼= srf∗EX and so since f∗ preserves SH⊥ it follows that (Pel2)≤q is satis-
fied. For the stated isomorphisms we need only to recall Theorem 4.2.25.

Remark 4.2.37. We note some consequences of Proposition 4.2.36. We keep
the notation used in the statement. Combining this proposition with The-
orem 4.2.29 we have canonical induced isomorphisms β : f∗srf

∗EX
∼→ srf∗f

∗EX
that fit into diagrams

sqf∗f
∗EX β

//
++

f∗sqf
∗EX // f∗f

∗sqEX

Consequently, these β satisfy the same functoriality as those mentioned in
Lemma 4.2.23. The same applies to isomorphisms β : f∗sr(af)

∗E ∼→ srf∗(af)
∗E

and the analogous α with fr.
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4.3 Traces in the context of a stable homotopy 2-
functor

In this section we develop a notion of an object E of H(S) having a structure
of traces. We show that this induces a structure of traces on the slices sqE
(and the same proof shows that there is an induced structure of traces on
the connective covers fqE. If E is a monoid object, we show that we get an
induced structure of traces on every E module.

4.3.1 Definition
We make the following definition.

Definition 4.3.1. Let H∗ be a covariant 2-functor assigning to every object
X ∈ Sch(S) an additive category H(X), and each morphism f : Y→ X in Sch(S)
an additive functor f∗ : H(Y)→ H(X). Let E− be a section of H∗. That is, for
each scheme X we are given an object EX ∈ H(X), for each morphism f : Y→ X
of schemes we have a morphism cf : EX → f∗EY and these morphisms satisfy a
suitable coherency condition.

A structure of traces on the section E− is the data of a morphism Trf :
f∗EY → EX in H(X) for each finite flat surjective morphism f : Y→ X in Sch(S)
and these morphisms are required to satisfy the following axioms.

(Fon) If we have W
g→ Y

f→ X in Sch(S) with f and g finite flat surjective then
Trfg = Trf ◦ f∗Trg. That is, the following diagram commutes.

f∗g∗EW

f∗Trg
��

∼= // (fg)∗EW

Trfg
��

f∗EY Trf
// EX

(4.2)

where the isomorphism is the connection isomorphism f∗g∗
∼=→ (fg)∗.

(CdB) Suppose that (3.1) is a cartesian square in Sch(S) with f finite flat sur-
jective. Then cp ◦ Trf = p∗Trg ◦ f∗cq. That is, the following diagram
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commutes
p∗g∗EY×XW

p∗Trg // p∗EW

f∗q∗EY×XW

∼=

OO

f∗EY Trf
//

f∗cq

OO

EX

cp

OO
(4.3)

where the isomorphism is built out of the connection morphisms of the
2-functor H∗.

(Deg) If we have Y
f→ X in Sch(S) with f a finite flat surjective morphism of

constant degree d then the composition of Trf : f∗EY → EX with the
connection morphism cf : EX → f∗EY is d times the identity. That is, we
have

Trfcf = d · idEX .

Lemma 4.3.2. Continuing with the assumptions and notation of of Defini-
tion 4.3.1 suppose that for every morphism p : W → X in Sch(S) the functor
p∗ has a left adjoint p∗ : H(X)→ H(W). Then (CdB) is equivalent to:
(CdB′) The following diagram commutes

g∗EY×XW
Trg // EW

g∗q
∗EY

g∗c
′
q

OO

p∗f∗EY p∗Trf
//

OO

p∗EX

c′p

OO (4.4)

where the c′ are the adjoints to the c and the unlabelled morphism is the
canonical comparison morphism built from adjunctions p∗f∗ → p∗f∗q∗q

∗ =
p∗p∗g∗q

∗ → g∗q
∗.

Proof. This is an exercise in adjunctions that is left to the reader.

Definition 4.3.3. In the notation and assumptions of Lemma 4.3.2, suppose
we are given an object E ∈ H(S) over the base scheme. A structure of traces on
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E is a structure of traces on the canonical section that associates to a : X→ S
the object a∗E, and to a morphism f : Y → X the unit of the adjunction
cf : a∗E → f∗f

∗a∗E = f∗(af)
∗E. That is, for every Y

f→ X a→ S with f finite flat
surjective, we have a morphism

Trf : f∗(af)
∗E→ a∗E

and these morphisms satisfy the appropriate axioms.

The following two lemmata are clear from the definitions.

Lemma 4.3.4. In the notation of of Definition 4.3.1, let E− be a section
of H∗. The presheaf F : Sch(S) → H(S) that sends an S-scheme a : X → S
to the object a∗EX and a morphism f : Y → X to the morphism a∗EX →
a∗f∗EY

∼= (af)∗EY has a canonical structure of presheaf with traces in the sense
of Definition 3.3.1.

Remark 4.3.5. An immediate consequence of this lemma is that for every
object E′ ∈ H(S), the presheaf of abelian groups sending an S-scheme a : X→
S to the abelian group homH(S)(E′, a∗EX) also have a structure of presheaf with
traces. In particular, if H is the Morel-Voevodsky stable homotopy category
and E ∈ SH(S) is an object with traces, then for each p, q ∈ Z the presheaf on
Sch(S) that takes a : X → S to homSH(S)(Σ−qƥƥS[Ʀq − p], a∗a∗E) has a canonical
structure of traces. Due to the adjunction (a#a∗, a∗a∗) when a is smooth, the
restriction of this presheaf to Sm(S) agrees with the cohomology sheaf Ep,q(−)
of E defined in [Voe98, Section 6].

Lemma 4.3.6. Suppose that Hƥ
∗ and HƦ

∗ are two 2-functors as in Defini-
tion 4.3.1 and φ : Hƥ

∗ → HƦ
∗ is a morphism between them. Let E− be a section

of Hƥ
∗. If E− has a structure of traces, then there is a canonical induced

structure of traces on the canonical section φE− of HƦ
∗.

4.3.2 Traces on slices
Proposition 4.3.7. Let H∗ be a stable homotopy 2-functor, suppose S is the
spectrum of a perfect field k, and p its exponential characteristic. Suppose
that E ∈ H(k) is a Z[ ƥp ]-local object with a structure of traces, and such that
srE has a weak structure of smooth traces for all r ≤ q+ ƥ. Then fqE and sqE
both have canonical structures of traces.
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Proof. The proof for fqE and sqE is the same. We give the proof for sqE.
Consider morphisms of schemes Y

f→ X a→ k with f finite flat surjective.
After Proposition 4.2.36 and Theorem 4.2.29 we have canonical isomorphisms
f∗(af)

∗sqE ∼= sqf∗(af)
∗E and a∗sqE ∼= sqa∗E which are functorial in an appropriate

way (see Lemma 4.2.23 for the details). These give rise to candidate trace
morphisms

f∗(af)
∗sqE ∼= sqf∗f

∗a∗E
sqTrf→ sqa∗E ∼= a∗sqE

induced by the trace morphisms Trf of E. We will label these new morphisms
Trsqf . The diagrams that we wish to prove commute are the following.

Functoriality:
f∗g∗(afg)

∗sqE
∼= //

f∗Tr
sq
g
��

(fg)∗(afg)∗sqE

Tr
sq
fg

��
f∗(af)

∗sqE Trsf
// a∗sqE

Base-change (Lemma 4.3.2):

g∗(apg)
∗sqE

Tr
sq
g // (ap)∗sqE

g∗q
∗(af)∗sqE

OO

p∗f∗(af)
∗sqE

p∗Tr
sq
f

//

OO

p∗a∗sqE

OO

Degree:

a∗sqE

d·ida∗sqE

66
// f∗(af)

∗sqE
Tr

sq
f // a∗sqE

Each of these diagrams arises in the following way. We begin with a 2-
category I of a special form: there exists some positive integer n and a 2-
functor I → {Ƥ, . . . , n} sending each object of I to a unique object of the
totally ordered set {Ƥ, . . . , n} considered as a 2-category with no non-identity
2-morphisms. We identify the objects of I with the objects of {Ƥ, . . . , n}. Then
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we have a 2-diagram F : I → Cat such that there exists a (not necessarily
unique) scheme Xi for each object i of I such that F(i) = H(Xi). We have an
object E′ ∈ H(XƤ) and consequently, an induced diagram FE′ in H(Xn) indexed
by the 1-category homI(Ƥ, n).

For example, in the case of (Deg), E′ = sqE, and we could take S,X, Y,X
to be the sequence XƤ, . . . ,Xn of schemes. The 1-functors involved are the
a∗, f∗, f∗, (af)

∗, d·idH(X), and their various compositions such as f∗a∗, f∗f
∗a∗, f∗(af)

∗,etc.
The two functors are made from the various connection isomorphisms such
as (af)∗ ∼= f∗a∗ and their horizontal and vertical compositions. What we
would like is that the β of Lemma 4.2.23 induce an isomorphism of diagrams
between the diagram FsqE just described, and the diagram sqFE obtained in
the same way, but starting with E and and applying sq at the end. The
functoriality described in Lemma 4.2.23 says precisely that this is true.

4.3.3 Traces on modules
Now we continue with a covariant 2-functor H∗ as Definition 4.3.1 but we
further assume that it factors through the 2-category of additive monoidal
categories with lax functors. That is, each of the categories H(X) is equipped
with a product ⊗ and for every morphism f : Y→ X of S-schemes we have a
binatural transformation f∗(−) ⊗ f∗(−) → f∗(− ⊗ −) which are not required
to be isomorphisms (and in practice they won’t be). These binatural trans-
formations are required to be compatible with the isomorphisms (gf)∗ = f∗g∗
in the obvious way.

Given such a structure, the category of sections of H∗ has an obvious
product structure where the product of two sections E−, F− associates to a
scheme X the object EX ⊗ FX and to a morphism f : Y → X the composition
EX ⊗ FY → f∗EX ⊗ f∗FY → f∗(EX ⊗ FY).
Example 4.3.8. If H a unitary monoidal stable homotopy 2-functor in the
sense of [Ayo07, Definition 2.3.1] then all the above assumptions are satisfied.
The functors f∗ are lax monoidal due to the f∗ being strong monoidal (i.e.,
the f∗(−⊗−)→ f∗ −⊗f∗− are isomorphisms). In particular, this applies to
the Morel-Voevodsky stable homotopy category SH as well as the 2-functor
of E-modules obtained from a ring spectrum in SH(S).
Definition 4.3.9. With the assumptions and notation just established, we
will say that a section E− is cartesian if for every section F− and every
projective morphism f : Y → X the morphism EX ⊗ f∗FY → f∗(EY ⊗ FY) is an
isomorphism.
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Example 4.3.10. In the example of a unitary monoidal stable homotopy
2-functor mentioned above, if we have a section E− which is cartesian in
the sense that the connection morphisms f∗EX → EY are isomorphisms, then
E− is cartesian in the sense of Definition 4.3.9 (see [Ayo07, Theorem 2.3.40,
Theorem 1.7.17]).

Proposition 4.3.11. Let H∗ be a covariant 2-functor of additive monoidal
categories with lax functors as described above. Suppose that E− and F− are
two sections. If E− is cartesian (Definition 4.3.9) and F− has a structure of
traces, then there is a canonical structure of traces on the product (E⊗ F)−.

Proof. Suppose f : Y → X is a finite flat surjective S-morphism. To define
trace morphisms f∗(EX⊗FY)→ EX⊗FY we use the isomorphism f∗(EY⊗FY)

∼←
EX ⊗ f∗FY coming from the assumption that E− is cartesian, composed with
the traces on F−. We will denote these morphisms by Tr⊗f .

Each of the axioms are satisfied as a result of the functoriality and com-
patibility conditions that we have asked for. Here are the diagrams.

Functoriality:

f∗g∗(EW ⊗ FW) (fg)∗(EW ⊗ FW)

f∗(EY ⊗ g∗FW)

��

∼=

OO

EX ⊗ f∗g∗FZ
∼=oo

��

EX ⊗ (fg)∗FW

��

∼=

OO

f∗(EY ⊗ FY) EX ⊗ f∗FY //
∼=oo EX ⊗ FX

Base-change:

p∗g∗(EY×XW ⊗ FY×XW) p∗(EY ⊗ g∗FY)
∼=oo // p∗(EY ⊗ FY)

EX ⊗ p∗g∗FY×XW //

OO

EX ⊗ p∗FY×XW

OO

f∗q∗(EY×XW ⊗ FY×XW) EX ⊗ f∗q∗FY×XWoo

f∗(EY ⊗ FY)

OO

EX ⊗ f∗FY
∼=oo //

OO

EX ⊗ FX

OO
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Degree:
EX ⊗ f∗FY

��
∼= ''OOOOOOOOOOO

EX⊗Trf // EX ⊗ FX

EX ⊗ FX //

EX⊗cf
88qqqqqqqqqqq

f∗EY ⊗ f∗FY // f∗(EY ⊗ FY)

Tr⊗f

OO
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5
Motivic applications

5.1 Introduction

I n this chapter we use the previous material to give a proof of Theorem 5.3.1
which is our main technical result. We then demonstrate how this theo-

rem may be applied to obtain Z[ ƥp ] linear versions of results that previously
assumed resolution of singularties.

In Section 5.2 we show that the object HZ representing motivic cohomol-
ogy in the Morel-Voevodsky stable homotopy category has a weak structure
of smooth trace (Definition 4.2.27, Proposition 5.2.1) and that the object
representing algebraic K-theory has a structure of traces (Definition 4.3.1,
Proposition 5.2.3). Applying the material of the previous chapter and a the-
orem of Levine ([Lev08, Theorems 6.4.2 and 9.0.3]), this implies that every
HZ[ ƥp ]-module has a structure of traces (Corollary 5.2.4).

In Section 5.3 we prove Theorem 5.3.1. The main technical results that we
use are Corollary 5.2.4, Theorem 3.8.2, and a result of Cisinski applying a
theorem of Ayoub that says that every object in the Morel-Voevodsky stable
homotopy category satisfies cdh descent.

In Section 5.4 and Section 5.5 we show how Theorem 5.3.1 implies Z[ ƥp ]-
linear versions of all the results in [FV00] and [Voe00b] without having to
use resolution of singularities. We show in Section 5.6 how this works for
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[Sus00].
In Section 5.7 we use the `dh topology and the theorem of Gabber to

give a partial answer to a conjecture of Weibel about vanishing of algebraic
K-theory (Theorem 5.7.1).

5.2 Some objects of SH(k) with traces
In this section we show that the object representing motivic cohomology in
SH(S) has a weak structure of smooth traces, and the object representing
algebraic K-theory has a structure of traces.

Proposition 5.2.1. Suppose S is a noetherian scheme. The object HZ ∈
SH(S) that represents motivic cohomology ([Voe98, Section 6.1]) has a weak
structure of smooth traces (Definition 4.2.27).

Remark 5.2.2. We can construct by hand a structure of traces on the section
HZ− which assigns to each scheme X ∈ Sch(S) the object HZX representing
motivic cohomology defined by Voevodsky. This is a consequence of the
component terms of each spectrum HZX being presheaves with transfers on
Sch(S). However, for our purposes we need a structure of traces on the section
(−)∗HZk determined by the object HZk ∈ SH(k), and for non-smooth schemes
a : X→ S it is an open conjecture ([Voe02, Conjecture 17]) whether a∗HZS is
isomorphic to HZX.

Proof. Let Comp(ShvNis(SmCor(S))) denote the category of unbounded chain
complexes in the abelian category ShvNis(SmCor(S)), and denote by D(Comp(ShvNis(SmCor(S))))
its associated derived category (obtained by localising at quasi-isomorphisms).
The category DMeff(S) is by definition the localisation of D(Comp(ShvNis(SmCor(S))))
at the class of morphisms LNis(Aƥ

X) → LNis(X) for all X ∈ Sm(S) (recall the
notation from Definition 3.3.8).

First we claim that every object of Comp(ShvNis(SmCor(S))) has a weak
structure of smooth traces as a section of Comp(ShvNis(SmCor(−))). Con-
sider the 2-functor ShvNis(SmCor(−)) on Sch(S). For any smooth scheme
a : X → S the functor a∗ is just restriction (−)|SmCor(X) : ShvNis(SmCor(S)) →
ShvNis(SmCor(X)) and for any morphism f : X→ S the functor f∗ is composition
with X ×S − : SmCor(S) → SmCor(X). Let a : X → S be a smooth morphism
and f : Y→ X a finite flat surjective morphism with af smooth as well. Note
that since f is finite, f∗ : PreShv(Y) → PreShv(X) is exact and preserves Nis-
nevich sheaves. We can explicitely describe the functors f∗(af)

∗ and a∗ on
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Comp(ShvNis(SmCor(S))) by evaluating them on a sheaf F ∈ ShvNis(SmCor(S)),
and describing the two resulting sheaves f∗(af)∗F and a∗F in ShvNis(SmCor(X))
by evaluating them on an object U ∈ SmCor(X). We have (f∗(af)

∗F)(U) =
F(Y ×X U) and ((af)∗F)(U) = F(U), and the correspondence [tf] : [X] → [Y] in
SmCor(S) (Definition 2.5.2) gives us a morphism between these two groups.
Since (CdB) is satisfied in SmCor(S) (Proposition 2.5.8) these morphisms are
functorial in the appropriate way and we obtain a canonical natural transfor-
mation f∗(af)

∗ → a∗. Moreover, since (Deg) is satisfied in SmCor(S) (Proposi-
tion 2.5.8), the composition a∗ → f∗(af)

∗ → a∗ is d times the identity when f
is of constant degree d. Hence, the claim.

Let L denote the cokernel of the morphism L(s) : LNis(S) → LNis(Pƥ
S) given

by the section s : S → Pƥ
S at infinity. To obtain the category DM(S) we

formally adjoint a tensor inverse to L. That is, we consider the category
SpL(Comp(ShvNis(SmCor(S)))) of L-spectra in Comp(ShvNis(SmCor(S))). Such
a spectrum is a sequence (KƤ,Kƥ, . . . ) of objects of Comp(ShvNis(SmCor(S)))
together with connection morphisms Kn → hom(L,Kn+ƥ). Let p : Pƥ

S → S be
the canonical projection. We will use the same notation p for bases other
than S as well. Let ΩS = ker(p∗p

∗(−)→ (−)) where the morphism is induced
by the unit of the adjunction id → s∗s∗ and the identity ps = id. There is a
canonical isomorphism ΩS

∼= hom(L,−).
To show that the trace morphisms we defined above pass to L-spectra, we

must show that the following square is commutative.

f∗(af)
∗Kn //

��

ΩXf∗(af)
∗Kn+ƥ

��
a∗Kn // ΩXa∗Kn+ƥ

We can see this immediately by evaluating on an object U ∈ Sm(X) as we
obtain the following square.

Kn(Y×X U) //

��

ker
(
Kn+ƥ(Y×X U×X Pƥ

X)→ Kn+ƥ(Y×X U)
)

��

Kn(U) // ker
(
Kn+ƥ(U×X Pƥ

X)→ Kn+ƥ(U)
)
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For a morphism f and a smooth morphism a the functors a∗ and f∗ preserve Aƥ-
local objects as they have left adjoints which preserve representables. When
f is finite they are also both exact. Consequently, we have shown that every
object of DM(S) has a weak structure of smooth traces.

Finally, we observe that HZS ∈ SH(S) is by definition the image of the
object represented by S in DM(S) and that for smooth morphisms a : X→ S
we have a∗HZS

∼= HZX. It now follows from Lemma 4.3.6 that HZS (and
indeed, any object in the image of DM(S)→ SH(S)) has a weak structure of
smooth traces.

We now turn our attention to algebraic K-theory. See [Wei89] for ho-
motopy invariant algebraic K-theory and [Cis12] for its representability in
the Morel-Voevodsky stable homotopy category. We recall one construction
of the object KH in SH(S) that represents homotopy invariant algebraic K-
theory. For a category C we denote by SpSƥ(C) the category of presheaves of
Sƥ-spectra on C. When C = Sm(X) for some scheme X ∈ Sch(S) we denote by
SpPƥ(SpSƥ(Sm(X))) the category of Pƥ-spectra in SpSƥ(Sm(X)) where Pƥ is pointed
at infinity. By definition, SH(S) is the homotopy category of SpPƥSpSƥ(Sm(X)),
where SpSƥ(Sm(X)) is given the model category structure that is the Bousfield
localisation with respect to Aƥ invariance and Nisnevich descent. The nota-
tion f∗, f∗ will be overused, sometimes referring to inverse image and direct
image of OX-modules, and sometimes referring to inverse image and direct
image of presheaves of Sƥ-spectra, or Pƥ-spectra. It should be clear from the
context which is intended.

We will end up discussing four different incarnations of K-theory: a presheaf
of Sƥ-spectra on Sch(S), a section of the 2-functor SpSƥ(Sm(−)), a section of
the 2-functor SpPƥSpSƥ(Sm(−)), and a section of the 2-functor SH(−).

1. K, a presheaf of Sƥ-spectra on Sch(S). Following [TT90, 3.1] (cf. [TT90,
Definition 1.5.3] and [TT90, Lemma 3.5] as well) we denote by K(X)
the Sƥ-spectra associated to the biWaldhausen category of perfect com-
plexes on the scheme X ∈ Sch(S). In order to end up with an actual
presheaf of Sƥ-spectra (instead of just a a lax functor), when we say per-
fect complex, we mean a presheaf on Sch(X) (as opposed to the small
Zariski site of X) with the appropriate structure and properties (see
[FS02, Section C4]).

2. K−, a section of the 2-functor SpSƥ(Sm(−)). For a scheme X ∈ Sch(S)
we define KX = K|Sm(X) as the restriction of K to smooth schemes over
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X for X ∈ Sch(S). For a morphism of S-schemes f : Y → X, we have a
corresponding adjunction of presheaves of Sƥ-spectra

f∗ : SpSƥ(Sm(X)) � SpSƥ(Sm(Y)) : f∗

with the right adjoint given by f∗E(−) = E(Y ×X −). Hence, there is a
canonical morphism KX → f∗KY. The KX together with these canonical
morphisms give a section K− of the 2-functor SpSƥ(Sm(X)).

3. KX, a section of the 2-functor SpPƥSpSƥ(Sm(−)). For each scheme X ∈
Sch(S) define F(X) = hofib(K(Pƥ

X)
K(∞)→ K(X)) where ∞ : X → Pƥ

X is the
closed embedding at infinity. These F(X) form a presheaf of Sƥ-spectra.
As with K, define FX = F|Sm(X) as the restriction of F to smooth schemes
over X for X ∈ Sch(S).
On Pƥ

Z choose a global section ofO(ƥ) whose fibre at infinity is invertible.
There is a corresponding morphism O → O(ƥ) which can be regarded
as a perfect complex concentrated in (cohomological) degrees Ƥ and ƥ.
Its pullback to Spec(Z) along∞ is acyclic. We will denote this complex
by u. Inverse image gives us a corresponding complex on Pƥ

X for every
scheme X which we will denote by uX. Let p : Pƥ

X → X be the canonical
projection. We consider the map uX ⊗ p∗− : Perf(X)→ Perf(Pƥ

X). Notice
that as we are using big vector bundles ([FS02, Section C4]) this is
natural in X. Notice also that this is exact as p is flat and uX is a complex
of vector bundles. Denote the corresponding map of K-theory spectra
by b : K(X)→ K(Pƥ

X), also natural in X. The composition∞∗(uX⊗p∗) is
(∞∗uX)⊗−, tensor with an acyclic complex of vector bundles. Hence,
b gives rise to a map β : K(X)→ F(X) = hofib(K(Pƥ

X)
K(∞)→ K(X)), natural

in X. That is, we have a map of presheaves of Sƥ-spectra

β : K→ F.

It follows from our definitions and the fact that p : Pƥ
X → X is smooth

that there is a canonical isomorphism FX ∼= hom(Pƥ
X,KX) in Ho(SpSƥ(Sm(X)))

where Pƥ
X is pointed at infinity. Via this canonical morphism, the

morphisms β give rise to a Pƥ-spectrum (KX,KX,KX, . . . ) in SpSƥ(Sm(X))
which we call KX.

4. KH, the object representing homotopy invariant K-theory in SH(X).
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Finally, the localisation KHX of each KX in SpPƥSpSƥ(Sm(X)) with respect
to Nisnevich descent and Aƥ-homotopy (that is, a fibrant replacement
for the localised model category structure) gives the object in SH(X)
representing homotopy algebraic K-theory (see [Cis12]).

Proposition 5.2.3. The object KH ∈ SH(S) that represents homotopy in-
variant algebraic K-theory has a structure of traces (Definition 4.3.1).

Proof. Each of the four incarnations of algebraic K-theory mentioned above
will have traces in their own sense, and each one induces the traces on the
next. For the “trace” morphisms that we will associate with K (resp. K−,
K−,KH) we will use TrKf (resp. TrSƥf ,TrP

ƥ

f ,Trf).
We begin with traces on K and the properties we need. The construction of

K is functorial in complicial biWaldhausen categories. Notably, for each finite
flat surjective morphism f : Y → X we obtain a corresponding exact functor
f∗ : Perf(Y) → Perf(X) between the corresponding biWaldhausen categories of
perfect complexes. Hence, there are morphisms TrKf : K(Y) → K(X). Due
to the functoriality and the standard properties of OX-modules we have the
following properties. For a morphism f : Y→ X, we denote by K(f) : K(X)→
K(Y) the morphism of spectra induced by inverse image f∗ : Perf(X)→ Perf(Y)
(discussed in [TT90, 3.14]).

Functoriality. (cf. [TT90, 1.5.4]) If W g→ Y
f→ X are finite flat surjective

then we have a homotopy TrKf TrKg ∼= TrKfg.
Base-change. (cf. [TT90, 3.18]) If we have a cartesian square (2.10), then

there is a homotopy K(p)TrKf ∼= TrKg K(q).
Degree. (cf. [TT90, 1.7.3.2]) If f : Y → X is finite flat surjective and there

is an isomorphism f∗OY
∼= Od

X then there is a homotopy of maps of Sƥ-spectra
TrKf K(f) ∼= d · K(idX).

Suppose that f : Y → X is a finite flat surjective morphism. To ease the
notation we use f for the induced morphism Pƥ

Y → Pƥ
X as well, and p for

both projections Pƥ
X → X and Pƥ

Y → Y. Recall that above we have defined
F(X) = hofib(K(Pƥ

X)
K(∞)→ K(X)).

After the base-change property, the morphisms TrK induce a morphism
TrFf : F(Y)→ F(X). We claim that the following square on the left is commu-
tative up to homotopy. This follows from the commutativity of the square in
the middle up to homotopy, which is a consequence of the commutativity of
the square on the right up to natural isomorphism. This latter commutativ-
ity is a consequence of the projection formula f∗(uY⊗p∗−) = f∗(f

∗uX⊗p∗−) ∼=
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uX ⊗ f∗p
∗(−), and base change p∗f∗ ∼= f∗p

∗.

K(Y)

TrKf
��

β // F(Y)

TrFf
��

K(Y)

TrKf
��

b // K(Pƥ
Y)

TrKf
��

Perf(Y)
u⊗p∗−//

f∗
��

Perf(Pƥ
Y)

f∗
��

K(X)
β
// F(X) K(X)

b
// K(Pƥ

X) Perf(X)
u⊗p∗−

// Perf(Pƥ
X)

That is, β : K→ F (defined above) is a “morphism of presheaves of Sƥ-spectra
with traces” (although we haven’t formally defined what that means).

Now we pass to the sections K− of the 2-functor Ho(SpSƥ(Sm(−))). We
will use the above properties to show that K− has a structure of traces as
a section. Recall that for f : Y → X a morphism of S-schemes, we have a
corresponding adjunction of presheaves of Sƥ-spectra

f∗ : SpSƥ(Sm(X)) � SpSƥ(Sm(Y)) : f∗.

Due to the base-change mentioned above, if f is finite flat surjective we have
a morphism of presheaves of Sƥ-spectra TrSƥf : f∗KY → KX induced by the
morphisms TrK.

Functoriality, Base-change, and Degree. These follow immediately from
the corresponding properties of the TrK and the description of f∗ as f∗E(−) =
E(Y×X −).

Periodicity. Via the canonical isomorphism FX ∼= hom(Pƥ
X,KX) in Ho(SpSƥ(Sm(X))),

the traces TrFf that we have defined in F− correspond to the morphisms
hom(Pƥ

X, f∗KY) → hom(Pƥ
X,KX) induced by the traces TrKf of K−. Hence com-

mutative diagrams

f∗KY
f∗β

′
//

TrKf
��

f∗ hom(Pƥ
Y,KY) hom(Pƥ

X, f∗KY)

hom(Pƥ
X,Tr

K
f )

��
KX β′

// hom(Pƥ
X,KX)

where the β′ : KX → hom(Pƥ
X,KX) are the morphisms corresponding to the

β : KX → FX.
Recall that for any morphism f : Y→ X of schemes there is an adjunction

f∗ : SpPƥSpSƥ(Sm(X)) � SpPƥSpSƥ(Sm(Y)) : f∗
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with the right adjoint given by f∗(EƤ, Eƥ, . . . ) = (f∗EƤ, f∗Eƥ, . . . ) and the new
structural morphisms are the compositions f∗En → f∗ hom(Pƥ

Y, En+ƥ) ∼= hom(Pƥ
X, f∗En+ƥ).

It follows from our remarks on periodicity that when f is finite flat surjective
we have induced trace morphisms TrPƥ

f : f∗KY → KX.
Functoriality, Base-change, Degree. These follow immediately from the

corresponding properties of the TrSƥ and the description of f∗ that we have
given. Hence, the section K− has a structure of traces.

Now we consider KHX. The category SH(X) can be presented as the
localisation of the homotopy category Ho(SpPƥ(Sm(X))) with respect to Aƥ-
localisation and Nisnevich descent. Inverse image preserves Nisnevich hyper-
covers, and the projections Aƥ

U → U so the class of morphisms that we are
localising with respect to is preserved. Consequently, direct image preserves
local objects. That is, the localisation functors Ho(SpPƥ(Sm(X))) → SH(X)
satisfy the properties required to apply Lemma 4.3.6 to the section K− of the
2-functor Ho(SpPƥ(Sm(−))).

Corollary 5.2.4. Suppose k is a perfect field of exponential characteristic p.
Every object in the category HZ[ ƥp ]k-mod has a structure of traces.

Proof. We have seen that KH has a structure of traces (Proposition 5.2.3)
and after work of Levine we know that the zero slice of KH is HZ ([Lev08,
Theorems 6.4.2 and 9.0.3]). Hence, HZ has a structure of traces (Proposi-
tion 4.3.7). Moreover, HZ-mod is also a stable homotopy 2-functor with HZ
as the unit for the smash product (as in Remark 5.2.2, we are referring to
the section that to a scheme a : X → k associates the ring spectrum a∗HZk,
as opposed to HZX). So applying Proposition 4.3.11 shows that every object
of HZ-mod has a structure of traces.

5.3 Resolution of singularities for relative cycles
In this section our goal is to prove the following theorem.

Theorem 5.3.1. Let k be a perfect field of exponential characteristic p.
Suppose that F is a presheaf with transfers on Sch(k) such that Fcdh⊗Z[ ƥp ] = Ƥ.
Then C∗(F|Sm(k))Nis ⊗ Z[ ƥp ] is quasi-isomorphic to zero.

Recall that the 2-functor X 7→ SH(X) factors through a 2-functor X 7→
M (X) where
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1. for each X ∈ Sch(S) the category M (X) is a stable model category (hence
enriched in symmetric Sƥ-spectra [Dug06]) which is combinatorial1 and
cellular,

2. for each f : Y → X in Sch(S) the functor f∗ : M (X) → M (Y) is a left
Quillen functor,

3. for each smooth f : Y → X in Sch(S) the functor f∗ is has a left adjoint
f# which is a left Quillen functor.

4. for each cartesian square (2.10) with f smooth, the corresponding nat-
ural transformations g#q∗ → p∗f# are isomorphisms.

In other words, M is a stable Sm-fibred combinatorial model category ([CD09,
Definitions 1.1.2, 1.1.9, 1.3.2, 1.3.20]). Moreover, SH is obtained by passing
to the homotopy categories of M . That is, SH is the homotopy Sm-fibred cat-
egory associated with M ([CD09, 1.3.23]). These statements follow directly
from the construction of SH given in [Ayo07].

As each M (S) is enriched in symmetric Sƥ-spectra [Dug06], for any pair of
objects E ,F ∈ M (S) we can associate a presheaf of Sƥ-spectra that sends a
scheme a : X→ S to the Sƥ-spectrum

(F , E)(X) def
= hom(F , a∗a∗E).

In the following theorem, “descent” is in the sense of [CD09, Definition
3.2.5]. In the case where M is the stable Sm-fibred model category that
associates to each scheme X ∈ Sch(S) the corresponding category of presheaves
of Sƥ-spectra SpSƥ(Sm(−)), this definition of agrees with that of Thomason (see
[Mit97] for the Thomason notion of descent).
Theorem 5.3.2 ([CD09, Corollary 3.2.18]). Suppose that M is a stable Sm-
fibred combinatorial model category over Sch(S) and E ∈ M (S). Let τ be
a Grothendieck topology and G a set of generators for Ho(M (S)). Then E
satisfies τ-descent if and only if for every F ∈ G the presheaf of Sƥ-spectra
(F , E) satisfies τ-descent.
Remark 5.3.3. The statement in [CD09] is for all F , not just a set of
generators, but a glance at the proof of [CD09, Corollary 3.2.17] shows that
it suffices to consider generators.

1Combinatorial categories were introduced by Jeff Smith. The definition can be found
in [Dug01, Section 2].
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Now for any S the triangulated category SH(S) is compactly generated by
objects of the form Σ−qf#f

∗ƥƥS for f : Y→ S a smooth morphism and q > Ƥ. If
F in Theorem 5.3.2 is of this form and a : X → S is also smooth, then we
have the following canonical isomorphisms

πn(F , E)(X) ∼= hom(ƥƥS[n], hom(f#f
∗(Σ−qƥƥS), a∗a∗E))

∼= hom(f#f
∗(Σ−qƥƥS[n]), a∗a∗E)

∼= hom(a#a∗f#f
∗(Σ−qƥƥS[n]), E)

∼= hom(Σ−qΣ∞X×S Y+[n]), E)

This group is denoted by E Ʀq−n,q(X×SY) in [Voe98, Section 6] and πn−q(E)(X×S
Y)q in [Mor04].

Definition 5.3.4. We introduce the notation

Eq,Y(X) def
= hom(Σ−qf#f

∗ƥƥS, a∗a∗E).

The following corollary is a summary of what we have just discussed.

Corollary 5.3.5. Let S be a noetherian scheme and suppose that τ is a
Grothendieck topology in Sch(S). Then an object E ∈ SH(S) satisfies τ-descent
if and only if for every q > Ƥ and every smooth S-scheme Y→ S the presheaf
of Sƥ-spectra Eq,Y satisfies τ-descent.

Due to the isomorphisms mentioned above, after work of Déglise, if E is
oriented then the Nisnevich sheaf associated to the presheaf πnEq,Y on Sm(S)
has a structure of Nisnevich sheaf with transfers ([Dég11]).

Proposition 5.3.6 ([Dég11]). Let k be a perfect field and E ∈ SH(k) an
oriented object (in the sense of Morel [Vez01, Definition 2.1]). Then for any
n, q ∈ Z and smooth Y → k, the Nisnevich sheaf (πnEq,Y)Nis associated to the
presheaf of homotopy groups πnEq,Y has a structure of transfers on Sm(k).

Proof. The presheaves πnEq,Y(−) and πnEq,S(Y×S −) are canonically isomor-
phic. The functor Y ×k − : Sm(k) → Sm(k) lifts to a functor Y ×k − :
SmCor(k) → SmCor(k) compatible with the inclusion Sm(k) → SmCor(k) and
so it suffices to show that the Nisnevich sheaf associated to the presheaf
πnEq,Spec(k)(−) has transfers on Sm(k).
First we claim that if E is orientable, then it is weakly orientable ([Dég11,

Definition 4.2.3]). Recall that the Hopf map η : Σ∞(Gm, ƥ) → ƥƥ is defined as
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the map in SH(k) induced by AƦ−{Ƥ} → Pƥ after applying Σ−ƥ [Dég11, 1.2.6].
As E is oriented, the projective bundle formula holds ([Vez01, Proposition
2.4(ii)] attributes this to Morel) and so for any smooth scheme W and any
linear embedding Pƥ → PƦ the induced morphism

homSH(k)(ΣiΣ∞(PƦ ×W)+, E)→ homSH(k)(ΣiΣ∞(Pƥ ×W)+, E)

is split surjective for all i ∈ Z. After the homotopy exact sequence [Mor04,
6.2.1]

Σ∞(Aƥ − {Ƥ})+
Ση→ Σ∞(Pƥ)+ → Σ∞(PƦ)+ → Σ∞(Aƥ − {Ƥ})+[ƥ]

this implies that the morphism homSH(k)((Ση) ∧ ΣiΣ∞W+, E) is zero for all
i ∈ Z and smooth W. Equivalently, the morphism

homSH(k)(Σi+ƥΣ∞W+, hom(η, E))

is zero for all i ∈ Z and smooth W where hom is the internal hom in the
monoidal category SH(k). As the Σi+ƥΣ∞W+ form a compact generating
family for the triangulated category SH(k) this implies that the morphism
hom(η, E) is zero. That is, E is weakly orientable [Dég11, Definition 4.2.3,
Lemma 4.2.2(ii’)].

An equivalent condition for E to be weakly orientable is that the associated
homotopy modules πm(E)∗ ([Dég11, 1.1.2, Definition 1.2.2, 1.2.3]) are ori-
entable ([Dég11, Definition 1.2.7]) for each m ([Dég11, Lemma 4.2.2(i)]). One
of the main results of [Dég11] is that orientable homotopy modules are pre-
cisely those homotopy modules which admit a structure of transfers on Sm(k)
([Dég11, Corollary 4.1.5(2)(i), Corollary 4.1.5(ii)]). By definition, the Nis-
nevich sheaves πm(E)i on Sm(k) are the sheaves associated to the presheaves
homSH(k)(Σ−i(−)+[i + m], E) on Sm(k). That is, the presheaves πi+mE i,Spec(k).
Hence, the Nisnevich sheaf associated to the presheaf πnEq,Spec(k)(−) has trans-
fers on Sm(k) for each n, q ∈ Z.

We can deduce now the following theorem.

Theorem 5.3.7. Suppose k is a perfect field and ` a prime that is invertible
in k. Let E be an oriented Z(`)-local object (Definition 4.2.28) of SH(k) with
a structure of traces (Definition 4.3.1). Then E satisfies `dh-descent. In
particular, every object of HZ(`)-mod satisfies `dh-descent.
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Proof. Let E ∈ SH(k) be a Z(`)-local object with a structure of traces. After
Corollary 5.3.5 it suffices to show that Eq,Y satisfies `dh-descent for every
q > Ƥ and every smooth Y → k. Let Eq,Y → E ′ = H`dh(−, Eq,Y) be the
Godement-Thomason construction [Tho85, 1.33]. The morphism of associ-
ated `dh sheaves (πnEq,Y)`dh → (πnE ′)`dh is an isomorphism for all n. If we can
show that πnEq,Y → πnE ′ is an isomorphism of presheaves for every n then
Eq,Y → E ′ is a weak equivalence of presheaves of Sƥ-spectra, so Eq,Y satisfies
`dh descent, and we are done.

We know that E and hence Eq,Y (Theorem 5.3.2) satisfies cdh descent, since
every object of SH(k) satisfies cdh descent ([Cis12, 3.7]). This gives us a cdh
descent spectral sequence for Eq,Y

Es,t
Ʀ = Hs

cdh(X, (π−tEq,Y)cdh) =⇒ π−s−tEq,Y(X)

together with a morphism towards the `dh descent spectral sequence for E ′

Es,t
Ʀ = Hs

`dh(X, (π−tE ′)`dh) =⇒ π−s−tE ′(X).

The first spectral sequence converges since the cdh topology has finite coho-
mological dimension [SV00a, Theorem 12.5]. As we know that (πnE)`dh →
(πnE ′)`dh is an isomorphism for all n, it suffices to show that

Hs
cdh(X, (π−tEq,Y)cdh)→ Hs

`dh(X, (π−tEq,Y)`dh) (5.1)

is an isomorphism for all s, t. This will imply that the morphism of spectral
sequences is an isomorphism, and therefore give the convergence of the second
spectral sequence, and an isomorphism πnEq,Y(X)

∼→ πnE ′(X) for all n.
That the morphism (5.1) is an isomorphism will follow from Theorem 3.8.2.

To apply this theorem, we must show that πnEq,Y is a homotopy invariant
presheaf of Z(`)-modules with traces such that πnEq,Y|Sm(k) has a structure of
presheaf with transfers, and πnEq,Y(U) → πnEq,Y(Ured) is an isomorphism for
all U ∈ Sch(k). Recall that for a : U → k in Sch(k) we have a canonical
isomorphism

πnEq,Y(U) ∼= homSH(k)(Σ−qf#f
∗ƥƥS[n], a∗a∗E).

This presheaf is homotopy invariant and doesn’t see nilpotents because the
same is true of the functor Sch(k) → End(SH(k)) defined by (a : U → k) 7→
a∗a∗. It is a presheaf of Z(`)-modules by our hypothesis that E is Z(`)-local. It
has traces as a result of E having a structure of traces (Lemma 4.3.4). Finally,
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the hypothesis that E is oriented implies that πnEq,Y|Sm(k) is a presheaf with
transfers after a theorem of Déglise (Proposition 5.3.6).

Corollary 5.3.8. Let k be a perfect field and ` a prime that is invertible in k.
Suppose that X• → X is a smooth `dh-hypercover in Sm(k) of a smooth scheme
a : X → k in Sm(k). Then the corresponding morphism M(X ) → M(X) is an
isomorphism in DMeff(k,Z(`)).

Proof. By Voevodsky’s Cancellation Theorem [Voe10] it suffices to show that
this morphism is an isomorphism in DM(k,Z(`)). Since the functor M(−) :
Sm(k) → DM(k,Z(`)) factors through HZ(`)-mod it suffices to show that this
is an isomorphism in HZ(`)-mod. By Yoneda’s Lemma, it is enough to show
that the corresponding morphism is an isomorphism after applying hom(−, E)
for each E ∈ HZ(`)-mod. Let p : X → k and a : X → k be the structural
morphisms. The morphism hom(a#a∗ƥƥ, E) → hom(p#p

∗ƥƥ, E) is canonically
isomorphic via adjunction to the morphism hom(ƥƥ, a∗a∗E) → hom(ƥƥ, p∗p

∗E).
But this is an isomorphism since E satisfies `dh-descent (Theorem 5.3.7).

We are now in a position to prove Theorem 5.3.1.

Proof of Theorem 5.3.1. It is enough to show that C∗(F)Nis⊗Z(`) quasi-isomorphic
to zero for each prime ` 6= p. Note that our assumptions imply that F`dh ⊗ Z(`) = Ƥ
for each ` 6= p.

Corollary 5.3.8 is precisely the condition [CD09, Proposition 5.2.10](i), and
[CD09, Proposition 5.2.10](ii′) applied to F is the condition that C∗(F)Nis ⊗ Z(`) = Ƥ
since this is the image of F in DMeff(k,Z(`)) under the canonical morphism

D(PreShv(SmCor(k),Z(`)))→ DMeff(k,Z(`)).

Hence, after [CD09, Proposition 5.2.10], the former implies the latter.
We can be a bit more verbose. For τ = Nis, `dh we have canonical equiva-

lences
D(PreShv(SmCor(k),Z(`)))/Lτ

∼= D(Shvτ(SmCor(k),Z(`)))

where Lτ is the class of cones of morphisms of the form L(X ) → L(X) with
X → X a τ-hypercovering. In the light of these equivalences, Corollary 5.3.8
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implies that we have a commutative triangle

D(ShvNis(SmCor(k),Z(`))) //

))TTTTTTTTTTTTTTT
D(Shv`dh(SmCor(k),Z(`)))

uujjjjjjjjjjjjjjj

DMeff(k,Z(`))

(5.2)
As before, C∗(F)Nis ⊗ Z(`) is the image of F⊗ Z(`) in the lower category, and
F`dh⊗Z(`) is its image in the upper right category. It follows that if F`dh⊗Z(`)

is zero, then C∗(F)Nis ⊗ Z(`) is zero.

We have the following easy consequence of our main theorem.

Corollary 5.3.9. Let k be a perfect field of exponential characteristic p and
` a prime difference from p. Then there are canonical functors

D(Shv`dh(SmCor(k),Z(`)))→ DMeff(k,Z(`))

D(Shvcdh(Cor(k),Z[ ƥp ]))→ DMeff(k,Z[ ƥp ])

which identify the targets as the localisations of the sources with respect to
morphisms of the form Lτ(Aƥ

X)→ Lτ(X) for τ = cdh, `dh and X ∈ Sm(k).

Proof. The existance of the first functor has already been seen in the proof
of Theorem 5.3.1 and considering the categories in question as localisations
of D(PreShv(SmCor(k),Z(`))) as discussed in that proof leads to the universal
property which identifies DMeff(k,Z(`)) as the appropriate localisation. For
the second functor consider the following commutative diagram of functors:

D(ShvNis(Cor(k),Z(`))) //

��

D(ShvNis(SmCor(k),Z(`)))

��

D(Shvcdh(Cor(k),Z(`)))

(ƥ)
��

D(Shv`dh(Cor(k),Z(`)))
(Ʀ)

// D(Shv`dh(SmCor(k),Z(`)))

As a consequence of the theorem of Gabber giving smooth `dh covers (Corol-
lary 3.2.13) the functor (2) is an equivalence. Since cdh sheaves with trans-
fers are already `dh sheaves (Corollary 3.4.12) the functor (1) is an equality.
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Hence the desired functor, at least with Z(`) coefficients exists by the exis-
tence of the first functor in the statement, and moreover, it is identified with
the localisation with respect to morphisms of the form Lcdh(Aƥ

X) → Lcdh(X).
Now we have commutative squares

D(Shvcdh(Cor(k),Z[ ƥp ])) //

��

D(Shvcdh(Cor(k),Z(`)))

��
D(Shvcdh(Cor(k),Z[ ƥp ]))/〈Lcdh(Aƥ

X)→ Lcdh(X)〉 // DMeff(k,Z[ ƥp ])

and the result follows from Section A.2.
Definition 5.3.10. For X ∈ Sch(k) we will denote byM(X)[ ƥp ] (resp. M

c(X)[ ƥp ])
the image of cequi(X/k, Ƥ) (resp. zequi(X/k, Ƥ)) in DMeff(k,Z[ ƥp ]) under the functor
D(Shvcdh(Cor(k),Z[ ƥp ]))→ DMeff(k,Z[ ƥp ]).

Proposition 5.3.11 (cf. [Voe00b, Theorem 4.1.10]). Let k be a perfect field
of exponential characteristic p. Suppose that X is a scheme of finite type and
F a presheaf with transfers on Sch(k). Then there is a canonical isomorphism

homDMeff(k,Z[ ƥp ])
(M(X)[ ƥp ],C∗(F|Sm(k))[ ƥp ]) ∼= Hi

cdh(X,C∗(F)cdh)[
ƥ
p ].

Proof. Use the description of DMeff(k,Z[ ƥp ]) as a localisation of D(Shvcdh(Cor(k),Z[ ƥp ]))
together with the analogue of [Voe00b, Proposition 3.1.9].

5.4 Bivariant cycle cohomology - After Friedlan-
der, Voevodsky

In this section we collect some results of [FV00] for which Theorem 5.3.1
allows us to remove the resolution of singularities assumption.

5.4.1 Bivariant cycle cohomology
Recall the following definition.
Definition 5.4.1 ([FV00, Definition 4.3]). Let X, Y be schemes of finite type
over a field k and r ≥ Ƥ be an integer. The bivariant cycle cohomology groups
of Y with coefficients in cycles on X are the groups

Ar,i(Y,X) = H−i
cdh(Y, (C∗(zequi(X, r))cdh)
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The notation Ar,i(X) is also used for the groups Ar,i(Spec(k),X).

Theorem 5.4.2 (cf. [FV00, Theorem 5.5]). Let k be a perfect field of expo-
nential characteristic p, let ` be a prime different from p, and suppose F is a
presheaf with transfers on Sch(k).

1. For any smooth scheme U and n ≥ Ƥ there are canonical isomorphisms

Hn
cdh(U,C∗(F)cdh)[

ƥ
p ]
∼= Hn

Zar(U,C∗(F|Sm(k))Zar)[ ƥp ],

Hn
cdh(U,C∗(F)cdh)⊗ Z(`)

∼= Hn
`dh(U,C∗(F)`dh)⊗ Z(`).

2. For any separated scheme of finite type X over k, and any n ≥ Ƥ the
projection X× Aƥ → X induces isomorphisms

Hn
cdh(X,C∗(F)cdh)[

ƥ
p ]
∼= Hn

cdh(X× Aƥ,C∗(F)cdh)[
ƥ
p ].

Proof. Due to the fact that we can calculate hypercohomology as hom groups
in derived categories of sheaves with transfers, Corollary 5.3.9 gives us

Hn
cdh(U,C∗(F)cdh)[

ƥ
p ] = Hn

Nis(U,C∗(F|Sm(k))Nis)[ ƥp ].

That the Nisnevich and Zariski hypercohomology are the same follow from
the hypercohomology spectral sequence and [FV00, Theorem 5.1(2)]. The
second equality also follows from the hypercohomology spectral sequence
and Theorem 3.4.17. The third equality also follows from Corollary 5.3.9
and calculating hypercohomology using hom’s in the derived categories of
sheaves with transfers.

Proposition 5.4.3 (cf. [FV00, Proposition 5.9]). Let k be a perfect field
of exponential characteristic p and let X, Y ∈ Sch(k). Then for all r, i the
homomorphisms

Ar,i(Y,X)[ ƥp ]→ Ar,i(Y× Aƥ,X)[ ƥp ]

induced by the projection are isomorphisms.

Proof. This is a special case of Theorem 5.4.2 with F = zequi(X, r).

Theorem 5.4.4 (cf. [FV00, Theorem 5.11]). Let k be a perfect field of
exponential characteristic p and let X ∈ Sch(k). Let Y ⊂ X be a closed
subscheme of X, and let Uƥ,UƦ be Zariski open subsets with X = Uƥ∪UƦ. Then
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there are canonical exact triangles (in the derived category of complexes of
sheaves on Sm(k)Zar) of the form

C∗(zequi(Y, r))Zar[
ƥ
p ]→ C∗(zequi(X, r))Zar[

ƥ
p ]

→ C∗(zequi(X− Y, r))Zar[ ƥp ]→ C∗(zequi(Y, r))Zar[
ƥ
p ][ƥ]

and

C∗(zequi(X, r))Zar[
ƥ
p ]→ C∗(zequi(Uƥ, r))Zar[ ƥp ]⊕ C∗(zequi(UƦ, r))Zar[ ƥp ]

→ C∗(zequi(Uƥ ∩ UƦ, r))Zar[ ƥp ]→ C∗(zequi(X, r))Zar[
ƥ
p ][ƥ].

Proof. We have a the sequence

Ƥ→ zequi(Y, r)→ zequi(X, r)→ zequi(X− Y, r)

where the right-most morphism becomes surjective after taking the associ-
ated cdh sheaves ([SV00b, Theorem 4.2.9], [SV00b, Theorem 4.3.1]). Hence,
by Theorem 5.3.1 after applying C∗(−)[ ƥp ] we get a short exact sequence of
complexes of Nisnevich sheaves on Sm(S). That this is also a short exact
sequence of complexes of Zariski sheaves is [FV00, Lemma 4.1] and [FV00,
Theorem 5.1].

The proof for the second sequence is the same using [SV00b, Corollary
4.3.2] instead of [SV00b, Theorem 4.3.1].
Corollary 5.4.5 (cf. [FV00, Corollary 5.12]). With the notation and as-
sumptions of Theorem 5.4.4 for any scheme U ∈ Sch(k) there are long exact
sequences

. . .Ar,i(U, Y)[ ƥp ]→ Ar,i(U,X)[ ƥp ]→ Ar,i(U,X− Y)[ ƥp ]→ Ar,i−ƥ(U, Y)[ ƥp ]→ . . .

and

. . .Ar,i(U,X)[ ƥp ]→ Ar,i(U,Uƥ)[
ƥ
p ]⊕ Ar,i(U,UƦ)[

ƥ
p ]→ Ar,i(U,Uƥ ∩ UƦ)[

ƥ
p ]

→ Ar,i−ƥ(U,X)[ ƥp ]→ . . .

Proof. Use Theorem 5.4.4 Corollary 5.3.9, and the fact that we can calculate
hypercohomology in the derived category of sheaves with transfers.
Theorem 5.4.6 (cf. [FV00, Theorem 5.13]). Let k be a perfect field of
exponential characteristic p and let X ∈ Sch(k). Let Z ⊂ X be a closed
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immersion and X′ → X a proper morphism in Sch(k) such that X′ → X is an
isomorphism outside of Z. Let Z′ = Z×X X′. Then there is a canonical exact
triangle (in the derived category of complexes of sheaves on Sm(k)Zar)

C∗(zequi(Z
′, r))Zar[ ƥp ]→ C∗(zequi(Z, r))Zar[

ƥ
p ]⊕ C∗(zequi(X

′, r))Zar[ ƥp ]

→ C∗(zequi(X, r))Zar[
ƥ
p ]→ C∗(zequi(Z

′, r))Zar[ ƥp ][ƥ].

Proof. Exactly the same as for Theorem 5.4.4 using [SV00b, Proposition
4.3.3] instead of [SV00b, Theorem 4.3.1].

Corollary 5.4.7 (cf. [FV00, Corollary 5.14]). With the notation and as-
sumptions of Theorem 5.4.6, for any scheme U ∈ Sch(k) there is a canonical
long exact sequence of the form

. . .Ar,i(U,Z′)[ ƥp ]→ Ar,i(U,Z)[ ƥp ]⊕ Ar,i(U,X′)[ ƥp ]→ Ar,i(U,X)[ ƥp ]

→ Ar,i−ƥ(U,Z′)[ ƥp ]→ . . .

Proof. As for Corollary 5.4.5.

5.4.2 Duality
We now turn to the section on Duality.

Remark 5.4.8. We recall that all the material in the subsection “The moving
lemma” [FV00, Section 6] apply to varieties over an arbitrary field k. This
is pointed out in the first paragraph of that section. This is also true of
[FV00, Theorem 7.1]. The assumption that the base field admits resolution
of singularities is said to resume between [FV00, Theorem 7.1] and [FV00,
Lemma 7.2], but the latter doesn’t use it (if we take the smoothness of U as
an assumption). It is needed for [FV00, Proposition 7.3] and the material
which follows it.

Definition 5.4.9 (cf. [FV00, after Proposition 2.1]). For X,U ∈ Sch(S) and
r ≥ Ƥ the presheaf zequi(U,X, r) on Sch(S) is defined as

zequi(U,X, r)(−) = zequi(X/S, r)(−×S U).

That is, it is the composition of zequi(X, r) with the endomorphism −×S U of
the category Cor(S).
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Recall that the correspondence homomorphisms [SV00b, Section 3.7] in-
duce a morphism of presheaves [SV00b, Corollary 3.7.5]

Cor(−,−) : zequi(U,X, r)⊗ zequi(U/S, n)→ zequi(X×S U/S, n).

If U ∈ Sch(k) is flat and equidimensional over S of dimension n, then U
determines an element cyclU/S(U) in zequi(U/S, n). That is, a global section
of the presheaf zequi(U/S, n). Evaluating Cor(−,−) on this section defines a
morphism of presheaves

D : zequi(U,X, r)→ zequi(X×S U, r+ n).

Lemma 5.4.10. The morphism D is always injective. Furthermore, it is co-
variantly functorial in X for proper morphisms via the proper push-forward,
contravariantly functorial in X for flat equidimensional morphisms (r obvi-
ously increases by the relative dimension of the morphism), and contravari-
antly functorial in U with respect to flat equidimensional morphisms (with
the appropriate change in n)

Proof. For the injectivity we recall the definition of Cor(−,−). Given a cycle
β =

∑
nizi ∈ zequi(U/S, n)(S) with ιi : zi → U the canonical closed immersions,

and a cycle α ∈ zequi(X/S, r)(U) we obtain cycles ι~i α ∈ zequi(X/S, r)(zi) for each
i. These are formal sums of points of zi ×S X, which we can also consider as
formal sums of points of U ×S X. The definition of Cor(α, β) is Cor(α, β) =∑

niι~i α considered as a formal sum of points in U×SX. Now if β is of the form
cyclU/S(U) then the morphism qzi → U is birational and so ⊕ι~i is injective.
Since we are dealing with free abelian groups, ⊕niι~i is also injective, and
finally, for each i, the points in the formal sum ι~i α considered as points in
U ×S X lie over the generic point zi of U. Hence, each of the formal sums
ι~i α contains distinct points. So D is injective when evaluated on S. To see
that it is injective on every scheme f : V → S in Sch(S) we just replace S
with V, U with U ×S V and X with X ×S V. Since U is flat over S we have
f~cyclU/S(U) = cyclV×SU/V(V×S U).

The functoriality in X is an immediate consequence of [SV00b, Proposition
3.6.2] and [SV00b, Lemma 3.6.4]. For the contravariance in U suppose that
p : U′ → U is a flat equidimensional S-morphism of relative dimension m. We
have an induced morphism or presheaves

zequi(U,X, r)→ zequi(U′,X, r)
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given on V by the appropriate (U′×SV→ U×SV)~ and morphism of presheaves

zequi(U/S, r)→ zequi(U′/S, r+ m)

zequi(X×S U/S, r)→ zequi(X×S U′/S, r+ m)

given by the flat pullbacks [SV00b, Lemma 3.6.4]. By [SV00b, Lemma 3.7.2]
these fit into a commutative square

zequi(U,X, r)⊗ zequi(U/S, n)
Cor(−,−) //

p~⊗p∗
��

zequi(X×S U/S, n)

p∗

��
zequi(U′,X, r)⊗ zequi(U′/S, n+ m)

Cor(−,−)
// zequi(X×S U′/S, n+ m)

Now since p∗cyclU/S(U) = cyclU′/S(U′) we are done.

For the convenience of the reader we reproduce the following theorem.

Theorem 5.4.11 ([FV00, Theorem 7.1]). Let X, Y be smooth projective equidi-
mensional schemes over a field k. Then the embedding of presheaves

D : zequi(Y,X, r)→ zequi(X×k Y, r+ n)

induces a quasi-isomorphism of presheaves on Sm(k) after applying C∗(−).

We wish to extend this theorem to non-smooth non-projective quasi-projective
schemes. To do this we use the presheaves zeff(X, n) and zeff(U,X, n) (with
U,X ∈ Sch(k), n ≥ Ƥ) which are the subpresheaves of z(X, n) and z(U,X, n)
consisting of those cycles of the form

∑
nizi with all ni ≥ Ƥ.

Definition 5.4.12. Suppose that

1. k is a perfect field of exponential characteristic p,

2. U,X, Y are proper schemes in Sch(k), with U equidimensional of dimen-
sion n,

3. U→ U, X→ X are open immersions,

4. Y→ X is a proper morphism,
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Given U,X we can always find a suitable U,X [Nag62]. We define αeffY as the
morphism of presheaves of abelian monoids

αeffY : zeff(U×k Y, r+ n)→ zeff(U×k X, r+ n)

which is the composition of the proper push-forward

zeff(U×k Y, r+ n)→ zeff(U×k X, r+ n)

and the flat pullback

zeff(U×k X, r+ n)→ zeff(U×k X, r+ n).

We also define the corresponding morphism of presheaves of abelian groups

αY : zequi(U×k Y, r+ n)→ zequi(U×k X, r+ n).

The presheaf of abelian monoids Φeff
Y is the presheaf which fits into the fol-

lowing cartesian diagram

Φeff
Y

//

��

zeffequi(U,X, r)

��
zequi(U× Y, r+ n) α

// zequi(X×k U, r+ n)

and the subpresheaf of abelian groups

δY : ΦY → zequi(U×k Y, r+ n)

is defined to be the subpresheaf of abelian groups generated by the sub-
presheaf of abelian monoids Φeff

Y .

Hence, we have a corresponding commutative square

ΦY
//

δY
��

zequi(U,X, r)

D
��

zequi(U× Y, r+ n) α
// zequi(X×k U, r+ n)

(5.3)

of presheaves of abelian groups. Voevodsky-Friedlander warn us that this is
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not in general cartesian [FV00, before Lemma 7.2] but that it is in the case
that Y = X.
Example 5.4.13. Consider the case U = U,X = X and Y = Xq X. Let α be
any cycle in zeff(X×kU, r+ n) that is not in zeff(U,X, r). Then (α,−α) is in the
pullback of the square (5.3) but not in ΦY.
Lemma 5.4.14 (cf. [FV00, proof of Theorem 7.4]). With the notation
and assumptions of Definition 5.4.12 the morphism δX induces a quasi-
isomorphism of complexes of abelian groups after applying C∗(−)(k)[ ƥp ] if
and only if D does.
Proof. We use the following diagram of morphisms of presheaves

Ƥ // ker′ //

a
��

ΦX
//

δX
��

zequi(U,X) //

D
��

cokerƥ //

c
��

Ƥ

Ƥ // ker(αX) // zequi(U×k X) αX
// zequi(U×k X) // cokerƦ // Ƥ

where we have used the abbreviations

zequi(U,X) = zequi(U,X, r)

zequi(U×k X) = zequi(U×k X, r+ n)

zequi(U×k X) = zequi(U×k X, r+ n)

Since D is a monomorphism and the square involving δX and D is cartesian,
the morphism a is an isomorphism and the other vertical morphisms are all
monomorphisms. Hence, it suffices to show that C∗(cokeri)(k)[

ƥ
p ] is acyclic for

i = ƥ, Ʀ. By Theorem 5.3.1 it suffices to show that (cokeri)cdh = Ƥ for i = ƥ, Ʀ
and since c is a monomorphism we can restrict our attention to i = Ʀ. This
is a standard application of the platification theorem (Theorem 2.2.16) as
described in [SV00b, Theorem 4.3.1] and [SV00b, Theorem 4.2.9].
Proposition 5.4.15 (cf. [FV00, Proposition 7.3]). With the notation and
assumptions of Definition 5.4.12 suppose further that Y and U are smooth.
Then the morphism δY induces a quasi-isomorphism of complexes of abelian
groups after applying C∗(−)(k).
Proof. This is the first case treated in the proof of [FV00, Proposition 7.3].
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Theorem 5.4.16 (cf. [FV00, Theorem 7.4]). Suppose that k is a perfect field,
p its exponential characteristic, U a reduced quasi-projective equidimensional
scheme of dimension n over k, and X a scheme of finite type over k. Then
for any r ≥ Ƥ the embedding

D : zequi(U,X, r)→ zequi(X×k U, r+ n)

induces a quasi-isomorphism of complexes of abelian groups after applying
C∗(−)(k)[ ƥp ].

Proof. We can assume that X is reduced as the canonical morphism Xred → X
induce isomorphisms of all the presheaves involved.

Choose embeddings of U and X as open subschemes of proper k-schemes
U→ U, X→ X [Nag62] so that we are in the situation of Definition 5.4.12. By
Lemma 5.4.14 it suffices to show that δX induces a quasi-isomorphism after
applying C∗(−)(k)[ ƥp ]. We will show that we obtain a quasi-isomorphism after
applying C∗(−)(k)⊗ Z(`) for each ` 6= p.

Let U′ → U and X′ → X be morphisms given by Theorem 3.2.12 and let
V→ X (resp. W→ U) be an open immersion such that the induced morphism
V ×X X′ → V (resp. W ×U U′ → W) is finite flat surjective locally (on the
target) of degree prime to `. Define V′ = V×X X

′ and W′ = W×U U′.
Replacing U and X with W and V and using Lemma 5.4.14 again if suffices

to show that

D ⊗ Z(`) : zequi(W,V, r)⊗ Z(`) → zequi(V×k W, r+ n)⊗ Z(`)

induces a quasi-isomorphism after applying C∗(−)(k). Now D is functorial
with respect to flat pullback and proper push-forward (Lemma 5.4.10), and
so since the degrees of our flat finite surjective morphisms are invertible in
Z(`), this D just mentioned is a retraction of

D ⊗ Z(`) : zequi(W′,V′, r)⊗ Z(`) → zequi(V′ ×k W′, r+ n)⊗ Z(`)

(cf. [SV00b, Lemma 2.3.5]). So it suffices to show that this latter induces
a quasi-isomorphism after applying C∗(−)(k). Now W′ and V′ are open sub-
schemes of U′ and X′ respectively which are both smooth and proper over k.
Using Lemma 5.4.14 a final time we reduce to showing that

δX′ ⊗ Z(`) : ΦX′ ⊗ Z(`) → zequi(X
′ ×k U

′
, r+ n)⊗ Z(`)

151



induces a quasi-isomorphism after applying C∗(−)(k). This is given by Propo-
sition 5.4.15.

Corollary 5.4.17. Suppose that k is a perfect field, p its exponential char-
acteristic, U a reduced quasi-projective equidimensional scheme of dimension
n over k, and X a scheme of finite type over k. Then for any r ≥ Ƥ the
embedding

D : zequi(U,X, r)→ zequi(X×k U, r+ n)

induces a quasi-isomorphism after applying C∗(−)[ ƥp ] of complexes of presheaves
on the category of quasi-projective smooth k-schemes.

Proof. For any smooth scheme V of dimension m we have

hi(zequi(U,X, r))(V)[
ƥ
p ] // hi(zequi(X×k U, r+ n))(V)[ ƥp ]

hi(zequi(X, r))(V×k U)[ ƥp ] hi(zequi(V,X×k U, r+ n))(k)[ ƥp ]

∼=
��

hi(zequi(U×k V,X, r))(k)[ ƥp ] ∼=
// hi(zequi(X×k U×k V, r+ n+ m))(k)[ ƥp ]

where the isomorphisms are given by Theorem 5.4.16.

5.4.3 Properties
Definition 5.4.18 (cf. [FV00, Beginning of Section 4]). If F is a presheaf on
Sch(k) or Sm(k) recall that [FV00] denote by hi(F) the homology presheaves
of the complex of presheaves C∗(F).

Theorem 5.4.19 (cf. [FV00, Theorem 8.1]). Let k be a perfect field of expo-
nential characteristic p, let U be a smooth quasi-projective scheme over k and
X a separated scheme of finite type over k. Then the natural homomorphisms
of abelian groups

hi(zequi(X, r))(U)[
ƥ
p ]→ Ar,i(U,X)[ ƥp ]

are isomorphisms for all i ∈ Z.

Proof. The proof of [FV00, Theorem 8.1] works fine after applying (−)[ ƥp ] to
everything.
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Theorem 5.4.20 (cf. [FV00, Theorem 8.2]). Let k be a perfect field of
exponential characteristic p, let U be a smooth scheme of pure dimension n
over k, and let X, Y be separated schemes of finite type over k. Then there are
canonical isomorphisms

Ar,i(Y× U,X)[ ƥp ]
∼→ Ar+n,i(Y,X× U)[ ƥp ].

Proof. We begin with canonical morphisms

H−i
cdh(Y,C∗(zequi(U,X, r))cdh)→ H−i

cdh(Y×k U,C∗(zequi(X, r))cdh).

Let p : U → k denote the projection. We have two canonical left exact
functors

Shvcdh(Sch(U))
p∗→ Shvcdh(Sch(k))

Γ(Y,−)→ Ab

where the first is composition with the functor − ×k U : Sch(k) → Sch(U)
and the second is evaluation at Y. Let G = p∗, F = Γ(Y,−), and K =
C∗(zequi(X, r))cdh. Then the hypercohomology groups on the left are

Hi−ƥRF(G(K))

and the hypercohomology groups on the right are

Hi−ƥR(FG)(K) = Hi−ƥRF(RG(K)).

Our morphism is induced by the canonical morphism G(K)→ RG(K). Notice
that these are natural in Y.

To show that these canonical morphisms are isomorphisms (after (−)[ ƥp ]),
it suffices to do so after − ⊗ Z(`) for each prime ` different from p. As we
are dealing with presheaves with transfers, we can replace the cdh topology
with the `dh topology, and so we are now trying to show that the canonical
morphisms

H−i
`dh(Y,C∗(zequi(U,X, r))`dh)⊗ Z(`) → H−i

`dh(Y×k U,C∗(zequi(X, r))`dh)⊗ Z(`)

are isomorphisms. Due to the theorem of Gabber (Corollary 3.2.13) it suffices
to consider the case when Y is smooth and quasi-projective, and indeed we
can also replace Sch(k) by Sm(k). In this case, we claim that, in the notation
used above, G(K) → RG(K) is an isomorphism in the derived category of
complexes of `dh sheaves. For this morphism to be an isomorphism it suffices
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that it induces isomorphisms after applying H−i(V,−) for each smooth quasi-
projective V. That is, we have returned to the following version of our initial
morphism

H−i
`dh(Y,C∗(zequi(U,X, r))`dh)⊗ Z(`) → H−i

`dh(Y×k U,C∗(zequi(X, r))`dh)⊗ Z(`)

but now assuming that Y is smooth and quasi-projective and that we are on
the `dh site Sm(k). We have the morphism

D : zequi(U,X, r)→ zequi(X×k U, r+ n)

and Corollary 5.4.17 tells us that this induces a quasi-isomorphism of presheaves
on Sm(k) after applying C∗(−) ⊗ Z(`) and hence it suffices to show that the
induced morphism

H−i
`dh(Y,C∗(zequi(X×kU, r+ n))`dh)⊗Z(`) → H−i

`dh(Y×kU,C∗(zequi(X, r))`dh)⊗Z(`)

is an isomorphism. By definition, this morphism is the morphism

Ar+n,i(Y,X×k U)⊗ Z(`) → Ar,i(Y×k U,X)⊗ Z(`).

Our result now follows from Theorem 5.4.19 using the following diagram.

Ar+n,i(Y,X×k U)⊗ Z(`)

Ʃ.ƨ.ƥƭ

// Ar,i(Y×k U,X)⊗ Z(`)

Ʃ.ƨ.ƥƭ

hi(zequi(X, r))(Y×k U)

hi(zequi(X×k U, r+ n))(Y) hi(zequi(U,X, r))(Y)Ʃ.ƨ.ƥƫ

Theorem 5.4.21 (cf. [FV00, Theorem 8.3]). Let k be a perfect field of
exponential characteristic p and let X, Y be separated schemes of finite type
over k.

1. (Homotopy invariance) The pull-back homomorphism zequi(X, r)→ zequi(X×
Aƥ, r+ ƥ) induces for any i ∈ Z an isomorphism

Ar,i(Y,X)[ ƥp ]→ Ar+ƥ,i(Y,X× Aƥ)[ ƥp ].
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2. (Suspension) Let
p : X× Pƥ → X

i : X→ X× Pƥ

be the natural projection and closed embedding. Then the morphism

i∗ ⊕ p∗ : zequi(X, r+ ƥ)⊕ zequi(X, r)→ zequi(X× Pƥ, r+ ƥ)

induces an isomorphism

Ar+ƥ,i(Y,X)[ ƥp ]⊕ Ar,i(Y,X)[ ƥp ]→ Ar+ƥ,i(Y,X× Pƥ)[ ƥp ].

3. (Cosuspension) There are canonical isomorphisms:

Ar,i(Y× Pƥ,X)[ ƥp ]
∼→ Ar+ƥ,i(Y,X)[ ƥp ]⊕ Ar,i(Y,X)[ ƥp ].

4. (Gysin) Let Z ⊂ U be a closed immersion of smooth schemes everywhere
of codimension c in U. Then there is a canonical long exact sequence
of abelian groups of the form

. . .Ar+c,i(Z,X)[ ƥp ]→ Ar,i(U,X)[ ƥp ]→ Ar,i(U− Z,X)[ ƥp ]

→ Ar+c,i−ƥ(Z,X)[ ƥp ]→ . . .

Proof. 1. Follows from Theorem 5.4.19 and homotopy invariance (Propo-
sition 5.4.3).

2. Follows from the localisation sequence (Corollary 5.4.5) and the first
part.

3. Follows from Theorem 5.4.19 and the second part.

4. Follows from Theorem 5.4.19 and (Corollary 5.4.5).

5.5 Triangulated categories of motives over a field
- After Voevodsky

In this section we show how Theorem 5.3.1 can be used to lift the assumption
of resolution of singularities on all of the results in [Voe00b], if we are willing
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to work Z[ ƥp ]-linearly. The principle is that every time Voevodsky assumes
the existence of a smooth cdh cover we can use the existence of a smooth
`dh-cover, and the only other way he uses resolution of singularities is via
[Voe00b, Theorem 4.1.2] which we replace with Theorem 5.3.1.

Definition 5.5.1. We define DMeff
gm(k,Z[ ƥp ]) as the full triangulated subcate-

gory of compact objects in DMeff(k,Z[ ƥp ]). The category DMgm(k,Z[ ƥp ]) is ob-
tained by formally adjoining a tensor inverse to Z[ ƥp ](ƥ) as is done for Chow
motives.

Lemma 5.5.2 (cf. [Voe00b, Corollary 4.1.4]). Let k be a perfect field of
exponential characteristic k. Then DMeff

gm(k,Z[ ƥp ]) contains M(X)[ ƥp ] for any
scheme X of finite type over k.

Proof. Follows immediately from Corollary 5.3.9.

Proposition 5.5.3 (cf. [Voe00b, Corollary 3.5.5]). Let k be a perfect field of
exponential characteristic p. Then DMeff

gm(k,Z[ ƥp ]) is generated as a pseudo-
abelian triangulated category by objects of the form M(X)[ ƥp ] for smooth pro-
jective varieties X over k.

Proof. We will show that the image of the family SP = {M(X)[ ƥp ] : X is
smooth and projective } in DMeff(k,Z(`)) is a compact generating family for
every prime ` different from p. It then follows from Lemma A.2.15 that the
smallest triangulated category of DMeff(k,Z[ ƥp ]) containing SP is in fact the
full subcategory of compact objects.

Let P denote the smallest pseudo-abelian triangulated subcategory of
DMeff(k,Z(`)) containing objects of the form M(X)(`) for smooth projective
varieties X over k. As L = {M(X)(`) : X is smooth } is a compact generating
family for DMeff(k,Z(`)), the smallest triangulated category containing L is
the full subcategory of compact objects of DMeff(k,Z(`)). So it suffices to
show that every M(X)(`) with X smooth (but not necessarily projective) is
contained in P. We will do so by induction on the dimension of X. Suppose
it is true for all smooth schemes of dimension strictly less than d and let X be
a smooth scheme of dimension d. Due to the Mayer-Vietoris distinguished
triangles [Voe00b, Lemma 2.1.2] it suffices to consider X quasi-projective.
Let X → X be a compactification of X and Y → X a morphism given by
Theorem 3.2.12. So Y is a smooth projective variety and there exists a dense
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open subscheme U ⊂ X such that U×XY→ U is finite flat surjective of degree
prime to `.

We claim that for any dense open embedding V→ V′ of smooth schemes,
Mgm(V) is in P if and only if Mgm(V′) is in P. Assuming this claim we
proceed as follows. By definition of P it contains Y. Due to our claim,
Mgm(U×XY) is in P. By the degree formula for correspondences and the fact
that we are working Z(`)-linearly, Mgm(U) is a retract of Mgm(U ×X Y). Since
P is pseudo-abelian, this implies that Mgm(U) is in P. Finally, by using our
claim again, this implies that Mgm(X) is in P.

It remains to prove our claim. Let V → V′ be a dense open embedding
of smooth schemes. Since the base field is perfect, every reduced scheme
contains an open dense smooth scheme. Consequently, there exists a sequence
V = VƤ ⊂ Vƥ ⊂ · · · ⊂ Vn = V′ of dense open immersions such that each
Vi − Vi−ƥ is smooth and everywhere of codimension ci for some ci. Then our
claim follows from the inductive hypothesis and the triangles

Mgm(Vi−ƥ)→ Mgm(Vi)→ Mgm(Vi − Vi−ƥ)(ci)[Ʀci]→ Mgm(Vi−ƥ)[ƥ]

given by [Voe00b, Proposition 3.5.4].
Proposition 5.5.4 (cf. [Voe00b, Proposition 4.1.3]). Consider a cartesian
square of morphisms of schemes of finite type over k of the form

Z′ //

��

X′

p
��

Z i
// X

(5.4)

such that p is proper, i is a closed immersion, and p is an isomorphism over
X − Z. Then there is a canonical distinguished triangle in DMeff(k,Z[ ƥp ]) of
the form

M(Z′)[ ƥp ]→ M(Z)[ ƥp ]⊕M(X′)[ ƥp ]→ M(X)[ ƥp ]→ M(Z′)[ ƥp ][ƥ].

Proof. Follows from the following short exact sequence of cdh sheaves ([SV00b,
Theorem 4.2.9], [SV00b, Proposition 4.3.3]) and our definitions.

Ƥ→ cequi(Z′/k, Ƥ)cdh → cequi(Z/k, Ƥ)cdh ⊕ cequi(X′/k, Ƥ)cdh → cequi(X/k, Ƥ)cdh → Ƥ.
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Proposition 5.5.5 (cf. [Voe00b, Proposition 4.1.5]). Let k be a perfect field
of exponential characteristic p and X a scheme of finite type over k. Let Z be
a closed subscheme of X. Then there is a canonical distinguished triangle in
DMeff(k,Z[ ƥp ]) of the form

Mc(Z)[ ƥp ]→ Mc(X)[ ƥp ]→ Mc(X− Z)[ ƥp ]→ Mc(Z)[ ƥp ][ƥ].

If X is proper then there is a canonical isomorphism Mc(X)[ ƥp ] ∼= M(X)[ ƥp ].

Proof. The second statement follows from the equality cequi(X/k, Ƥ) = zequi(X/k, Ƥ)
when X is proper. The proof of the first is the same as that of Proposi-
tion 5.5.4 with zequi, z replacing cequi, c and the short exact sequence [SV00b,
Theorem 4.3.1] replacing [SV00b, Theorem 4.3.3].

Lemma 5.5.6 (cf. [Voe00b, Corollary 4.1.6]). Let k be a perfect field of
exponential characteristic k. Then DMeff

gm(k,Z[ ƥp ]) contains Mc(X)[ ƥp ] for any
scheme X of finite type over k.

Proof. Follows immediately from Lemma 5.5.2 and Proposition 5.5.5 using a
compactification [Nag62].

Proposition 5.5.7. Let k be a perfect field of exponential characteristic p.
Suppose that Mƥ,MƦ : Cor(k)op → T are functors to a Z[ ƥp ]-linear triangulated
category. Let η : Mƥ → MƦ be a natural transformation between these functors.
Suppose further, that for every cartesian square of the form (5.4) such that p
is proper, i is a closed immersion, and p is an isomorphism over X−Z, there
exist morphisms μi : Mi(X)→ Mi(Z′)[ƥ] for i = ƥ, Ʀ such that the triangles

Mi(Z′)→ Mi(Z)⊕Mi(X′)→ Mi(X)
μi→ Mi(Z′)[ƥ].

are distinguished for i = ƥ, Ʀ and the squares

Mƥ(X) //

��

Mƥ(Z′)[ƥ]

��
MƦ(X) // MƦ(Z′)[ƥ]

are commutative. Then if η is an isomorphism for every smooth scheme, it
is an isomorphism for every scheme.
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Proof. After Lemma A.2.14 it suffices to show that the statement is true for
every Z(`)-linear triangulated category for each prime ` different to p. We
will work by induction on the dimension of X. The natural transformation η
can be seen to be an isomorphism in dimension zero by considering the dis-
tinguished triangle with Z = X′ = Xred. So suppose that η is an isomorphism
for all schemes of dimension less than n, and let X be a scheme of dimension
n. Let Y→ X be a morphism given by Theorem 3.2.12 and X̃→ X a blow-up
such that the proper transform Ỹ → X̃ is flat (Theorem 2.2.16). Let Z,W
be closed subschemes of X, Y such that the dimensions of Z,W,Z ×X X̃ and
W ×Y Ỹ are less than n, and X̃ → X (resp. Ỹ → Y) is an isomorphism over
X−Z (resp. Y−W). Then considering the associated distinguished triangles,
to show that Mƥ(X) → MƦ(X) (resp. Mƥ(Ỹ) → MƦ(Ỹ)) is an isomorphism,
due to the induction hypothesis, it suffices to show that Mƥ(X̃) → MƦ(X̃)
(resp. Mƥ(Y)→ MƦ(Y)) is an isomorphism. Since Y is smooth, it follows that
Mƥ(Ỹ) → MƦ(Ỹ) is an isomorphism. Now since Y → X is generically finite
surjective of degree prime to `, the flat morphism Ỹ → X̃ is globally finite
surjective and locally of degree prime to `. In particular, asMƥ,MƦ are natural
in Cor(k) and we are working Z(`) linearly, the morphism Mƥ(X̃)→ MƦ(X̃) is a
retract of Mƥ(Ỹ)→ MƦ(Ỹ) (Proposition 2.5.8 - traces). Hence, Mƥ(X̃)→ MƦ(X̃)
is an isomorphism, and therefore Mƥ(X)→ MƦ(X) is an isomorphism.

Proposition 5.5.8 (cf. [Voe00b, Proposition 4.1.7]). Let k be a perfect field
of exponential characteristic p. Let X, Y be schemes of finite type over k. In
DMeff(k,Z[ ƥp ]) there are canonical isomorphisms:

M(X)[ ƥp ]⊗M(Y)[ ƥp ] ∼= M(X×k Y)[ ƥp ] and

Mc(X)[ ƥp ]⊗Mc(Y)[ ƥp ] ∼= Mc(X×k Y)[ ƥp ].

Proof. Due to Proposition 5.5.7, for the first isomorphism it is sufficient to
give an isomorphism

cequi(X/k, Ƥ)cdh
tr
⊗ cequi(Y/k, Ƥ)cdh → cequi(X×k Y/k, Ƥ)cdh

in Shvcdh(Cor(k)). This follows immediately from the definition of
tr
⊗ as the

functor induced by the left Kan extension along Cor(k)× Cor(k)→ Cor(k).
For the second isomorphism, use compactifications [Nag62] and Proposi-

tion 5.5.5.
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Corollary 5.5.9 (cf. [Voe00b, Corollary 4.1.8]). Let k be a perfect field of
exponential characteristic p. For any scheme X of finite type over k one has
canonical isomorphisms

M(X× Aƥ)[ ƥp ]
∼= M(X)[ ƥp ] and

Mc(X× Aƥ)[ ƥp ]
∼= Mc(X)[ ƥp ](ƥ)[Ʀ].

In particular, we have
Mc(An)[ ƥp ]

∼= Z[ ƥp ](ƥ)[Ʀ].

Proof. After Proposition 5.5.8 it is sufficient to show that

M(Aƥ)[ ƥp ]
∼= Z[ ƥp ], and

Mc(Aƥ)[ ƥp ]
∼= Z[ ƥp ](ƥ)[Ʀ].

The first follows from the definition of DMeff(k,Z[ ƥp ]) as we have inverted
Aƥ

k → k. The second follows from the definition of the Tate object and
Proposition 5.5.5.

Corollary 5.5.10 (cf. [Voe00b, Corollary 4.1.11]). Let k be a perfect field of
exponential characteristic p and X a scheme of finite type over k. Let E be
a vector bundle on X. Denote by p : P(E) → X the projective bundle over X
associated with E. Then one has a canonical isomorphism in DMeff(k,Z[ ƥp ])
of the form

M(P(E))[ ƥp ] ∼= ⊕
dim E−ƥ
n=Ƥ M(X)[ ƥp ](n)[Ʀn].

Proof. The proof of [Voe00b, Corollary 4.1.11] works fine with the usual
adjustments to use the theorem of Gabber as done in Proposition 5.5.8.

Proposition 5.5.11 (cf. [Voe00b, Proposition 4.2.3, Corollaries 4.2.4, 4.2.5,
4.2.6, 4.2.7, Theorem 4.3.2]). Let k be a perfect field of exponential charac-
teristic p and X, Y schemes of finite type over k.

1. For any r ≥ Ƥ there are canonical isomorphisms

homDMeff(k,Z[ ƥp ])
(M(Y)[ ƥp ](r)[Ʀr+ i],Mc(X)[ ƥp ]) ∼= Ar,i(Y,X)[ ƥp ].
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2. If f : X→ Y is a flat equidimensional morphism of relative dimension n
then there is a canonical morphism in DMeff(k,Z[ ƥp ]) of the form

f∗ : Mc(Y)[ ƥp ](n)[Ʀn]→ Mc(X)[ ƥp ]

and these morphisms satisfy the standard properties of the contravariant
functoriality of algebraic cycles.

3. If X happens to be smooth, and we denote by Ai(X) the group of cycles
of codimension i on X modulo rational equivalence, then there is a
canonical isomorphism

Ai(X)[ ƥp ] ∼= homDMeff(k,Z[ ƥp ])
(M(X)[ ƥp ],Z[

ƥ
p ](i)[Ʀi]).

4. If X, Y are smooth and proper then one has

homDMeff(k,Z[ ƥp ])
(M(X)[ ƥp ],M(Y)[ ƥp ]) ∼= Adim(X)(X×k Y)

homDMeff(k,Z[ ƥp ])
(M(X)[ ƥp ],M(Y)[ ƥp ][i]) = Ƥ for i > Ƥ.

5. If X is smooth then there is a canonical isomorphism

hom(M(X)[ ƥp ],M
c(Y)[ ƥp ]) ∼= C∗(zequi(X, Y, Ƥ)).

6. Suppose that k is a perfect field of exponential characteristic p. Let X
be a smooth proper scheme of dimension n over k. The morphism

M(X)[ ƥp ]→ hom(M(X)[ ƥp ],Z[
ƥ
p ](n)[Ʀn])

induced by the diagonal X→ X× X (5.5.11(3)) is an isomorphism.

Proof. The proofs in [Voe00b] go through without changes.

We recall Voevodsky’s Cancellation Theorem.

Theorem 5.5.12 ([Voe10, Corollary 4.10]). Suppose that k is a perfect field.
Then for any K, L ∈ DMeff(k) the map

hom(K, L)→ hom(K(ƥ), L(ƥ))
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is a bijection.
Proposition 5.5.13 (cf. [Voe00b, Proposition 4.3.3]). Let k be a perfect field
of exponential characteristic p. Let X be a scheme of finite type of dimension
n over k. Then for any n, r ≥ Ƥ the morphism

hom
(
M(X)[ ƥp ],Z[

ƥ
p ](n)

)
(r)→ hom

(
M(X)[ ƥp ],Z[

ƥ
p ](n+ r)

)
is an isomorphism.
Proof. For any A we have the following isomorphisms given by Theorem 5.5.12:

hom(A(r), hom
(
M(X)[ ƥp ],Z[

ƥ
p ](n)

)
(r)) hom(A(r), hom

(
M(X)[ ƥp ],Z[

ƥ
p ](n+ r)

)
)

hom(A(r)⊗M(X)[ ƥp ], Z[ ƥp ](n+ r))

hom(A, hom
(
M(X)[ ƥp ],Z[

ƥ
p ](n)

)
) hom(A⊗M(X)[ ƥp ], Z[ ƥp ](n))

Taking A = hom(M(X)[ ƥp ],Z[
ƥ
p ](n)), the identity idA(r) induces the desired mor-

phism, and moreover, this morphism is natural in X. We then use Propo-
sition 5.5.7 (together with Proposition 5.5.4) to reduce to the case when X
is smooth, in which case it follows from Proposition 5.5.11(1) and Theo-
rem 5.4.20.
Theorem 5.5.14 (cf. [Voe00b, Theorem 4.3.7]). Let k be a perfect field
of exponential characteristic p. Then DMgm(k,Z[ ƥp ]) has an internal hom.
Setting A∗ = homDMgm(k,Z[

ƥ
p ])
(A,Z[ ƥp ]) one has:

1. For any object A in DMgm(k,Z[ ƥp ]) the canonical morphism A → (A∗)∗

is an isomorphism.

2. For any pair of objects A,B of DMgm(k,Z[ ƥp ]) there are canonical mor-
phisms

(A⊗ B)∗ = A∗ ⊗ B∗

hom(A,B) = A∗ ⊗ B.
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3. For a smooth scheme X of pure dimension n over k one has canonical
isomorphisms

M(X)[ ƥp ]
∗ ∼= Mc(X)[ ƥp ](−n)[−Ʀn]

Mc(X)[ ƥp ]
∗ ∼= M(X)[ ƥp ](−n)[−Ʀn].

5.6 Higher Chow Groups and Étale Cohomology –
After Suslin

Our goal in this section is to relate Bloch’s higher Chow groups of varieties
over an perfect field to étale cohomology. We follow Suslin’s article [Sus00]
very closely, but we replace the theorem of Voevodsky [Sus00, Theorem 3.1]
he cites with a Z[ ƥp ]-version that uses Gabber’s theorem on alterations instead
of resolution of singularities.

For the rest we follow his strategy to the letter. In Section 1 and Section
2 of [Sus00] Suslin shows that the higher Chow groups of an affine equidi-
mensional separated scheme of finite type over a field can be calculated using
equidimensional cycles. This is valid with integral coefficients and no restric-
tions on the base field. In Section 3 he generalises this, showing that the
higher Chow groups of any quasi-projective scheme X of characteristic zero
can be calculated as the Suslin homology of the presheaves zequi(X/Spec(k),−).
This is proven using induction on the dimension, a localisation long exact se-
quence, the result for affine varieties, and the theorem [Sus00, Theorem 3.1]
of Voevodsky that we will replace.

Voevodsky’s theorem assumes resolution of singularities, and this is the
only place Suslin’s proof assumes the base field is of characteristic zero. Re-
placing this with our theorem that uses Gabber’s theorem on alterations,
permits us to have this result in characteristic p if we use Z[ ƥp ]-coefficients.
That is, the higher Chow groups with Z[ ƥp ]-coefficients of any quasi-projective
scheme X of characteristic p can be calculated as the Suslin homology of the
presheaves zequi(X/Spec(k),−)[ ƥp ].

In Section 4 of [Sus00] Suslin goes on to use the main result of [SV96]
to show that the higher Chow groups of codimension d = dimX are dual
to Ext∗qfh(zequi(X/Spec(k), Ƥ),Z/m) if X is an equidimensional quasi-projective
variety over an algebraically closed field k of characteristic zero. Having
removed the reliance on resolution of singularities, we now have this result
over algebraically closed fields of positive characteristic when m is prime to
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the characteristic of the field. This latter implies the following theorem.
Theorem 5.6.1. Let X be an equidimensional quasi-projective scheme over
an algebraically closed field k. Let i ≥ d = dimX and suppose that m is prime
to the characteristic of k. Then

CHi(X, n;Z/m) ∼= HƦ(d−i)+n
c (X,Z/m(d− i))#

where Hc is étale cohomology with compact supports. If the scheme X is
smooth then this formula simplifies to CHi(X, n;Z/m) ∼= HƦi−n

ét (X,Z/m(i)).
In what follows we reproduce the argument used in Section 3 of [Sus00],

with the appropriate adjustments, fixing some small mistakes along the way.
We make a final remark. We have claimed that Voevodsky’s theorem

[Sus00, Theorem 3.1] is the only place that Suslin assumes resolution of
singularities. This is not strictly true, as [SV96], published in 1996, assumes
resolution of singularities. However, de Jong’s theorem on alterations [dJ96],
published that same year, is sufficient for the purposes of [SV96]. See [Gei00]
for a discussion of this fact.

Denote by Δn the linear subvarieties of An+ƥ given by the equation tƤ+ · · ·+
tn = ƥ. Any non-decreasing morphism φ : {Ƥ, . . . , n} → {Ƥ, . . . ,m} induces
a canonical morphism Δn → Δm and these morphisms give Δ• the structure
of a cosimplicial scheme. If φ is injective, the image of the corresponding
morphism Δn → Δm is called a face.

Suppose that X ∈ Sch(k) is equidimensional. Let zi(X, n) denote the free
abelian group generated by codimension i subvarieties V ⊂ X × Δn which
intersect X×Δm properly for every face Δm → Δn. Using a suitable definition
of intersection, as outlined at the beginning of Section 2 of [Sus00], we obtain
the structure of a simplicial abelian group on zi(X,−) for each i. The nth
homotopy group of this simplicial abelian group is denoted CHi(X, n). These
groups were introduced in [Blo86].

Now suppose that i ≤ d = dimX. Denote by ziequi(X, n) the free abelian
group generated by the closed subvarieties V in X×Δn such that the projection
V→ Δi is an equidimensional morphism of relative dimension d− i. It can be
shown that ziequi(X, n) is a subgroup of zi(X, n) – see the discussion in [Sus00]
before [Sus00, Theorem 2.1]. We have the following theorem.
Theorem 5.6.2 ([Sus00, Theorem 2.1]). Assume that X is an affine equidi-
mensional scheme and i ≤ d = dimX. Then the embedding of complexes
ziequi(X, n) ↪→ zi(X, n) is a quasi-isomorphism.
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Recall that to a presheaf F on Sch(k) we associate the presheaves Cn(F)(−) =
F(Δn × −). The face maps give the C∗(F)(−) the structure of a simplicial
abelian presheaf, and taking the alternating sums of the face morphisms, the
presheaves C∗(F) gain the structure of a complex of presheaves. It is imme-
diate that if F is a Nisnevich sheaf, then so are the Cn(F). The (co)homology
groups of the complexes C∗(F),C∗(F)⊗LZ/m, and RHom(C∗(F),Z/m) (i.e., the
(co)homology sheaves evaluated on the base field) are written as Hsing

∗ (F),Hsing
∗ (F,Z/m),

and H∗
sing(F,Z/m) respectively.

We replace [Sus00, Theorem 3.1] with the following theorem, which is an
immediate consequence of Theorem 5.3.1.

Theorem 5.6.3. Let F be a presheaf with transfers on Sch(k). If Fcdh⊗Z[ ƥp ] =
Ƥ then Hsing

∗ (F)⊗ Z[ ƥp ] = Ƥ.

Recall that by the definition of the presheaves zequi(−/Spec(k), n) and the
functor C∗(−), each presheaf Cn(zequi(X/Spec(k), d−i)) is a subgroup of ziequi(X, n).

Theorem 5.6.4 (cf. [Sus00, Theorem 3.2]). Let k be a perfect field of char-
acteristic p, let X ∈ Sch(k) be an equidimensional quasi-projective scheme,
and let i ≤ d = dimX. Then the composition

C∗(zequi(X/Spec(k), d− i)) ↪→ ziequi(X,−) ↪→ zi(X,−)

is a quasi-isomorphism.

Proof. The proof is by noetherian induction. Clearly none of the presheaves
in question see nilpotents and so we can assume that X is reduced. We can
find an open affine subscheme U → X which is regular. Let Y be a closed
complement. The sequence of presheaves

Ƥ→ zequi(Y/Spec(k), d− i)→ zequi(X/Spec(k), d− i)→ zequi(U/Spec(k), d− i)

is exact and the cdh sheaf associated to the quotient zequi(U/Spec(k), d −
i)/zequi(X/Spec(k), d − i) is trivial. This is because the cdh sheafifications
of the zequi(−/Spec(k), d − i) are isomorphic to z(−/Spec(k), d − i) ([SV00a,
Theorem 4.2.9]) and the corresponding sequence for the z(−/Spec(k), d − i)
is exact [SV00a, Theorem 4.3.1]. Thus, applying C∗(−) and using Theo-
rem 5.6.3 we get a long exact sequence associated to the homology groups
of the C∗(zequi(−/Spec(k), d − i)). The inclusion C∗(zequi(X/Spec(k), d − i)) ↪→
ziequi(X,−) ↪→ zi(X,−) gives a morphism between this long exact sequence and
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the localisation sequence for higher Chow groups [Blo86, Theorem 3.1]. By
the inductive hypothesis, this is an isomorphism on the terms containing Y.
On the terms containing U, it is an isomorphism because C∗(zequi(U/Spec(k), d−
i)) ↪→ ziequi(U,−) is an equality for regular U ([SV00a, Corollary 3.4.5]) and
Theorem 5.6.2 says that ziequi(X,−) ↪→ zi(X,−) is a quasi-isomorphism for
affine equidimensional U. Hence, by the five lemma, the morphism of long
exact sequences is an isomorphism.

5.7 Vanishing of negative K-theory
In [Wei80, 2.9] Weibel asks if Kn(X) = Ƥ for n < − dimX for every noetherian
scheme X where Kn is the K-theory of Bass-Thomason-Trobaugh. This ques-
tion was answered in the affirmative in [CHSW08] for schemes essentially
of finite type over a field of characteristic zero. Assuming strong resolution
of singularities, it is also answered in the affirmative in [GH10] for schemes
essentially of finite type over a field of positive characteristic. Both of these
proofs compare K-theory with cyclic homology, and then use a cdh descent
argument.

In this section we will give a partial answer to Weibel’s conjecture. The
proof is actually very short, and uses almost none of the machinery we have
developed. Its key is a theorem of Cisinski which says that the homotopy in-
variant K-theory presheaf of Sƥ-spectra KH satisfies cdh descent ([Cis12, 3.7]).
To prove this, he proves that KH is representable in the Morel-Voevodsky
stable homotopy category, and then applies Ayoub’s projective base change
result [Ayo07] that we reproduced as Theorem 4.2.11(4a). It is perhaps need-
less to say that Voevodsky’s reduction of cdh descent to the statement that
appropriate squares are homotopy cartesian is used as well.

It is possible to give a self-contained account of the proof (that is, without
referring to the previous sections) in a few pages. The references we make to
earlier results are Proposition 5.2.3, Lemma 4.3.4, Proposition 3.4.8, Exam-
ple 3.4.6, and Corollary 3.2.13).

Proposition 5.2.3 says that K-theory has a structure of object with traces
but we actually only use (Deg), and this is straight-forward. Remark 4.3.5
says that traces on an object in SH imply traces on its homotopy presheaves
but we don’t need this if we show directly that the groups KHn have trace
morphisms which satisfy (Deg). Proposition 3.4.8 is an elementary prop-
erty of refinable Grothendieck pretopologies, Example 3.4.6 notices that the
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`dh-pretopology is fps`′→ cdh→ refinable, and Corollary 3.2.13) is a statement of
Gabber’s theorem on alterations.

Theorem 5.7.1. Let X be a quasi-separated quasi-excellent noetherian scheme
and p a prime that is nilpotent on X. Then KB

n(X)⊗Z[ ƥp ] = Ƥ for n < − dimX.

Proof. Since p is nilpotent on X the canonical morphism KB
n ⊗Z[ ƥp ]→ KHn⊗

Z[ ƥp ] is an isomorphism [TT90, 9.6]. Hence it suffices to prove that KHn(X)⊗ Z(`)

vanishes for every prime ` 6= p and n < − dimX. Since KH satisfies cdh de-
scent ([Cis12, 3.7]) we have a spectral sequence (cf. [Tho85, 1.36], [Wei89,
Corollary 5.2])

Ep,q
Ʀ = Hp

cdh(X,KH−q(−)cdh) =⇒ KH−p−q(X)

which converges due to the cdh cohomological dimension being bounded by
dimX [SV00a, 12.5]. Furthermore, we see that the EƦ sheet is zero outside of
Ƥ ≤ p ≤ dimX. We tensor this spectral spectral sequence with Z(`) to obtain
a second spectral sequence

Ep,q
Ʀ = Hp

cdh(X,KH−q(−)cdh)⊗ Z(`) =⇒ KH−p−q(X)⊗ Z(`)

Due to the vanishing of EƦ terms already mentioned, we have reduced to
showing that KH−q(−)cdh⊗Z(`) = Ƥ for q > Ƥ. The presheaves KH−q(−) have
a structure of traces (Proposition 5.2.3, Lemma 4.3.4, Remark 4.3.5) and
so their cdh associated sheaves are `dh separated (Lemma 3.4.10, Proposi-
tion 3.4.8, Example 3.4.6). Now every scheme admits an `dh cover {Ui → X}
with Ui regular (Corollary 3.2.13) and KH−q(U)⊗Z[ ƥp ] vanishes for U regular
and q > Ƥ ([TT90, Proposition 6.8]). It follows that KH−q(−)cdh ⊗ Z(`) = Ƥ
for q > Ƥ. That is, the EƦ terms of the spectral sequence vanish unless q ≤ Ƥ
and Ƥ ≤ p ≤ dimX. This implies that KHn(X)⊗Z(`) = Ƥ for n < − dimX.
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A
Appendix

A.1 Some local algebra
Lemma A.1.1. Suppose that φ : A→ B is a finite flat A algebra with A and
B Artinian local rings. Then

lengthA · deg φ = lengthB · [B/mB : A/mA].

Proof. Both sides are equal to lengthA B. Alternatively (and more explicitely),
define L = A/mA. Every indecomposable A-module is isomorphic to L. So
since A→ B is flat, applying −⊗A B to a composition series for the A-module
A shows that

lengthB B = lengthA A lengthB(L⊗A B),

since lengthB is additive. Now L ⊗A B is a finite local L-algebra with residue
field B/mB, and so we have

dimL(L⊗A B) = lengthL⊗AB(L⊗A B) · [B/mB : L].

Finally, recognising that lengthB(L ⊗A B) = lengthL⊗AB(L ⊗A B) and putting
everything together, we find the desired equality.

168



Lemma A.1.2. Suppose that k φ→ A
ψ→ B are finite flat morphisms of local

rings with k a field. Then

length(B/mAB) · lengthA = lengthB.

Proof. We apply Lemma A.1.1 to the three morphisms φ, ψφ, and A/mA →
B/mAB to obtain the following equalities:

deg φ = lengthA · [A/mA : k]

deg φ deg ψ = lengthB · [B/mB : k]

deg ψ = length(B/mAB) · [B/mB : A/mA]

Multiplying the first and last together and comparing with the second gives
the desired result.
Lemma A.1.3. Let K/k be a field extension, A a finite local k algebra. Let
Spec(Bi) be a connected component of Spec(A⊗kK) and Spec(Ci) the correspond-
ing connected component of K⊗k (A/mA). Then we have

lengthBi = lengthCi · lengthA.

Proof. We have the following cartesian square

Spec(Ci) //

��

Spec(A/mA)

��
Spec(Bi) // Spec(A)

with the lower, and hence upper, horizontal morphism being flat. Every
indecomposable A-module is isomorphic to A/mA and so applying Bi⊗A − to
a composition series for A we find that lengthBi

Bi = lengthA A · lengthBi
(Bi ⊗A

(A/mA)). But lengthBi
(Bi ⊗A (A/mA)) = lengthCi

Ci, hence the result.

Lemma A.1.4. Suppose that we have a finite set of commutative triangles

Y′k
hk //

gk ��>
>>

>>
>>

Y

f����
��

��
��

X
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(k = ƥ, . . . , n say) such that

1. all of fk, gk are finite flat surjective,

2. each Y′k is generically reduced,

3. there exists an integer d such that for each generic point η of Y we have
d =

∑
deg(hk ×Y η),

4. there exist integers mk such that for each generic point η ∈ hk(Y′k) we
have mk = lengthOY,η.

Now suppose that x is a point in X, let y be a point of Y over x, and let y′k` be
the points of Y′k over y. Then we have

d · lengthOx×XY,y =
∑
k

mk

∑
`

lengthOx×XY′,yk`′ [k(y
′
k`) : k(y)].

Remark A.1.5. One of the applications of this lemma is to Proposition 3.5.7.
In this case, it will be applied to triangles arising from the axioms (Tri1) and
(Tri2), both of which are included in the hypotheses of the lemma, and both
of which are easier cases. We have combined them because they are both
special cases of this more general result. In the case of (Tri1) we have d = ƥ
and the equality becomes

lengthOx×XY,y =
∑
k

mk

∑
`

lengthOx×XY′,yk`′ [k(y
′
k`) : k(y)].

In the case of (Tri2) there is a unique Y′k, and mk = ƥ so the equality is

d · lengthOx×XY,y =
∑
`

lengthOx×XY′,yk`′ [k(y
′
k`) : k(y)].

Proof. We first consider the case where there is a unique point y ∈ Y over
x ∈ X. We begin with some identities. Choose a generic point ξ ∈ X. We let
ηi be the generic points of Y that are over ξ, and ηij the generic points of qY′k
that are over ηi (we don’t care which Y′k they belong to). For each i we let
ki be an index such that ηi ∈ hki(Y′ki) so we have mki = lengthOY,ηi . We claim
that

d · deg f =
∑
k

mk · deg gk. (A.1)
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Notice that since Y′ is generically reduced, so is X and consequently, the
multiplicity of a generic point of Y in Y is the same as its multiplicity in
Y×X ξ.

Consider the base change by the chosen generic point ξ → X. Due to the
hypotheses in the statement, we have

d · deg f = d · deg(f×X ξ)
(A.ƥ.ƥ)
= d

∑
i

[k(ηi) : k(ξ)]mki

(HypƦ,HypƧ)
=

∑
ij

[k(ηij) : k(ηi)][k(ηi) : k(ξ)]mki

=
∑
ij

[k(η′ij) : k(ξ)]mki =
∑
k

deg(gk ×X ξ)mk =
∑
k

deg gkmk.

Hence, our claim (A.1) is proven.
We now use the same ideas for the point x in X. Let n = lengthOY×Xx,y,

and rk` = lengthOY′×Xx,y′k` . Using the identity (A.1) we find that we have

d · n · [k(y) : k(x)] (A.ƥ.ƥ)
= d · deg f

(Equ.(A.ƥ))
=

∑
k

mk deg gk

(A.ƥ.ƥ)
=
∑
k

mk

∑
`

rk`[k(y′k`) : k(x)]

=
∑
k

mk

∑
`

rk`[k(y′k`) : k(y)][k(y) : k(x)]

and cancelling [k(y) : k(x)] from either side gives the desired equality.
Now we remove the hypothesis that there is a unique point y over x and

consider the general case. The hypotheses on the triangle in the statement
are preserved by change of base by étale morphisms X′ → X (Lemma A.1.6)
and consequently, by base change by the henselisation hx at the point x.
After base change we find that in each connected component of hx×XY there
is a unique point of hx ×X Y over the closed point x of hx. Since it suffices
to verify the formula on each connected component of Y, we are done.

Lemma A.1.6. Suppose that (3.2) is a triangle that satisfies the hypotheses
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of Lemma A.1.4 and X′ → X is an étale morphism. Then

Y′ ×X X′ //

##H
HHHHHHHH Y×X X′

{{wwwwwwwww

X′

also satisfies the hypotheses of Lemma A.1.4.

Proof. Let f′, g′, h′ be the pullbacks of f, g, and h respectively. Clear the first
hypothesis is preserved by base change and so we only need concern ourselves
with the other three. These all take place within the generic fibers, and so
we can assume X (and hence everything else as well) is of dimension zero.

Y′×XX′ is generically reduced because base change of a field extension by a
separable field extension does not introduce nilpotents. The third hypothesis
is satisfied because degree is preserved by pullback. Finally the forth hypoth-
esis is satisfied due to Lemma A.1.3: let K/k be X′ → X, A the local ring of a
generic point of Y and note that since K/k is étale, Ared ⊗k K is reduced and
so lengthCi = ƥ.

A.2 Inverting integers in triangulated categories
In this section we discuss some ways to invert integers in triangulated cate-
gories. The goal is to be able to make analogues of familiar statements such
as “an element a of an abelian group A is zero if and only if its image in
A⊗ Z(`) is zero for every prime `”.

We present two analogues of − ⊗ Z(`) for triangulated categories. The
first is to tensor all the hom groups with Z(`). We show that this category
has a canonical structure of a triangulated category (Proposition A.2.3),
however the canonical functor T → T ⊗ Z(`) does not behave well with
respect to sums and so we don’t have the necessary adjunctions. The second
is to consider the triangulated subcategory of Z(`)-local objects. For nice
triangulated categories this is a localisation (Proposition A.2.8). We compare
these two constructions in Corollary A.2.12. We then state the “local-global”
principles that we need (Lemma A.2.14, Lemma A.2.15). The first says that
we can detect isomorphisms via these localisations, and the second says that
we can detect compact generating families via these localisations.

This section is a little notation heavy and so we make the following sum-
mary.
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1. T ⊗ Λ (Definition A.2.1) The category obtained by applying −⊗ Λ to
each hom group.

2. Λ-local (Definition A.2.7).

3. T [S−ƥ] (Definition A.2.7) The subcategory of Z[S−ƥ] local objects.

4. ST (Definition A.2.7) The left orthogonal to T [S−ƥ].

5. (−)[S−ƥ], S(−) (Proposition A.2.8) Localisation functors.

6. Tc (Definition A.2.9) The full subcategory of compact objects.

7. S(`) ⊂ Z (Lemma A.2.14) the set of integers coprime to `.
We also recall for reference the following standard terms from the theory

of triangulated categories.
1. A compact object is an object F such that hom(F,⊕Eλ) ∼= ⊕ hom(E, Fλ)

for any family of objects whose sum exists.

2. A thick triangulated subcategory is a triangulated subcategory that is
closed under direct summands.

3. A localising subcategory of a triangulated category admitting small
sums is a triangulated subcategory closed under small sums.

4. A compactly generated triangulated category with small sums is a trian-
gulated category with small sums which itself is the smallest localising
subcategory containing its subcategory of compact objects.

Definition A.2.1. Suppose Λ is a ring and A an additive category. Define
A⊗ Λ to be the (a postiori additive) category which has the same objects as
A and homA⊗Λ(A,B) = homA(A,B)⊗ Λ.
Example A.2.2. Let Ab be the category of abelian groups, and suppose
that Ab→ Ab⊗Q preserves sums. Then we would have

(
∏

Z/p)⊗Q = (
∏

homAb(Z/p,Q/Z))⊗Q

= homAb(⊕Z/p,Q/Z)⊗Q
= homAb⊗Q(⊕Z/p,Q/Z)

=
∏

homAb⊗Q(Z/p,Q/Z)

=
∏

(Z/p⊗Q).
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However, the last groups is zero and the first group is not.
A similar problem is exhibited with the derived category of abelian groups.

Proposition A.2.3. Suppose that T is a triangulated category and Λ ⊆ Q a
subring of the rationals. Then there is a “minimal” structure of triangulated
category on T ⊗ Λ such that the canonical functor F : T → T ⊗ Λ is exact.

Remark A.2.4. We mean minimal in the sense that given any other struc-
ture of triangulated category on T ⊗Λ such that F : T → T ⊗Λ is exact, the
class of distinguished triangles contains this “minimal” class of distinguished
triangles.

Remark A.2.5. This is a consequence of every morphism in T ⊗ Λ being
isomorphic to a morphism in the image of T → T ⊗ Λ in some kind of nice
way. If the category T happens to be R-linear for a ring R then the result
holds for any localisation R[S−ƥ] of R. The proof does not seem to easily
generalise to other kinds of R-algebras.

Proof. The proof follows via the principle that the diagrams in T ⊗ Λ in
question are isomorphic to diagrams in the image of T . We will elaborate.
Let S ⊂ Z be the set of integers which are invertible in Λ, so that Λ = Z[S−ƥ].

Clearly, any triangle of T ⊗Λ that is isomorphic to a distinguished triangle
in the image of F is necassarily distinguished. We will show that this class of
triangles satisfies the axioms for a triangulated category.

TR0. The triangle X id→ X→ Ƥ→ X[ƥ] is in the image of F.
TR1. Suppose that X

s−ƥf→ Y is a morphism of T ⊗ Λ (where s ∈ S).
Completing f : X→ Y to a distinguished triangle in T we find a commutative
diagram

X
s−ƥf // Y

s·idY
��

s·g //___ Z h //___ X[ƥ]

X f
// Y g

// Z h
// X[ƥ]

where the vertical morphisms are isomorphisms in T ⊗Λ (the inverse to s · id
is s−ƥ · id. Hence, the upper triangle is a distinguished triangle in T ⊗ Λ.

TR2. It is clear from our definition of distinguished triangles in T ⊗ Λ
that the class is closed under rotation.

TR3. Since every distinguished triangle of T ⊗Λ is isomorphic to a triangle
that is the image of a distinguished triangle in T it suffices to consider the
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case when the two triangles in question are in the image of F (see the following
diagram).

//

∼=

��

//

∼=

��

//

∼=

��

∼=

��

6∈ Im F

//

��

//

��

//

���
�
�
�

��

∈ Im F

//

∼=

��

//

∼=

��

//

∼=

��

∼=

��

∈ Im F

// // // 6∈ Im F

(A.2)

Suppose we are given such a diagram as follows (where s, t ∈ S).

X
f //

s−ƥa
��

X′ f′ //

t−ƥb
��

X′′ f′′ // X[ƥ]

s−ƥa[ƥ]
��

Y
g // Y′

g′ // Y′′
g′′ // Y[ƥ]

We use (TR3) in T to find the dashed morphism c in T making the following
diagram commute and then compose with (st)−ƥ · id in T ⊗ Λ.

X
f //

t·a
��

X′

s·b
��

f′ // X′′

c
���
�
�

f′′ // X[ƥ]

t·a[ƥ]

Y
g //

(st)−ƥ·id
��

Y′
g′ //

(st)−ƥ·id
��

Y′′

(st)−ƥ·id
��

g′′ // Y[ƥ]

(st)−ƥ·id[ƥ]
��

Y
g // Y′

g′ // Y′′
g′′ // Y[ƥ]

(A.3)

TR4’. Instead of proving the octohedral axiom (TR4) we will prove (TR4’)
([Nee01, Definition 1.3.13]). This is equivalent to (TR4) ([Nee01, Remark
1.4.7]) but is sometimes easier to work with. The statement of (TR4’) is as
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follows: Given a diagram

X u //

f
��

Y v //

g

��

Z w // X[ƥ]

f[ƥ]
��

X′
u′

// Y′ v′
// Z′

w′
// X′[ƥ]

where the rows are distinguished triangles, the morphism h : Z → Z′ given
by (TR3) may be chosen such that the mapping cone MapCone(f, g, h) is a
distinguished triangle. The mapping cone MapCone(f, g, h) is by definition
([Nee01, Definition 1.3.1]) the diagram

Y⊕ X′ //

 −v Ƥ
g u′


Z⊕ Y′ //

 −w Ƥ
h v′


X[ƥ]⊕ Z′ //

 −u[ƥ] Ƥ
f[ƥ] w′


Y[ƥ]⊕ X′[ƥ]

By (TR4’) in T , the morphism c in the diagram (A.3) above may be
chosen so that the mapping cone of (t ·a, s ·b, c) is distinguished in T . By the
following lemma, the isomorphism in Diagram A.3, and the remark preceding
Diagram A.2 this is enough to conclude that we have (TR4’) in T ⊗ Λ.

Lemma A.2.6. Consider a composable pair of morphisms of triangles

X u //

f
��

Y v //

g

��

Z w //

h
��

X[ƥ]

f[ƥ]
��

X′ u′ //

f′

��

Y′ v′ //

g′

��

Z′ w′
//

h′

��

X′[ƥ]

f′[ƥ]
��

X′′ u′′ // Y′′ v′′ // Z′′ w′′
// X′′[ƥ]

Then the obvious potential morphism (f′, g′, h′) (resp. (f, g, h)) between the
mapping cones ([Nee01, Definition 1.3.1])MapCone(f, g, h)→ MapCone(f′f, g′g, h′h)
(resp. MapCone(f′f, g′g, h′h) → MapCone(f, g, h)) is actually a morphism of tri-
angles. That is, all the appropriate squares commute.

In particular, if (f′, g′, h′) (resp. (f, g, h)) is an isomorphism of triangles,
then there exists an isomorphism MapCone(f, g, h) ∼= MapCone(f′f, g′g, h′h) (resp.
MapCone(f′f, g′g, h′h) ∼= MapCone(f, g, h)).
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Proof. We write down the first square in each case. The following is the first
square for the map MapCone(f, g, h)→ MapCone(f′f, g′g, h′h).

Y⊕ X′ //

 −v Ƥ
g u′



��

 idY Ƥ
Ƥ f′


Z⊕ Y′

��

 idZ Ƥ
Ƥ g′


//

��

//

�� ��Y⊕ X′′ // −v Ƥ
g′g u′′


Z⊕ Y′′ // //

The two compostions are equal to(
−v Ƥ
g′g g′u′

)
and

(
−v Ƥ
g′g u′′f′

)
and these are equal by the commutativity of the appropriate square in the
statement u′′f′ = g′u′.

The first square for the map MapCone(f′f, g′g, h′h)→ MapCone(f, g, h) is

Y⊕ X′′ //

 −v Ƥ
g′g u′′



��

 g Ƥ
Ƥ idX′′


Z⊕ Y′′

��

 h Ƥ
Ƥ idY′′


//

��

//

�� ��Y′ ⊕ X′′ // −v′ Ƥ
g′ u′′


Z′ ⊕ Y′′ // //

The two compostions are equal to(
−hv Ƥ
g′g u′′

)
and

(
−v′g Ƥ
g′g u′′

)
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and these are equal by the commutativity of the appropriate square in the
statement hv = v′g.

Definition A.2.7. Suppose that A is an additive category, E ∈ A an object,
and Λ ⊆ Q a subring of the rationals. We will say E is Λ-local if for every
integer n ∈ Z which is invertible in Λ, the morphism n · idE is an isomorphism.
If S ⊆ Z is a multiplicative system1 then we will denote the full subcategory
of Z[S−ƥ] local objects by A[S−ƥ]. It will also make life easier to define

SA = (A[S−ƥ])⊥.

That is, SA is the full subcategory of A of objects F such that hom(F, E) = Ƥ
for every E ∈ A[S−ƥ].

Proposition A.2.8. Suppose that T is a compactly generated triangulated
category admitting small sums and S ⊂ Z is a multiplicative system. Then:

1. ST is the smallest localising subcategory of T containing the objects
Cone(E n·idE→ E) for n ∈ S and E compact in T .

2. The inclusion i : T [S−ƥ] → T has a left adjoint (−)[S−ƥ] and the
inclusion j : ST → T has a right adjoint S(−).

ST
j //

T
(−)[S−ƥ]//

S(−)
oo T [S−ƥ]

i
oo

3. There is a canonical equivalence T [S−ƥ] ∼= T /(ST ).

4. Both the functor (−)[S−ƥ] and the inclusion i : T [S−ƥ] → T preserve
small sums.

5. The functor (−)[S−ƥ] preserves compact objects.

6. If G is a small generating family of compact objects for T then

G[S−ƥ] = {E[S−ƥ] : E ∈ G}

is a generating family of compact objects for T [S−ƥ].
1i.e., S is closed under multiplication.
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7. Both T [S−ƥ] and ST are compactly generated triangulated categories
admitting small sums.

Proof. Let A denote the smallest localising subcategory of T containing
Cone(E n·idE→ E) for every compact object E ∈ T and every n ∈ S which is
in S. The localisation T → T /A always exists [Nee01, Theorem 2.1.8] and
given our assumptions it has a right adjoint if A is compactly generated
([Nee01, Proposition 8.4.2] and see also the end of [Nee01, Remark 8.1.7]).
But A is compactly generated by definition. The image of the right adjoint
T /A → T is canonically identified with ⊥A [Nee01, Theorem 9.1.16] where
⊥A is the full subcategory of T whose objects E satisfy homT (F, E) = Ƥ for
all F ∈ A [Nee01, Definition 9.1.10]. As A is compactly generated, for E to
belong to ⊥A it is sufficient that homT (F, E) = Ƥ for all F in a compact gen-
erating family of A. For example, F of the form Cone(F′

n·idF′→ F′) for n ∈ S and
F′ compact in T . But since T is compactly generated, for an object E to
satisfy this means precisely that n · idE is invertible for every n ∈ S. Hence,
⊥A = T [S−ƥ].

1. It now follows from [Nee01, Corollary 9.1.14] that A = (⊥A)⊥ = ST .

2. This is also [Nee01, Corollary 9.1.14].

3. This too is [Nee01, Corollary 9.1.14].

4. (−)[S−ƥ] preserves small sums by virtue of it having a right adjoint.
Similarly, for any adjunction (L,R) if LR = id then R preserves small
sums.

5. In general, a left adjoint preserves compact objects if its right adjoint
preserves small sums.

6. Again, this is true in general whenever L preserves compact objects and
LR = id.

7. T [S−ƥ] admits small sums via the presentation as ⊥A = T [S−ƥ] given
above. we have just seen that it is compactly generated. We have seen
already that A = ST is compactly generated and localising.
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Definition A.2.9. For T a triangulated category admitting small sums, let
Tc denote the full subcategory of compact objects.

We will need the following result of Thomason-Neeman.

Lemma A.2.10 ([Nee01, Lemma 4.4.5]). Suppose that T is a triangulated
category admitting small sums and G is a small generating family of compact
objects. Then the smallest thick subcategory of T containing G is the full
subcategory of compact objects.

Remark A.2.11. This is a special case of [Nee01, Lemma 4.4.5] where α =
ℵƤ = β. In this case T α is the subcategory of compact objects (see the end
of [Nee01, Example 1.10]). It might also be relevant to point out to the
conscientious reader unfamiliar with the theory that [TR5] and α-localising
are defined after [Nee01, Remark 1.4] and the notation T α, 〈S〉, 〈S〉α is defined
in [Nee01, Definition 1.12].

We now have the following comparison of our two ways of inverting inte-
gers.

Corollary A.2.12. With the assumptions and notation of Proposition A.2.8
we have a canonical equivalence of categories Tc ⊗ Z[S−ƥ] ∼= Tc/(ST )c. Con-
sequently, the induced functor

Tc ⊗ Z[S−ƥ]→ (T [S−ƥ])c

is fully faithful.

Proof. Consider the unversal property that Tc → Tc ⊗ Z[S−ƥ] satisfies. It is
the universal exact functor towards Z[S−ƥ] linear triangulated category. It is
also the unversal exact functor whose image is a Z[S−ƥ] linear triangulated
category. One more way of saying this, is that it is the unversal exact functor
sending each E n·idE→ E to an isomorphism where E ∈ Tc and n ∈ S. That is,
if B is the smallest thick triangulated subcategory of Tc containing each
Cone(E n·idE→ E) where E ∈ Tc and n ∈ S, then we have a canonical equivalence

Tc ⊗ Z[S−ƥ] ∼= Tc/B.

Lemma A.2.10 tells us that in fact we have B = (ST )c.
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We are now trying to show that the canonical functor

Tc/(ST )c → (T /(ST ))c

is fully faithful. Glancing at the statement of [Nee01, Theorem 2.1.8] it
suffices to show that (ST )c consists precisely of the objects of Tc which are
sent to zero under the canonical functor

Tc → T /(ST ).

The objects that this functor sends to zero are precisely the objects in the
thick subcategory Tc ∩ (ST ). Notably, Cone(E n·idE→ E) is in this subcategory
for every E ∈ Tc and n ∈ S. Since these compactly generate ST it follows
that Tc ∩ (ST ) = (ST )c, hence the result by Lemma A.2.10.

Corollary A.2.13. With the notation and assumptions of Proposition A.2.8,
for any objects E, F in T with F compact, the canonical morphism

homT (F, E)⊗ Z[S−ƥ]→ homT [S−ƥ](F[S−ƥ], E[S−ƥ])

is an isomorphism.

Proof. If E is also compact, then this follows immediately from Corollary A.2.12.
If not, consider the natural transformation of homological functors

homT (F,−)⊗ Z[S−ƥ]→ homT [S−ƥ](F[S−ƥ],−[S−ƥ]).

Note also that since F is compact and (−)[S−ƥ] is very nice (Proposition A.2.8)
both these functors send small sums to small sums. Hence, the full subcate-
gory of T on which this natural transformation is an isomorphism is localis-
ing, and contains all compact objects. Since T is compactly generated, this
natural transformation is an isomorphism on all of T .

Now we come to our “local-global” principles.

Lemma A.2.14. With the assumptions and notation of Proposition A.2.8,
a morphism f : F → E between Z[S−ƥ] local objects is an isomorphism if and
only if f[S−ƥ

(`)] is an isomorphism in T [S−ƥ
(`)] for every prime ` that is not in S

where S(`) = (Z− `Z).
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Proof. It is equivalent to prove the following. Let E be a Z[S−ƥ] local object
such that E[S−ƥ

(`)] is zero for every prime ` that is not in S. Then E is zero.
Suppose that E is a Z[S−ƥ] local object such that E[S−ƥ

(`)] is zero for every
prime ` that is not in S. To show that E is zero it suffices to show that
homT (F, E) = Ƥ for every compact object F of T (as T is compactly gen-
erated). Since E is Z[S−ƥ]-local, this group is a Z[S−ƥ] module and so it is
sufficient to show that homT (F, E)⊗Z(`) = Ƥ for every prime ` that is not in
S. But now since F is compact we have by Corollary A.2.13

homT (F, E)⊗ Z(`)
∼= homT [S−ƥ

(`)
](F[S

−ƥ
(`)], E[S

−ƥ
(`)])

which vanishes since we are assuming E[S−ƥ
(`)] = Ƥ.

Lemma A.2.15. With the assumptions and notation of Proposition A.2.8
suppose that G is a small family of compact objects of T . Then the following
are equivalent:

1. The family
G[S−ƥ] = {E[S−ƥ] : E ∈ G}

is a generating family for T [S−ƥ].

2. The smallest thick triangulated subcategory of T [S−ƥ] containing G[S−ƥ]
is the full subcategory T [S−ƥ]c of compact objects.

3. For each prime ` which is not in S, the family

G[S−ƥ
(`)] = {E[S

−ƥ
(`)] : E ∈ G}

is a generating family of compact objects for T [S−ƥ
(`)].

4. The smallest thick triangulated subcategory of T [S−ƥ
(`)] containing G[S

−ƥ
(`)]

is the full subcategory T [S−ƥ
(`)]c of compact objects.

Proof. By Proposition A.2.8 the categories T [S−ƥ] also admit small sums
and are compactly generated. Moreover, the functor T → T [S−ƥ] preserves
compact generating families. So we can apply Lemma A.2.10 to show that
(1) ⇐⇒ (2) and (3) ⇐⇒ (4). To see that (1) implies (3) it suffices to
note that we can replace T with T [S−ƥ] and apply Proposition A.2.8 again.
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Finally, suppose (3) is true and consider E ∈ T [S−ƥ] such that

homT [S−ƥ](F[S−ƥ], E) = Ƥ

for every F ∈ G. We wish to show that E[S−ƥ] = Ƥ. As this latter is Z[S−ƥ]
local, by Lemma A.2.14 it suffices to show that E[S−ƥ

(`)] = Ƥ for each prime `

not in S. For this, by the assumption that (3) is true, it suffices to have

homT [S−ƥ
(`)

](F[S
−ƥ
(`)], E[S

−ƥ
(`)]) = Ƥ.

For each F ∈ G. But since F is compact we have

homT [S−ƥ
(`)

](F[S
−ƥ
(`)], E[S

−ƥ
(`)]) = homT (F, E)⊗ Z(`)

and
homT [S−ƥ](F[S−ƥ], E) = homT (F, E)⊗ Z[S−ƥ]

and so the required vanishing follows from ` not being in S together with the
assumed vanishing.
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