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## Résumé

Dans cette thèse nous appliquons le calcul de Malliavin afin d'obtenir la propriété de normalité asymptotique locale (LAN) à partir d'observations discrètes de certains processus de diffusion uniformément elliptique avec sauts. Dans le Chapitre 2 nous révisons la preuve de la propriété de normalité mixte asymptotique locale (LAMN) pour des processus de diffusion avec sauts à partir d'observations continues, et comme conséquence nous obtenons la propriété LAN en supposant l'ergodicité du processus. Dans le Chapitre 3 nous établissons la propriété LAN pour un processus de Lévy simple dont les paramètres de dérive et de diffusion ainsi que l'intensité sont inconnus. Dans le Chapitre 4, à l'aide du calcul de Malliavin et des estimées de densité de transition, nous démontrons que la propriété LAN est vérifiée pour un processus de diffusion à sauts dont le coefficient de dérive dépends d'un paramètre inconnu. Finalement, dans la même direction nous obtenons dans le Chapitre 5 la propriété LAN pour un processus de diffusion à sauts où les deux paramètres inconnus interviennent dans les coefficients de dérive et de diffusion.

Mots-clés: Calcul de Malliavin ; Estimateur asymptotiquement efficace ; Estimation paramétrique; Normalité asymptotique locale; Normalité mixte asymptotique locale; Processus de Lévy ; Processus de diffusion avec sauts


#### Abstract

In this thesis we apply the Malliavin calculus in order to obtain the local asymptotic normality (LAN) property from discrete observations for certain uniformly elliptic diffusion processes with jumps. In Chapter 2 we review the proof of the local asymptotic mixed normality (LAMN) property for diffusion processes with jumps from continuous observations, and as a consequence, we derive the LAN property when supposing the ergodicity of the process. In Chapter 3 we establish the LAN property for a simple Lévy process whose drift and diffusion parameters as well as its intensity are unknown. In Chapter 4, using techniques of the Malliavin calculus and the estimates of the transition density, we prove that the LAN property is satisfied for a jump-diffusion process whose drift coefficient depends on an unknown parameter. Finally, in the same direction we obtain in Chapter 5 the LAN property for a jump-diffusion process where two unknown parameters determine the drift and diffusion coefficients of the jump-diffusion process.


Keywords: Malliavin calculus ; Asymptotically efficient estimator ; Parametric estimation ; Local asymptotic normality ; Local asymptotic mixed normality ; Lévy process; Diffusion process with jumps
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## Chapitre 1

## Introduction

This thesis is concerned with the application of the Malliavin calculus to the study of the local asymptotic normality (LAN) property from discrete observations for a class of uniformly elliptic diffusion processes with jumps. We will also go over the proof of the local asymptotic mixed normality (LAMN) property from continuous observations for jump-diffusion processes. The importance of such property in parametric estimation is characterized by the convolution theorem allowing us to define the asymptotically efficient estimators, and the minimax theorem giving the lower bound for the asymptotic variance of estimators.

The aim of this introduction is to recall several concepts on asymptotic statistical inference, to provide some motivation for the study of such property, to give the main results contained in the thesis, and to explain in detail the main techniques used to obtain such results.

### 1.1 Some basics on parametric statistical inference

Consider an $\mathbb{R}^{n}$-valued random vector $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$, whose structure will be described later, such that the probability law of $X^{n}$ depends on a parameter $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Theta$, where the parameter space $\Theta$ is an open subset of $\mathbb{R}^{k}$. We are interested in the case where $X^{n}$ corresponds to the discrete observations of a stochastic process $X^{\theta}=\left(X_{t}^{\theta}\right)_{t \geq 0}$ defined on $(\Omega, \mathcal{F}, \mathrm{P})$ and adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, which satisfies a stochastic differential equation with jumps having a Brownian component. We then denote by $\mathrm{P}^{\theta}$ the probability law of $X^{\theta}$ on the Skohorod space $\left(D\left(\mathbb{R}_{+}, \mathbb{R}\right), \mathcal{B}\left(\mathbb{R}_{+}, \mathbb{R}\right)\right)$, where $D\left(\mathbb{R}_{+}, \mathbb{R}\right)$ denotes the space of càdlàg functions from $\mathbb{R}$ to $\mathbb{R}$, and $\mathcal{B}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ its associated Borel $\sigma$-algebra, and by $\mathrm{E}^{\theta}$ and E the expectation with respect to $\mathrm{P}^{\theta}$ and P , respectively. Let $\xrightarrow{\mathrm{P}^{\theta}}$ and $\xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)}$ denote the convergence in $P^{\theta}$-probability and in $P^{\theta}$-law, respectively. Similarly, $\xrightarrow{P}$ and $\xrightarrow{\mathcal{L}(P)}$ denote the convergence in P-probability and in P-law, respectively.

Let $\mathfrak{X}^{n}$ be the sample space containing all the possible values of $X^{n}$, and $\mathcal{B}\left(\mathfrak{X}^{n}\right)$ the Borel $\sigma$-algebra of observable events. Let $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ be the family of probability laws defined on $\left(\mathfrak{X}^{n}, \mathcal{B}\left(\mathfrak{X}^{n}\right)\right)$, and induced by $X^{n}: \Omega \rightarrow \mathfrak{X}^{n} \subset \mathbb{R}^{n}$. The triplet $\left(D\left(\mathbb{R}_{+}, \mathbb{R}\right), \mathcal{B}\left(\mathfrak{X}^{n}\right),\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}\right)$ is called a parametric statistical model, which we denote by $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$. The parametric statistical model $\left(D\left(\mathbb{R}_{+}, \mathbb{R}\right), \mathcal{B}\left(\mathbb{R}_{+}, \mathbb{R}\right),\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}\right)$ is defined similarly, which we denote by $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$. We denote by $\mathrm{E}_{n}^{\theta}$ the expectation with respect to $\mathrm{P}_{n}^{\theta}$.

Our objective is to estimate the parameter $\theta$ on the basis of the observations $X^{n}$. For this, let us introduce the following concepts.

A statistic is any measurable function $T: \mathfrak{X}^{n} \rightarrow \mathbb{R}^{m}$, which does not depend on $\theta$. Moreover, any statistic $T: \mathfrak{X}^{n} \rightarrow \Theta$ is called an estimator of the parameter $\theta \in \Theta$.

The bias of an estimator $T\left(X^{n}\right)$ is defined as $b_{\theta}\left(T\left(X^{n}\right)\right)=\mathrm{E}^{\theta}\left[T\left(X^{n}\right)\right]-\theta$. An estimator $T\left(X^{n}\right)$ of $\theta$ is said to be unbiased if $b_{\theta}\left(T\left(X^{n}\right)\right)=0$. The asymptotic bias of an estimator $T\left(X^{n}\right)$ is defined as $\lim _{n \rightarrow \infty} b_{\theta}\left(T\left(X^{n}\right)\right)$. Moreover, if $\lim _{n \rightarrow \infty} b_{\theta}\left(T\left(X^{n}\right)\right)=0$, the estimator $T\left(X^{n}\right)$ is said to be asymptotically unbiased.

The definition of the Fisher information matrix depends on the notion of the score function which plays a central role in parametric statistical inference. In order for this notion to be welldefined, it is necessary to impose certain conditions on the Radon-Nikodym density $p_{n}(x ; \theta)$, $x \in \mathfrak{X}^{n}$ of $\mathrm{P}_{n}^{\theta}$ with respect to a dominating measure $\mu_{n}$. We shall utilize the following definition.

Definition 1.1.1. The parametric statistical model $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ is regular if
i) There exists a $\sigma$-finite positive measure $\mu_{n}$ on $\left(\mathfrak{X}^{n}, \mathcal{B}\left(\mathfrak{X}^{n}\right)\right)$ such that for all $\theta \in \Theta$, the probability measures $\mathrm{P}_{n}^{\theta}$ are absolutely continuous with respect to $\mu_{n}$, and the Radon-Nikodym density

$$
p_{n}(x ; \theta)=\frac{d \mathrm{P}_{n}^{\theta}}{d \mu_{n}}(x)
$$

is continuous on $\Theta$ for $\mu_{n}$-almost all $x \in \mathfrak{X}^{n}$.
ii) The function $\sqrt{p_{n}(x ; \theta)}$ is differentiable in $\theta$ in $L^{2}\left(\mu_{n}\right)$ for all $\theta \in \Theta$.
iii) The $L^{2}\left(\mu_{n}\right)$-derivative of $\sqrt{p_{n}(x ; \theta)}$ is continuous in $L^{2}\left(\mu_{n}\right)$.

Note that the regularity of the parametric statistical model $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ is defined similarly.
Definition 1.1.2. Let $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model. The likelihood function and log-likelihood function based on $X^{n}$ are defined as random functions of $\theta$ as follows

$$
L_{n}(\theta)=p_{n}\left(X^{n} ; \theta\right), \quad \text { and } \quad \ell_{n}(\theta)=\log p_{n}\left(X^{n} ; \theta\right)
$$

The score function is given by the gradient $\nabla_{\theta} \ell_{n}(\theta)=\nabla_{\theta} \log p_{n}\left(X^{n} ; \theta\right)$.
Let us now give some consequences of this regularity condition (see Lemmas 7.1 and 7.2 of [28, Chapter I]).

Lemma 1.1.1. Let $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model.

1. The Fisher information matrix of the model, defined as

$$
I_{n}(\theta)=\mathrm{E}_{n}^{\theta}\left[\nabla_{\theta} \ell_{n}(\theta) \nabla_{\theta} \ell_{n}(\theta)^{\top}\right]=\mathrm{E}_{n}^{\theta}\left[\nabla_{\theta} \log p_{n}\left(X^{n} ; \theta\right) \nabla_{\theta} \log p_{n}\left(X^{n} ; \theta\right)^{\top}\right]
$$

exists and is continuous on $\Theta$.
2. Let $T: \mathfrak{X}^{n} \rightarrow \mathbb{R}^{m}$ be a statistic such that $\mathrm{E}_{n}^{\theta}\left[\left|T\left(X^{n}\right)\right|^{2}\right]$ is bounded in a neighborhood of $\theta \in \Theta$. Then, the function $\mathrm{E}_{n}^{\theta}\left[T\left(X^{n}\right)\right]$ is continuously differentiable in this neighborhood, and

$$
\nabla_{\theta} \mathrm{E}_{n}^{\theta}\left[T\left(X^{n}\right)\right]=\nabla_{\theta} \int_{\mathfrak{X}^{n}} T(x) p_{n}(x ; \theta) \mu_{n}(d x)=\int_{\mathfrak{X}^{n}} T(x) \nabla_{\theta} p_{n}(x ; \theta) \mu_{n}(d x) .
$$

Taking $T\left(X^{n}\right)=1$ in 2. , we obtain that $\mathrm{E}_{n}^{\theta}\left[\nabla_{\theta} \ell_{n}(\theta)\right]=0$. Therefore, $I_{n}(\theta)=\operatorname{Var}_{n}^{\theta}\left(\nabla_{\theta} \ell_{n}(\theta)\right)$. Furthermore, if the second order derivative $\nabla_{\theta}^{2} \ell_{n}(\theta)$ exists, then $I_{n}(\theta)=-\mathrm{E}_{n}^{\theta}\left[\nabla_{\theta}^{2} \ell_{n}(\theta)\right]$.

Let $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model, and let $\nu$ be the measure on the space $\left(D\left(\mathbb{R}_{+}, \mathbb{R}\right), \mathcal{B}\left(\mathbb{R}_{+}, \mathbb{R}\right)\right)$ from Definition 1.1.1 such that for all $\theta \in \Theta$,

$$
p(x ; \theta)=\frac{d \mathrm{P}^{\theta}}{d \nu}(x)
$$

The likelihood function and log-likelihood function based on $X$ are defined as random functions of $\theta$ as follows

$$
L(\theta)=p(X ; \theta), \quad \text { and } \quad \ell(\theta)=\log p(X ; \theta)
$$

The score function is given by the gradient $\nabla_{\theta} \ell(\theta)=\nabla_{\theta} \log p(X ; \theta)$. The Fisher information matrix of this model is defined as

$$
\begin{aligned}
I(\theta)=\mathrm{E}^{\theta}\left[\nabla_{\theta} \ell(\theta) \nabla_{\theta} \ell(\theta)^{\top}\right] & =\mathrm{E}^{\theta}\left[\nabla_{\theta} \log p(X ; \theta) \nabla_{\theta} \log p(X ; \theta)^{\top}\right] \\
& =\int_{D\left(\mathbb{R}_{+}, \mathbb{R}\right)} \nabla_{\theta} \log p(x ; \theta) \nabla_{\theta} \log p(x ; \theta)^{\top} p(x ; \theta) \nu(d x)
\end{aligned}
$$

We are now interested in using the Malliavin calculus in order to write the score function as a conditional expectation involving the Skorohod integral (see [13, Theorem 3.3] for $k=1$ ). We refer to Nualart [57] for a detailed exposition of the classical Malliavin calculus on the Wiener space. We now recall briefly the Malliavin calculus for Lévy processes developed by León et al. in 50 and Petrou in 61, which will be applied in the thesis.

In all what follows, the observed process is defined by $X^{\theta}=\left(X_{t}^{\theta}\right)_{t \geq 0}$, which is driven by a Brownian motion $B$ and a compensated Poisson random measure $\widetilde{N}$. In Chapters 3-5, to avoid confusion with the observed process $X^{\theta}$, we introduce an independent copy of $X^{\theta}$, denoted by $Y^{\theta}$ which is driven by a Brownian motion $W$ and a compensated Poisson random measure $\widetilde{M}$, where the Malliavin calculus with respect to $W$ will be applied. Therefore, $Y^{\theta}$ can be considered as the theoretical process.

Definition 1.1.3. Let us define a Brownian motion $B=\left(B_{t}\right)_{t \geq 0}$ on the canonical probability space $\left(\Omega^{1}, \mathcal{F}^{1}, \mathrm{P}^{1}\right)$ with its natural filtration $\left\{\mathcal{F}_{t}^{1}\right\}_{t \geq 0}$, a Poisson random measure $N(d t, d z)$ on the canonical probability space $\left(\Omega^{2}, \mathcal{F}^{2}, \mathrm{P}^{2}\right)$ with intensity measure $\nu(d z) d t$ and its natural filtration $\left\{\mathcal{F}_{t}^{2}\right\}_{t \geq 0}$, another Brownian motion $W=\left(W_{t}\right)_{t \geq 0}$ on the canonical probability space $\left(\Omega^{3}, \mathcal{F}^{3}, \mathrm{P}^{3}\right)$ with its natural filtration $\left\{\mathcal{F}_{t}^{3}\right\}_{t \geq 0}$, and another Poisson random measure $M(d t, d z)$ on the canonical probability space $\left(\Omega^{4}, \mathcal{F}^{4}, \overline{\mathrm{P}}^{4}\right)$ with intensity measure $\pi(d z) d t$ and its natural filtration $\left\{\mathcal{F}_{t}^{4}\right\}_{t \geq 0}$. Then, $(\Omega, \mathcal{F}, \mathrm{P})$ is defined as the canonical product probability space, where $\Omega=\Omega^{1} \times \Omega^{2} \times \Omega^{3} \times \Omega^{4}, \mathcal{F}=\mathcal{F}^{1} \otimes \mathcal{F}^{2} \otimes \mathcal{F}^{3} \otimes \mathcal{F}^{4}, \mathrm{P}=\mathrm{P}^{1} \otimes \mathrm{P}^{2} \otimes \mathrm{P}^{3} \otimes \mathrm{P}^{4}$, and $\mathcal{F}_{t}=\mathcal{F}_{t}^{1} \otimes \mathcal{F}_{t}^{2} \otimes \mathcal{F}_{t}^{3} \otimes \mathcal{F}_{t}^{4}$. Therefore on this space the canonical process represents $(B, N, W, M)$ which are therefore mutually independent.

We denote by $\widehat{\Omega}=\Omega^{1} \times \Omega^{2}, \widehat{\mathcal{F}}=\mathcal{F}^{1} \otimes \mathcal{F}^{2}, \widehat{\mathrm{P}}=\mathrm{P}^{1} \otimes \mathrm{P}^{2}, \widehat{\mathcal{F}}_{t}=\mathcal{F}_{t}^{1} \otimes \mathcal{F}_{t}^{2}$, and $\widetilde{\Omega}=\Omega^{3} \times \Omega^{4}$, $\widetilde{\mathcal{F}}=\mathcal{F}^{3} \otimes \mathcal{F}^{4}, \widetilde{\mathrm{P}}=\mathrm{P}^{3} \otimes \mathrm{P}^{4}, \widetilde{\mathcal{F}}_{t}=\mathcal{F}_{t}^{3} \otimes \mathcal{F}_{t}^{4}$. We denote by $\mathrm{E}, \widehat{\mathrm{E}}$ and $\widetilde{\mathrm{E}}$ the expectation with respect to $\mathrm{P}, \widehat{\mathrm{P}}$ and $\widetilde{\mathrm{P}}$, respectively. Observe that $\Omega=\widehat{\Omega} \times \widetilde{\Omega}, \mathcal{F}=\widehat{\mathcal{F}} \otimes \widetilde{\mathcal{F}}, \mathrm{P}=\widehat{\mathrm{P}} \otimes \widetilde{\mathrm{P}}, \mathcal{F}_{t}=\widehat{\mathcal{F}}_{t} \otimes \widetilde{\mathcal{F}}_{t}$, and $\mathrm{E}=\widehat{\mathrm{E}} \otimes \widetilde{\mathrm{E}}$.

On the filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}, \mathrm{P}\right)$, consider a two-dimensional centered square integrable Lévy process $Z=\left(Z^{1}, Z^{2}\right)=\left(Z_{t}\right)_{t \in[0, T]}$ given by

$$
\begin{aligned}
Z_{t}^{1} & =\sigma_{1} B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z(N(d t, d z)-\nu(d z) d t) \\
Z_{t}^{2} & =\sigma_{2} W_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z(M(d t, d z)-\pi(d z) d t)
\end{aligned}
$$

where $\sigma_{1}, \sigma_{2}>0$ are constant, $\mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}$. The compensated Poisson random measures are denoted by $\widetilde{N}(d t, d z):=N(d t, d z)-\nu(d z) d t$, and $\widetilde{M}(d t, d z):=M(d t, d z)-\pi(d z) d t$. Here, the intensity measures satisfy that $\int_{\mathbb{R}_{0}}\left(1 \wedge|z|^{2}\right) \nu(d z)<\infty$ and $\int_{\mathbb{R}_{0}}\left(1 \wedge|z|^{2}\right) \pi(d z)<\infty$. Remark that the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$ is the same as the one generated by the Lévy process $Z$. The main idea of León et al. in [50] is to represent random variables on $(\Omega, \mathcal{F}, \mathrm{P})$ via iterated integrals, from which a Mallivin calculus can be defined as in the Gaussian setting in Nualart [57].

To simplify the exposition, we introduce the following unified notation for the Brownian motions and the Poisson random measures

$$
\begin{array}{rll}
U_{1}=U_{2}=[0, T], & \text { and } & U_{3}=U_{4}=[0, T] \times \mathbb{R}_{0} \\
d Q_{1}(\cdot)=d B ., d Q_{2}(\cdot)=d W ., & \text { and } & Q_{3}(\cdot, *)=\widetilde{N}(\cdot, *), Q_{4}(\cdot, *)=\widetilde{M}(\cdot, *) \\
d\left\langle Q_{1}\right\rangle .=d\left\langle Q_{2}\right\rangle .=d \cdot, & \text { and } & d\left\langle Q_{3}\right\rangle .=d \cdot \times d \nu(*), d\left\langle Q_{4}\right\rangle .=d \cdot \times d \pi(*),
\end{array}
$$

and for the variables $t_{k} \in[0, T]$ and $z \in \mathbb{R}_{0}$,

$$
u_{k}^{\ell}:= \begin{cases}t_{k} & , \ell=1,2 \\ \left(t_{k}, z\right) & , \ell=3,4\end{cases}
$$

Set $S_{n}=\{1,2,3,4\}^{n}$. For $\left(j_{1}, \ldots, j_{n}\right) \in S_{n}$, define an expanded simplex of the form

$$
G_{j_{1}, \ldots, j_{n}}=\left\{\left(u_{1}^{j_{1}}, \ldots, u_{n}^{j_{n}}\right) \in \Pi_{i=1}^{n} U_{j_{i}}: 0<t_{1}<\cdots<t_{n}<T\right\}
$$

We next define the iterated integral of the form

$$
J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right)=\int_{G_{j_{1}, \ldots, j_{n}}} g_{j_{1}, \ldots, j_{n}}\left(u_{1}^{j_{1}}, \ldots, u_{n}^{j_{n}}\right) Q_{j_{1}}\left(d u_{1}^{j_{1}}\right) \cdots Q_{j_{n}}\left(d u_{n}^{j_{n}}\right)
$$

where $g_{j_{1}, \ldots, j_{n}}$ is a deterministic function in $L^{2}\left(G_{j_{1}, \ldots, j_{n}}\right)=L^{2}\left(G_{j_{1}, \ldots, j_{n}}, \otimes_{i=1}^{n} d\left\langle Q_{j_{i}}\right\rangle\right)$.
Theorem 1.1.1. For every random variable $F \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$, there exists a unique sequence of deterministic functions $\left\{g_{j_{1}, \ldots, j_{n}}\right\}_{n=0}^{\infty},\left(j_{1}, \ldots, j_{n}\right) \in S_{n}$, where $g_{j_{1}, \ldots, j_{n}} \in L^{2}\left(G_{j_{1}, \ldots, j_{n}}\right)$ such that

$$
F=\mathrm{E}[F]+\sum_{n=1}^{\infty} \sum_{\left(j_{1}, \ldots, j_{n}\right) \in S_{n}} J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right)
$$

and we have the isometry

$$
\|F\|_{L^{2}(\mathrm{P})}^{2}=\mathrm{E} F^{2}+\sum_{n=1}^{\infty} \sum_{\left(j_{1}, \ldots, j_{n}\right) \in S_{n}}\left\|J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right)\right\|_{L^{2}\left(G_{j_{1}, \ldots, j_{n}}\right)}^{2}
$$

Using this chaotic representation property, the directional derivatives can be defined with respect to Brownian motion and Poisson random measure. For this, denote

$$
\begin{aligned}
G_{j_{1}, \ldots, j_{n}}^{k}(t)= & \left\{\left(u_{1}^{j_{1}}, \ldots, u_{k-1}^{j_{k-1}}, \hat{u}_{k}^{j_{k}}, u_{k+1}^{j_{k+1}}, \ldots, u_{n}^{j_{n}}\right) \in G_{j_{1}, \ldots, j_{k-1}, j_{k+1}, \ldots, j_{n}}:\right. \\
& \left.0<t_{1}<\cdots<t_{k-1}<t<t_{k+1}<\cdots<t_{n}<T\right\}
\end{aligned}
$$

where $\hat{u}$ means that we omit the $u$ element.
Definition 1.1.4. Let $g_{j_{1}, \ldots, j_{n}} \in L^{2}\left(G_{j_{1}, \ldots, j_{n}}\right)$ and $\ell \in\{1,2,3,4\}$. Then

$$
D_{u^{\ell}}^{(\ell)} J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right)=\sum_{i=1}^{n} \mathbf{1}_{\left\{j_{i}=\ell\right\}} J_{n-1}^{\left(j_{1}, \ldots, j_{i-1}, \hat{j}_{i}, j_{i+1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\left(\ldots, u^{\ell}, \ldots\right) \mathbf{1}_{G_{j_{1}, \ldots, j_{n}}^{i}(t)}\right)
$$

is called the derivative of $J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right)$ in the $\ell$-th direction.
Definition 1.1.5. Let $\mathbb{D}^{(\ell)}$ be the space of the random variables in $L^{2}(\Omega)$ that are differentiable in the $\ell$-th direction, then

$$
\begin{aligned}
\mathbb{D}^{(\ell)}= & \left\{F \in L^{2}(\Omega), F=\mathrm{E}[F]+\sum_{n=1}^{\infty} \sum_{\left(j_{1}, \ldots, j_{n}\right) \in S_{n}} J_{n}^{\left(j_{1}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\right):\right. \\
& \left.\sum_{n=1}^{\infty} \sum_{\left(j_{1}, \ldots, j_{n}\right) \in S_{n}} \sum_{i=1}^{n} \mathbf{1}_{\left\{j_{i}=\ell\right\}} \int_{U_{j_{i}}}\left\|g_{j_{1}, \ldots, j_{n}}\left(\ldots, u^{\ell}, \ldots\right)\right\|_{L^{2}\left(G_{\left.j_{1}, \ldots, j_{n}\right)}^{i}\right)}^{2} d\left\langle Q_{\ell}\right\rangle\left(u^{\ell}\right)<\infty\right\} .
\end{aligned}
$$

Definition 1.1.6. Let $F \in \mathbb{D}^{(\ell)}$. Then the derivative in the $\ell$-th direction is defined as

$$
D_{u^{\ell}}^{(\ell)} F=\sum_{n=1}^{\infty} \sum_{\left(j_{1}, \ldots, j_{n}\right) \in S_{n}} \sum_{i=1}^{n} \mathbf{1}_{\left\{j_{i}=\ell\right\}} J_{n-1}^{\left(j_{1}, \ldots, \hat{j}_{i}, \ldots, j_{n}\right)}\left(g_{j_{1}, \ldots, j_{n}}\left(\ldots, u^{\ell}, \ldots\right) \mathbf{1}_{G_{j_{1}, \ldots, j_{n}}^{i}(t)}\right)
$$

On the space $\mathbb{D}^{(1)} \cap \mathbb{D}^{(2)}$, the directional derivatives $\left(D^{(1)}, D^{(2)}\right)$ with respect to the 2 dimensional Brownian motion $(B, W)$ are equivalent to the classical Malliavin derivative on the Wiener space.

Moreover, the properties like the chain rule, the integration by parts formula, the Skorohod integral and duality relation of the directional derivatives $\left(D^{(1)}, D^{(2)}\right)$ are preserved as for the classical Malliavin calculus.

Notice that the solution $Y^{\theta}$ to a stochastic differential equation with jumps driven by the Brownian motion $W$ and the compensated Poisson random measure $\widetilde{M}$ can be differentiable with respect to $W$ and $\widetilde{M}$ (see [61]). In Chapters 3-5, we are only concerned with the Malliavin derivative in the 2 -th direction, i.e., with respect to $W$, and let us denote $D \equiv D^{(2)}, \mathbb{D}^{1,2} \equiv \mathbb{D}^{(2)}$ and $\mathcal{H}=L^{2}([0, T], \mathbb{R})$.
Definition 1.1.7. The divergence operator $\delta$ (called the Skorohod integral) is the adjoint of the directional derivative $D$. That is, $\delta$ is an unbounded operator from $L^{2}([0, T] \times \Omega, \mathbb{R})$ to $L^{2}(\Omega)$ such that
(i) The domain of $\delta$, $\operatorname{Dom} \delta$, is the set of random variables $u \in L^{2}([0, T] \times \Omega, \mathbb{R})$ such that

$$
\left|\mathrm{E}\left[\langle D F, u\rangle_{\mathcal{H}}\right]\right| \leq c_{u}\|F\|_{L^{2}(\Omega)},
$$

for all $F \in \mathbb{D}^{1,2}$, where $c_{u}$ is some positive constant depending on $u$.
(ii) If $u \in \operatorname{Dom} \delta$ then $\delta(u)$ is the element of $L^{2}(\Omega)$ characterized by the following duality relation

$$
\mathrm{E}[F \delta(u)]=\mathrm{E}\left[\langle D F, u\rangle_{\mathcal{H}}\right]
$$

for any $F \in \mathbb{D}^{1,2}$.
Similarly, $X^{\theta}$ can be differentiable with respect to $B$ and $\widetilde{N}$. Let Dom $\delta^{(1)}$ denote the domain of the Skorohod integral $\delta^{(1)}$, the adjoint operator of the Malliavin derivative $D^{(1)}$ with respect to $B$, in $L^{2}([0, T] \times \Omega, \mathbb{R})$.

Proposition 1.1.1. Let $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model. Assume that the random variables $X_{i} \in \mathbb{D}^{(1)}$, for all $i \in\{1, \ldots, n\}$, and let $U=\left(U^{1}, \ldots, U^{k}\right)$ be a $k$-dimensional stochastic process satisfying that $U^{j} \in \operatorname{Dom} \delta^{(1)}$, for all $j \in\{1, \ldots, k\}$ such that for all $i \in$ $\{1, \ldots, n\}$,

$$
\begin{equation*}
\left\langle D^{(1)} X_{i}, U\right\rangle_{\mathcal{H}}=\nabla_{\theta} X_{i}, \tag{1.1}
\end{equation*}
$$

where $\nabla_{\theta} X_{i}=\left(\partial_{\theta_{1}} X_{i}, \ldots, \partial_{\theta_{k}} X_{i}\right)$, and

$$
\begin{aligned}
\left\langle D^{(1)} X_{i}, U\right\rangle_{\mathcal{H}} & =\left(\left\langle D^{(1)} X_{i}, U^{1}\right\rangle_{\mathcal{H}}, \ldots,\left\langle D^{(1)} X_{i}, U^{k}\right\rangle_{\mathcal{H}}\right) \\
& =\left(\int_{0}^{T} D_{t}^{(1)} X_{i} U^{1}(t) d t, \ldots, \int_{0}^{T} D_{t}^{(1)} X_{i} U^{k}(t) d t\right)
\end{aligned}
$$

Moreover, assume that for any $\theta \in \Theta$, there is a neighborhood of $\theta$ where $\left|\nabla_{\theta} X_{i}\right| \leq G$ with $\mathrm{E}[G]<\infty$. Then for all $\theta \in \Theta$,

$$
\nabla_{\theta} \log p_{n}(x ; \theta)=\mathrm{E}\left[\delta^{(1)}(U) \mid X^{n}=x\right]
$$

for almost all $x \in \mathfrak{X}^{n}$ and for all $\theta \in \Theta$, where we denote $\delta^{(1)}(U):=\left(\delta^{(1)}\left(U^{1}\right), \ldots, \delta^{(1)}\left(U^{k}\right)\right)$.
Proof. Let $\varphi$ be a $\mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ function with compact support. Then, hypothesis 1.1), the chain rule and the duality relation of the Malliavin calculus imply that

$$
\begin{aligned}
\nabla_{\theta} \mathrm{E}\left[\varphi\left(X^{n}\right)\right]=\sum_{i=1}^{n} \mathrm{E}\left[\partial_{x_{i}} \varphi\left(X^{n}\right) \nabla_{\theta} X_{i}\right] & =\sum_{i=1}^{n} \mathrm{E}\left[\partial_{x_{i}} \varphi\left(X^{n}\right)\left\langle D^{(1)} X_{i}, U\right\rangle_{\mathcal{H}}\right] \\
& =\mathrm{E}\left[\left\langle D^{(1)}\left(\varphi\left(X^{n}\right)\right), U\right\rangle_{\mathcal{H}}\right] \\
& =\mathrm{E}\left[\varphi\left(X^{n}\right) \delta^{(1)}(U)\right]
\end{aligned}
$$

On the other hand, by Lemma 1.1.1,

$$
\nabla_{\theta} \mathrm{E}\left[\varphi\left(X^{n}\right)\right]=\int_{\mathfrak{X}^{n}} \varphi(x) \nabla_{\theta} p_{n}(x ; \theta) \mu(d x)=\mathrm{E}\left[\varphi\left(X^{n}\right) \nabla_{\theta} \log p_{n}\left(X^{n} ; \theta\right)\right]
$$

Thus, the result follows.
As a consequence, the Fisher information matrix and the Cramér-Rao lower bound can be obtained without requiring the explicit expression of the density $p_{n}(\cdot ; \theta)$ (see Proposition 1.1.2 below). Observe that by Proposition 1.1.1.

$$
I_{n}(\theta)=\operatorname{Var}\left(\mathrm{E}\left[\delta^{(1)}(U) \mid X^{n}\right]\right)
$$

Let us now give the classical Cramér-Rao's inequality (see Theorem 7.3 of [28, Chapter I]).
Proposition 1.1.2. Let $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model, and $T$ be a statistic such that $\mathrm{E}_{n}^{\theta}\left[\left|T\left(X^{n}\right)\right|^{2}\right]$ is bounded in a neighborhood of $\theta \in \Theta$. Assume that $I_{n}(\theta)$ is invertible for all $\theta \in \Theta$. Let $g(\theta)=\mathrm{E}_{n}^{\theta}\left[T\left(X^{n}\right)\right]$. Then $g$ is continuously differentiable in this neighborhood, and

$$
\operatorname{Var}_{n}^{\theta}\left(T\left(X^{n}\right)\right) \geq \nabla_{\theta} g(\theta) I_{n}(\theta)^{-1} \nabla_{\theta} g(\theta)^{\top}
$$

In this case, $\nabla_{\theta} g(\theta) I_{n}(\theta)^{-1} \nabla_{\theta} g(\theta)^{\top}$ is called the Cramér-Rao lower bound for estimating $g(\theta)$.
In particular, if $T\left(X^{n}\right)$ is an unbiased estimator of $\theta$, then

$$
\operatorname{Var}_{n}^{\theta}\left(T\left(X^{n}\right)\right) \geq I_{n}(\theta)^{-1}
$$

In this case, $I_{n}(\theta)^{-1}$ is called the Cramér-Rao lower bound for estimating $\theta$.
We remark that if $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ is a regular parametric statistical model, then the Cramér-Rao lower bound for an unbiased estimator $T\left(X^{\theta}\right)$ of $\theta$ holds with $I(\theta)^{-1}$.

The Cramér-Rao lower bound suggests the following definition.
Definition 1.1.8. Suppose that $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ is a regular parametric statistical model. An unbiased estimator $T\left(X^{n}\right)$ of $\theta$ is called efficient if its covariance matrix achieves the Cramér-Rao lower bound. That is,

$$
\operatorname{Var}_{n}^{\theta}\left(T\left(X^{n}\right)\right)=I_{n}(\theta)^{-1}
$$

Moreover, suppose that the parametric statistical model $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ is regular. An estimator $T\left(X^{n}\right)$ of $\theta$ is called asymptotically efficient in the Cramér-Rao sense if it is asymptotically normal, and its covariance matrix achieves asymptotically the Cramér-Rao lower bound. That is, there exists a $k \times k$ non-random diagonal matrix $\varphi_{n}(\theta)$ whose entries are strictly positive and tend to zero as $n \rightarrow \infty$ such that as $n \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} \mathcal{N}\left(0, I(\theta)^{-1}\right), \tag{1.2}
\end{equation*}
$$

where $\mathcal{N}\left(0, I(\theta)^{-1}\right)$ denotes a centered $\mathbb{R}^{k}$-valued Gaussian random variable with covariance matrix $I(\theta)^{-1}$, and $\varphi_{n}^{-1}(\theta)$ is the rate of convergence of $I(\theta)^{-1}$. Here, $I(\theta)$ is the Fisher information matrix of the model $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$.

Example 1.1.1. Consider the following diffusion process $X^{\theta}=\left(X_{t}^{\theta}\right)_{t \in[0,1]}$

$$
d X_{t}^{\theta}=b(\theta, t) d t+d B_{t}
$$

where $X_{0}^{\theta}=x_{0}, \theta \in \Theta \subset \mathbb{R}$, and $b(\theta, \cdot)$ is a continuously differentiable function on $L^{2}(0,1)$. Let $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ be the law of the continuous observation $X^{\theta}$ on the canonical space $(C[0,1], \mathcal{B}[0,1])$, where $C[0,1]$ denotes the space of continuous functions from $[0,1]$ to $\mathbb{R}$, and $\mathcal{B}[0,1]$ its associated

Borel $\sigma$-algebra. Let $\nu$ be the probability law of $\left(x_{0}+B_{t}\right)_{t \in[0,1]}$ on $(C[0,1], \mathcal{B}[0,1])$. Then by Girsanov's Theorem,

$$
\frac{d \mathrm{P}^{\theta}}{d \nu}=\exp \left\{\int_{0}^{1} b(\theta, t) d X_{t}^{\theta}-\frac{1}{2} \int_{0}^{1} b^{2}(\theta, t) d t\right\}=p\left(X^{\theta}, \theta\right)
$$

It can be checked that the parametric statistical model $\left(\mathrm{P}^{\theta}\right)_{\theta \in \Theta}$ is regular (see Example 7.3 of [28, Chapter I]). Moreover, the Fisher information matrix is given by

$$
I(\theta)=\int_{0}^{1}\left(\partial_{\theta} b(\theta, t)\right)^{2} d t
$$

An estimator $T\left(X^{n}\right)$ of the parameter $\theta$ is said to be consistent if it converges in $\mathrm{P}^{\theta}$-probability to $\theta$ as $n \rightarrow \infty$. When comparing two consistent estimators of the parameter $\theta$, it is natural to compare their rates of convergence and the asymptotic variances of their respective asymptotic distributions, which are in general the normal distribution or mixed normal distribution.

Definition 1.1.9. A sequence of estimators $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ of the parameter $\theta$ is called asymptotically mixed normal if for any $\theta \in \Theta$, there exists a $k \times k$ non-random diagonal matrix $\varphi_{n}(\theta)$ whose entries are strictly positive and tend to zero as $n \rightarrow \infty$, and a $k \times k$ positive definite random matrix $\Gamma(\theta)$, such that as $n \rightarrow \infty$,

$$
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right),
$$

where $\mathcal{N}\left(0, I_{k}\right)$ denotes a centered $\mathbb{R}^{k}$-valued Gaussian random variable independent of $\Gamma(\theta)$ with identity covariance matrix $I_{k}$.

When the matrix $\Gamma(\theta)$ is deterministic, the sequence $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ is asymptotically normal.
When the estimators are asymptotically mixed normal, another important issue is whether these estimators are asymptotically efficient in the sense that they achieve a minimal asymptotic variance. We have given in Definition 1.1 .8 the notion of asymptotic efficiency of the estimators in terms of deterministic Cramér-Rao lower bound. Another approach to define the asymptotic efficiency of the estimators is to study the lower bound for asymptotic variances of the estimators via a convolution theorem. This problem is related to a fundamental concept in asymptotic theory of statistics called the local asymptotic normality (LAN) property, which was introduced by Le Cam [48], developed by Hájek [26, 27] and extended by Jeganathan [34, [35] to the local asymptotic mixed normality (LAMN) property. We refer to the monographs by Ibragimov and Has'minskii [28], Kutoyants [47], Le Cam and Lo Yang 49], Van Der Vaart [73] for more detailed expositions of this topic.

Note that solving the issue on the regularity of a parametric statistical model and on the asymptotic mixed normality of the estimators is an interesting topic. However, the purpose of this thesis is to focus on addressing the problem of asymptotic efficiency of the estimators in the latter sense, and more precisely, studying the LAN property for a class of diffusion processes with jumps.

Definition 1.1.10. The score function is said to be asymptotically mixed normal if for any $\theta \in \Theta$, there exists a $k \times k$ non-random diagonal matrix $\varphi_{n}(\theta)$ whose entries are strictly positive and tend to zero as $n \rightarrow \infty$, and a $k \times k$ positive definite random matrix $\Gamma(\theta)$, such that as $n \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{n}(\theta) \nabla_{\theta} \ell_{n}(\theta) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right), \tag{1.3}
\end{equation*}
$$

where $\Gamma(\theta)$ and $\mathcal{N}\left(0, I_{k}\right)$ are independent. In this case, the matrix $\Gamma(\theta)$ is called the asymptotic Fisher information matrix of the model. When the matrix $\Gamma(\theta)$ is deterministic, we say that the score function is asymptotically normal.

Definition 1.1.11. The sequence $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ is said to have the LAMN property if for any $\theta \in \Theta$ and $u \in \mathbb{R}^{k}$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\log \frac{d \mathrm{P}_{n}^{\theta+\varphi_{n}(\theta) u}}{d \mathrm{P}_{n}^{\theta}}\left(X^{n}\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} u^{\top} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)-\frac{1}{2} u^{\top} \Gamma(\theta) u \tag{1.4}
\end{equation*}
$$

where $\mathcal{N}\left(0, I_{k}\right), \varphi_{n}^{-1}(\theta)$, and $\Gamma(\theta)$ are as in (1.3). In this case, we say that the LAMN property holds with rate of convergence $\varphi_{n}^{-1}(\theta)$ and asymptotic Fisher information matrix $\Gamma(\theta)$. When the matrix $\Gamma(\theta)$ is deterministic, the LAN property holds.

Observe that 1.4 is equivalent to

$$
\begin{align*}
\log \frac{d \mathrm{P}_{n}^{\theta+\varphi_{n}(\theta) u}}{d \mathrm{P}_{n}^{\theta}}\left(X^{n}\right) & =\ell_{n}\left(\theta+\varphi_{n}(\theta) u\right)-\ell_{n}(\theta)  \tag{1.5}\\
& =u^{\top} \varphi_{n}(\theta) \nabla_{\theta} \ell_{n}(\theta)-\frac{1}{2} u^{\top} \Gamma(\theta) u+o_{\mathrm{P}^{\theta}}(1)
\end{align*}
$$

where $\varphi_{n}(\theta) \nabla_{\theta} \ell_{n}(\theta)$ converges in $\mathrm{P}^{\theta}$-law to $\Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)$ as $n \rightarrow \infty$.
Two fundamental consequences of the LAMN property are the conditional convolution theorem and the minimax theorem.

Definition 1.1.12. A sequence of estimators $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ of the parameter $\theta$ is called regular at $\theta$ if for any $u \in \mathbb{R}^{k}$, as $n \rightarrow \infty$,

$$
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\left(\theta+\varphi_{n}(\theta) u\right)\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta+\varphi_{n}(\theta) u}\right)} V(\theta),
$$

for some $\mathbb{R}^{k}$-valued random variable $V(\theta)$, independent of $u$.
Note that taking $u=0$, this implies that as $n \rightarrow \infty$,

$$
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} V(\theta)
$$

The conditional convolution theorem says that when the LAMN property holds, then the asymptotic distribution of any regular sequence of estimators of the parameter $\theta$ is characterized by a conditional convolution between a Gaussian law and some others laws. More precisely,

Theorem 1.1.2 (Conditional convolution theorem). [34, Corollary 1] Suppose that the sequence $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ satisfies the LAMN property at a point $\theta$. Let $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ be a regular sequence of estimators of the parameter $\theta$. Then the law of $V(\theta)$ conditionally on $\Gamma(\theta)$ is a convolution between the Gaussian law $\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right)$ and some other law $G_{\Gamma(\theta)}$ on $\mathbb{R}^{k}$, that is,

$$
\mathcal{L}(V(\theta) \mid \Gamma(\theta))=\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right) \star G_{\Gamma(\theta)}
$$

Hence, the random variable $V(\theta)$ can be written as a sum of two independent random variables

$$
V(\theta) \stackrel{\text { law }}{=} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right)+R
$$

where $R$ is a random variable with distribution $G_{\Gamma(\theta)}$, independent of $\mathcal{N}\left(0, I_{k}\right)$. This implies that, under the conditions of Theorem 1.1.2, as $n \rightarrow \infty$,

$$
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right)+R .
$$

This theorem suggests the notion of asymptotically efficient estimators in terms of minimal asymptotic variance, when $R=0$. That is,

Definition 1.1.13. Assume that the sequence $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ satisfies the LAMN property at a point $\theta$. A sequence of estimators $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ of the parameter $\theta$ is called asymptotically efficient at $\theta$ in the sense of Hájek-Le Cam convolution theorem if as $n \rightarrow \infty$,

$$
\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right),
$$

where $\Gamma(\theta)$ and $\mathcal{N}\left(0, I_{k}\right)$ are independent.
In particular, when $\Gamma(\theta)$ is deterministic, a sequence of estimators which is asymptotically efficient in the sense of Hájek-Le Cam convolution theorem achieves asymptotically the CramérRao lower bound in 1.2 for the estimation variance, that is, $\Gamma(\theta)=I(\theta)$.

Moreover, as a consequence of the LAMN property, an asymptotic lower bound for risk functions of estimators can be obtained via minimax theorem. More precisely,

Theorem 1.1.3 (Minimax theorem). [34, Proposition 2] Suppose that the sequence $\left(\mathrm{P}_{n}^{\theta}\right)_{\theta \in \Theta}$ satisfies the LAMN property at a point $\theta \in \Theta$. Let $\left(T\left(X^{n}\right)\right)_{n \geq 1}$ be a sequence of estimators of the parameter $\theta$ and $l: \mathbb{R}^{k} \rightarrow[0,+\infty)$ be a loss function of the form $l(0)=0, l(x)=l(|x|)$ and $l(|x|) \leq l(|y|)$ if $|x| \leq|y|$. Then

$$
\liminf _{n \rightarrow \infty} \mathrm{E}^{\theta}\left[l\left(\varphi_{n}^{-1}(\theta)\left(T\left(X^{n}\right)-\theta\right)\right)\right] \geq \mathrm{E}\left[l\left(\Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right)\right)\right]
$$

In particular, when we take the quadratic loss function $l(u)=|u|^{2}$, the above inequality gives an asymptotic lower bound for the covariance matrix of any sequence of unbiased estimators, which is given by $\Gamma(\theta)^{-1}$.

As indicated above, we are concerned with a discrete observation $X^{n}=\left(X_{0}, X_{\Delta_{n}}, \ldots, X_{n \Delta_{n}}\right)$ at equidistant times $t_{k}=k \Delta_{n}, k \in\{0, \ldots, n\}$ of a stochastic process $X^{\theta}=\left(X_{t}^{\theta}\right)_{t \geq 0}$ defined on $(\Omega, \mathcal{F}, \mathrm{P})$. Here $n$ is the observation frequency, and $\Delta_{n}$ is the corresponding time step size.

When the time step size is $\Delta_{n}=\Delta$, where $\Delta$ is a positive constant independent of $n$, the scheme of observation is called low frequency observation. When $\Delta_{n} \rightarrow 0$ as $n \rightarrow \infty$, it is called high frequency observation.

On the other hand, the case of high frequency observation can be divided into two cases depending on $t_{n}=n \Delta_{n}$. That is, when $n \Delta_{n}$ is finite and fixed, we have a discrete observation $X^{n}$ on a finite fixed interval. When $n \Delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$, we have a discrete observation $X^{n}$ on an increasing interval.

The parametric estimation for discrete observations at high frequency has been developed by, for instance, Florens-Zmirou and Dacunha-Castelle [15, Florens-Zmirou [19, Donhal [17], Yoshida [76], Genon-Catalot and Jacod [21, 22], Kessler [40], Gobet [24, 25] for continuous diffusion processes, and by Aït-Sahalia and Jacod [1, 2], Shimizu and Yoshida 69], Shimizu [67], Ogihara and Yoshida [59], Masuda [55], Kawai [38], Kawai and Masuda [39], Clément, Delattre and Gloter [10, 11 for jump-diffusion processes.

In the other direction, the statistical inference for stochastic processes with continuous-time observations has been widely developed during the last forty years. Several important contribution on this subject can be found in the books and articles of Basawa and Prakasa Rao [6] for stochastic processes, Basawa and Scott [7] for non-ergodic models, Kutoyants [44, 46, 47] for diffusion processes, Sørensen [71] for diffusions with jumps, Barndorff-Nielsen and Sørensen [5] for stochastic processes, and Prakasa Rao [63] for semimartingales.

### 1.2 Motivation and model setting

In practice, the observations are rather discrete than continuous. The case of discrete-time observations is an interesting subject which has been extensively studied in recent years. However, most of obtained results in the literature are related to the continuous diffusion processes. For the Ornstein-Uhlenbeck process, which possesses an explicit Gaussian law, it has been shown
that the LAN and LAMN properties hold true in the ergodic and non-ergodic case, respectively (see [13], [30] and 68]). The LAMN property for one-dimensional diffusion processes was studied by Donhal in [17, where the proof is derived by expanding the transition density with respect to the time and the parameters up to an appropriate order. Later, Genon-Catalot and Jacod [22] showed that the LAMN property can be obtained for a class of diffusion processes by assuming some specific estimates on the transition densities and their derivatives.

Recently, techniques of Malliavin calculus have proved to be a powerful tool for the stochastic analysis of the log-likelihood ratio, which, to our knowledge, was initiated by Gobet in 24]. Concretely, he obtained in this paper the LAMN property from discrete observations at high frequency on the interval [0,1] for multidimensional elliptic diffusion $\left(X_{t}^{\theta}\right)_{t \in[0,1]}$ defined by

$$
X_{t}^{\theta}=x+\int_{0}^{t} b\left(\theta, s, X_{s}^{\theta}\right) d s+\int_{0}^{t} S\left(\theta, s, X_{s}^{\theta}\right) d B_{s}
$$

which generalizes the preceding result obtained by Donhal [17]. For this purpose, the integration by parts formula of the Malliavin calculus on the Gaussian space is applied in order to derive an expansion of the log-likelihood ratio in terms of a sum of conditional expectations involving Skorohod integrals. On the other hand, the upper and lower Gaussian type bounds of the transition density are essentially employed in the analysis of the convergence of the sum of conditional expectations appearing in this expansion. Following the same approach as in [24], the LAN property was next established in [25] from discrete observations at high frequency on an increasing interval for multidimensional ergodic diffusions $\left(X_{t}^{\alpha, \beta}\right)_{t \geq 0}$ defined by

$$
X_{t}^{\alpha, \beta}=x_{0}+\int_{0}^{t} b\left(\alpha, s, X_{s}^{\alpha, \beta}\right) d s+\int_{0}^{t} S\left(\beta, s, X_{s}^{\alpha, \beta}\right) d B_{s}
$$

Later on, in the same direction Gobet and Gloter [23] showed that the LAMN property is satisfied for integrated diffusions.

In the presence of the jump component, several special cases have been studied. Precisely, the LAN property is established for some Lévy processes whose transition density can be expressed in an explict form, for instance, stable processes and normal inverse Gaussian Lévy processes (see [75, [39]). In addition, Aït-Sahalia and Jacod in [1] established the LAN property for a class of Lévy processes. Recently, Kawai in [38] deals with the particular case of the ergodic OrnsteinUhlenbeck (O-U) process with jumps whose solution and its respective transition density can be written in semi-explicit form. This implies that a Taylor expansion of the log-density with respect to the parameters can be obtained, therefore reducing the proof to the proof of a classical central limit theorem with independent increments and a residual term. This residual term depends strongly on estimates of the first and second derivatives of the logarithm of the density of the O-U process which are dealt with using the integration by parts formula of Malliavin calculus based on the Brownian motion. However, [38] studies only the case where the unknown parameters determine the drift and diffusion coefficients, but where the jump component does not depend on the parameter.

More recently, using tools of Malliavin calculus as in [24], Clément et al. [10] have established the LAMN property for a stochastic process with jumps $\left(X_{t}^{\lambda}\right)_{t \in[0,1]}$ driven by a compound Poisson process

$$
X_{t}^{\lambda}=x_{0}+\int_{0}^{t} b\left(s, X_{s}^{\lambda}\right) d s+\int_{0}^{t} a\left(s, X_{s}^{\lambda}\right) d W_{s}+\sum_{k=1}^{K} c\left(X_{T_{k}-}^{\lambda}, \lambda_{k}\right) \mathbf{1}_{t \geq T_{k}}
$$

where the parameter $\lambda=\left(\lambda_{1}, \ldots, \lambda_{K}\right) \in \mathbb{R}^{K}$ determines the jump amplitudes, the jump times are given by $0<T_{1}<\cdots<T_{K}<1$ and the number of jumps $K$ on $[0,1]$ is deterministic.

Moreover, using the Malliavin calculus for jump processes developed by Bichteler, Gravereaux and Jacod [9], Clément and Gloter [11] prove that the LAMN property holds true for the process
solution $\left(X_{t}^{\theta}\right)_{t \in[0,1]}$ defined by

$$
X_{t}^{\theta}=x_{0}+\int_{0}^{t} b\left(X_{s}^{\theta}, \theta\right) d s+L_{t}
$$

where $\left(L_{t}\right)_{t \in[0,1]}$ is a pure jump Lévy process whose Lévy measure an $\alpha$-stable Lévy measure near zero with $\alpha \in(1,2)$.

However, it can be seen that the validity of the LAN property for general stochastic differential equations with jumps having a Brownian component has never been addressed in the literature. One of the reasons could be that the behaviour of the transition density changes strongly due to the presence of jumps in this context. In fact, one expects that the upper bound for the density of such stochastic differential equations with jumps will be controlled by the exponential behaviour of the jump process and that the lower bound will be controlled by the Gaussian behaviour of the Wiener process. For instance, consider a one-dimensional Lévy process $\left(X_{t}^{x}\right)_{t \geq 0}$ starting from $x \in \mathbb{R}$ defined by

$$
\begin{equation*}
X_{t}^{x}=x+B_{t}+\sum_{i=1}^{N_{t}} Y_{i} \tag{1.6}
\end{equation*}
$$

where $B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, $N=\left(N_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda>0$ independent of $B$, and $\left(Y_{i}\right)_{i \geq 0}$ are i.i.d. random variables independent of $B$ and $N$ with probability density $\frac{\varphi}{\lambda}$. Here, $\varphi(z)$ is the Lévy density of the Lévy process. When $\varphi$ is Gaussian, it can be shown that there exist constants $C_{1}, c_{1}, C, c>0$ such that for $0<t \leq 1$ and $|y-x|$ sufficiently large, the upper and lower bounds of the density $p(t, x, y)$ of $X_{t}^{x}$ satisfy

$$
\begin{equation*}
C_{1} e^{-\lambda t} \exp \left(-c_{1}|y-x| \sqrt{\left|\ln \frac{|y-x|}{t}\right|}\right) \leq p(t, x, y) \leq \frac{C}{\sqrt{t}} \exp \left(-c|y-x| \sqrt{\left|\ln \frac{|y-x|}{t}\right|}\right), \tag{1.7}
\end{equation*}
$$

and when $\varphi$ is exponential,

$$
\begin{equation*}
C_{1} e^{-\lambda t} e^{-c_{1}|y-x|} \leq p(t, x, y) \leq \frac{C}{\sqrt{t}} e^{-c|y-x|} . \tag{1.8}
\end{equation*}
$$

This shows that the upper and lower bounds of the density are of different characteristic making impossible to implement the argument in Gobet [25].

To resolve the open issue which aims to extend the result obtained by Gobet [25] in the one-dimensional setting, this thesis will deal with independently but connectedly three different cases of jump-diffusion processes by following the Malliavin calculus approach developed by Gobet [24, 25]. In fact in order to be able to determine the strategy and the structure in the study of more general cases, it is essential to first well understand, on the one hand how this Malliavin calculus approach works, and on the other hand how the Gaussian-type estimate for the transition density conditioned on the jump structure is derived and employed for a simple Lévy process defined by

$$
\begin{equation*}
X_{t}^{\theta, \sigma, \lambda}=x_{0}+\theta t+\sigma B_{t}+N_{t}-\lambda t, \tag{1.9}
\end{equation*}
$$

where $B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, $N=\left(N_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda>0$ independent of $B$, and the parameters $\theta, \sigma$, and $\lambda$ are unknown.

We next generalise the aforementioned model by considering the following non-linear case

$$
\begin{equation*}
d X_{t}^{\theta}=b\left(\theta, X_{t}^{\theta}\right) d t+\sigma\left(X_{t}^{\theta}\right) d B_{t}+\int_{\mathbb{R}_{0}} c\left(X_{t-}^{\theta}, z\right)(N(d t, d z)-\nu(d z) d t) \tag{1.10}
\end{equation*}
$$

where $N(d t, d z)$ is a Poisson random measure associated with a centered pure-jump Lévy process $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ independent of $B$, with intensity measure $\nu(d z) d t$, and finite Lévy measure $\lambda=$ $\int_{\mathbb{R}_{0}} \nu(d z)<\infty$. Here, $\theta$ is unknown parameter to be estimated.

Moreover, in the same direction we finally study the following non-linear case

$$
\begin{equation*}
d X_{t}^{\theta, \beta}=b\left(\theta, X_{t}^{\theta, \beta}\right) d t+\sigma\left(\beta, X_{t}^{\theta, \beta}\right) d B_{t}+\int_{\mathbb{R}_{0}} z(N(d t, d z)-\nu(d z) d t) \tag{1.11}
\end{equation*}
$$

where $N(d t, d z)$ is a Poisson random measure associated with a compensated compound Poisson process $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ independent of $B$, with intensity measure $\nu(d z) d t$. The random variable that describes the jump sizes of $\widehat{Z}$ takes discrete values. Here, $\theta$ and $\beta$ are unknown parameters to be estimated.

### 1.3 Goal of the thesis and its main results

The goal of this thesis is to define situations where the jump process will not "deform" the Gaussian nature of the statistical experiment. As commented before, this cannot be achieved by simply obtaining upper and lower bounds of the transition density. Instead, we will condition on the jump structure and use large deviation results that will guarantee that the Gaussian nature of the statistical experiment will remain unchanged. Clearly, this is just a first effort towards a much more general problem where one may have that the Lévy nature of the statistical experiment remains unchanged by the Wiener noise. Even more difficult is to determine the boundary situations. We leave as future research the study of this open problem.

In this thesis we deal with some uniformly elliptic diffusion processes with jumps and study the LAN property from discrete observations of their solution processes. For our objective, we think it is essential to first understand the proof of this property in the continuously observed case. As a result, excluding this introductory chapter, this thesis consists of four self-contained chapters each of which deals with a different jump-diffusion process. Note that the following chapters are independent of each other and the utilized notations are provided inside every chapter. The global bibliography is given at the end of this thesis.

We will next describe the content of each of the chapters in detail.

### 1.3.1 LAMN property for continuous observations of jump-diffusion processes

In Chapter 2, we consider a $d$-dimensional process $X^{\theta}=\left(X_{t}\right)_{t \geq 0}$ solution to the following stochastic differential equation with jumps

$$
\begin{equation*}
d X_{t}=a\left(\theta, X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}+\int_{\mathbb{R}_{0}^{d}} c\left(\theta, X_{t-}, z\right)\left(p(d t, d z)-\nu_{\theta}(d z) d t\right) \tag{1.12}
\end{equation*}
$$

where $\mathbb{R}_{0}^{d}=\mathbb{R}^{d} \backslash\{0\}$, the unknown parameter $\theta$ belongs to an open subset $\Theta$ of $\mathbb{R}^{k}, k \geq 1, B=$ $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion, and $p(d t, d z)$ is a Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}^{d}$, independent of $B$ with intensity measure $\nu_{\theta}(d z) d t=f(\theta, z) d z d t$. Here, $\nu_{\theta}(d z)$ is a Lévy measure on $\mathbb{R}_{0}^{d}$ such that $\int_{\mathbb{R}_{0}^{d}}\left(1 \wedge|z|^{2}\right) \nu_{\theta}(d z)<\infty$, for all $\theta \in \Theta$, and $f: \Theta \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is a Borel function strictly positive on $\mathbb{R}_{0}^{d}$ with $f(\theta, 0)=0$.

We give sufficient conditions and follow Luschgy's [52] proof in order to derive the LAMN property (Theorem 2.2.4) when the process is observed continuously in a time interval $[0, T]$ as $T \rightarrow+\infty$. We give a Girsanov's theorem and apply the Central Limit theorem for multivariate martingales developed by Crimaldi and Pratelli [14]. Recall that Luschgy's paper shows the LAMN property for general semimartingales using the Girsanov's theorem for semimartingales obtained in Jacod and Shiryaev [33], and the Central Limit theorem for martingales established by Sørensen [71] and Feigin [18. Here we rewrite the proof of these results without using this abstract semimartingale theory but integral equations with respect to random measures associated with the jumps of the process. Moreover, as a consequence of Theorem 2.2.4, we derive the LAN property in the ergodic case (Theorem 2.4.2).

### 1.3.2 LAN property for a simple Lévy process

The focus of Chapter 3 is on a simple Lévy process $X^{\theta, \sigma, \lambda}=\left(X_{t}^{\theta, \sigma, \lambda}\right)_{t \geq 0}$ in $\mathbb{R}$ defined by

$$
\begin{equation*}
X_{t}^{\theta, \sigma, \lambda}=x_{0}+\theta t+\sigma B_{t}+N_{t}-\lambda t \tag{1.13}
\end{equation*}
$$

where $B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, $N=\left(N_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda>0$ independent of $B$. The parameters $(\theta, \sigma, \lambda) \in \Theta \times \Sigma \times \Lambda$ are unknown and $\Theta, \Sigma$ and $\Lambda$ are closed intervals of $\mathbb{R}, \mathbb{R}_{+}^{*}$ and $\mathbb{R}_{+}^{*}$. In finance this is called the Merton jump-diffusion (MJD) model. The MJD model is one of the first beyond Black-Scholes model in the sense that it tries to capture the negative skewness and excess kurtosis of the log stock price density.

The aim of this chapter is to prove the LAN property under high-frequency observation condition of $X^{\theta, \sigma, \lambda}$ (Theorem 3.1.1). For this, Malliavin calculus and Girsanov's theorem are applied in order to write the log-likelihood ratio in terms of sums of conditional expectations, for which a central limit theorem for triangular arrays can be applied. The techniques used to obtain this result will be discussed in detail in the next subsection, and note that they can be generalized to the case of stochastic differential equations with finite number of jumps and random jump size (Chapters 4-5). With the help of a large deviation principle by conditioning on the number of jumps, our main contribution here is that we find a closed form expression for the corresponding large deviation estimate (Lemma 3.2.6), thereby allowing us to control the jump components in the negligible contribution of the limit (Lemmas 3.3.1, 3.3.2 and 3.3.3).

Since we are dealing with a simple Lévy process with finite jumps, the explicit expression of the density could be used in order to derive the LAN property, as for e.g. in [2]. However, the main purpose of this chapter is to understand and present the methodology for this simple case, which will be next used to prove the LAN property in the non-linear cases where the density function cannot be explicitly written.

### 1.3.3 LAN property for a jump-diffusion process: drift parameter

In Chapter 4 we address the validity of the LAN property for a jump-diffusion process $X^{\theta}=$ $\left(X_{t}^{\theta}\right)_{t \geq 0}$ solution to

$$
\begin{equation*}
d X_{t}^{\theta}=b\left(\theta, X_{t}^{\theta}\right) d t+\sigma\left(X_{t}^{\theta}\right) d B_{t}+\int_{\mathbb{R}_{0}} c\left(X_{t-}^{\theta}, z\right)(N(d t, d z)-\nu(d z) d t) \tag{1.14}
\end{equation*}
$$

where $X_{0}^{\theta}=x_{0} \in \mathbb{R}, \mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}, B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, and $N(d t, d z)$ is a Poisson random measure in $\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)\right)$ associated with a centered pure-jump Lévy process $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ independent of $B$, with intensity measure $\nu(d z) d t$, and finite Lévy measure $\lambda=\int_{\mathbb{R}_{0}} \nu(d z)<\infty$. The unknown parameter $\theta$ belongs to $\Theta$ which is a closed interval of $\mathbb{R}$.

Supposing that the process is observed discretely at high frequency, we then give a set of sufficient conditions (A1)-(A8) (see page 66) on the regularity of the coefficients, the ergodicity and the behaviour of the Lévy measure in order to obtain the LAN property for $X^{\theta}$ (Theorem 4.1.1). The proof of this result is essentially based on the Malliavin calculus, the Girsanov's theorem and the large deviation principle developed from the aforementioned case.

Notice that the condition on the jump coefficient $c$ in (A1) and (A3) is needed in order to control the behaviour of the jump amplitudes of $X^{\theta}$, which can be seen in the discussion in the proof of Lemma 4.2.8.

Several examples of ergodic diffusion processes with jumps are given in [53], [54], and [67]. Moreover, results on ergodicity and exponential ergodicity for diffusion processes with jumps have been established by Masuda in [53, 54]. In addition, Kulik in [43] provides a set of sufficient conditions for the exponential ergodicity of diffusion processes with jumps without Gaussian part and gives some examples. More recently, Qiao in [64] has addressed the exponential ergodicity for stochastic differential equations with jumps and non-Lipschitz coefficients. However, in these
papers ergodicity and exponentially ergodicity are understood in the sense of [56], which are both stronger than the ergodicity in the sense (A6).

Note that condition (A7) involving the behaviour of the jumps is imposed to ensure that the jump component is "dominated" over by the Gaussian component. Indeed this condition expresses the fact that the small and large jumps do not interfere with the Gaussian behaviour of the transition density. Therefore, the main behaviour in the contribution is given by the Gaussian and drift components of the equation. As a consequence, the asymptotic Fisher information is identical to the one for ergodic diffusion processes without jumps obtained by Gobet [25].

Hypothesis (A7) is a sufficient condition that implies that the probability that the jump amplitudes of $\widehat{Z}$ is bounded below by $\rho_{1} \Delta_{n}^{v}$ and above by $\rho_{2} \Delta_{n}^{-\gamma}$ on an interval $\left[0, t_{n}\right]$ converges to 0 as $n \rightarrow \infty$ (see the computations of page 82 ). This allows to use this event (see Remark 4.1 .3 and page 80 ), and this is the main trick for the proof of the LAN property. Hypothesis (A7) restricts the jump component of the process to have small and large jumps that decay exponentially. For example, a Gaussian amplitude of jumps, with an exponential decay for small jumps. In order to get rid of this hypothesis maybe a convergence argument could be used.

Finally, in order to include the case of unbounded drift coefficient, the squared exponential moment condition (A8) is needed. Recall that the problem of the boundedness of the squared exponential moment (A8) already appeared in the proof of the LAN property for continuous ergodic diffusion processes (see [25, Proposition 1.1]). In the case of jump-diffusion processes, Masuda gives sufficient conditions on the infinitesimal generator in order to obtain the boundedness of the moments of certain class of unbounded functions (see [53, Theorem 2.2]). Moreover, he establishes in [54, Theorem 1.2] the boundedness of the exponential moments for a class of jump-diffusion processes with finite jump intensity. It is possible that a similar result should be available for hypothesis (A8). We will not discuss this part here in general. For example, (A8) is satisfied for the Ornstein-Uhlenbeck process under certain condition on the Lévy measure.

In Chapter 3 we estimate the drift and diffusion parameters and the jump intensity of a simple Lévy process. Therefore, Theorem 4.1.1 is a non-linear extension of the result in Chapter 3 when the unknown parameter is in the drift coefficient.

However, we also remark that condition (A7) is not optimal and the condition on the small jumps could be weakened. Indeed, using a convergence argument around the small jumps, a condition $\lambda_{n} \sqrt{\Delta_{n}} \rightarrow 0$ as $n \rightarrow \infty$ may be needed, where

$$
\lambda_{n}=\int_{\left\{\Delta_{n}^{v} \leq|z| \leq \rho \Delta_{n}^{-\gamma}\right\}} \nu(d z)
$$

This is done in our work in progress where the Lévy measure is assumed to be infinite.

### 1.3.4 LAN property for a jump-diffusion process : drift and diffusion parameters

In Chapter 5 we consider the process $X^{\theta, \beta}=\left(X_{t}^{\theta, \beta}\right)_{t \geq 0}$ solution to

$$
\begin{equation*}
d X_{t}^{\theta, \beta}=b\left(\theta, X_{t}^{\theta, \beta}\right) d t+\sigma\left(\beta, X_{t}^{\theta, \beta}\right) d B_{t}+\int_{\mathbb{R}_{0}} z(N(d t, d z)-\nu(d z) d t) \tag{1.15}
\end{equation*}
$$

where $X_{0}^{\theta, \beta}=x_{0} \in \mathbb{R}, B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, and $N(d t, d z)$ is a Poisson random measure in $\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)\right)$ associated with a compensated compound Poisson process $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ independent of $B$, with intensity measure $\nu(d z) d t$. Assume that the random variable that describes the jump sizes of $\widehat{Z}$ takes discrete values. The unknown parameters $(\theta, \beta)$ belong to $\Theta \times \Sigma$ which is an open rectangle of $\mathbb{R}^{2}$.

Supposing that the process is observed discretely at high frequency, we then give a set of sufficient conditions (A1)-(A8) (see pages 96 and 97) on the regularity of the coefficients, the ergodicity, the behaviour of the Lévy measure and the identification of jumps in order to obtain the LAN property for $X^{\theta, \beta}$ (Theorem5.1.1). Generally, the proof of this result is essentially based
on the Malliavin calculus, the Girsanov's theorem and the large deviation principle developed from the aforementioned case.

The fact that the jump sizes of $\widehat{Z}$ take discrete values and the drift coefficient is bounded is restrictive. Indeed this is just a first step towards treating a much more general parametric model. As explained before, all the problematic of this thesis concerns the argument in the article of Gobet [25] which is based on the fact that the transition densities satisfy the Gaussian type upper and lower bounds. Initially, we had the tendency to believe that "good" upper and lower estimates of the density should essentially solve the problem. Therefore, we started this thesis by studying the type behaviour of the upper and lower bounds of the transition densities for some jump-diffusion processes, for instance (1.6). The obtained estimates (1.7) and (1.8) show that Gobet's argument cannot be implemented. However, the trick of this chapter is to re-employ the "argument of Gaussian-type estimate" which enables to solve the problem as in Gobet [25]. For this, we are restricting ourselves to assuming that the jump sizes of $\widehat{Z}$ take discrete values in order to obtain the Gaussian-type estimate for the conditioned transition density (see Lemma 5.2.5).

We recall that Gobet in [25] deals with the multidimensional ergodic diffusion processes whose diffusion coefficient is assumed to be uniformly strictly elliptic and whose drift coefficient can be bounded or unbounded. The ergodicity result in the case of bounded drift coefficient was addressed in Proposition 5.1 of this article. In this chapter, we are first interested in studying the case of uniformly elliptic diffusion coefficient and bounded drift coefficient expressed by hypothesis (A2). Let us also mention that the result on ergodicity and exponential ergodicity for this class of diffusion processes with jumps was established by Masuda in [54, Theorem 1.2].

Notice that hypotheses (A5) and (A6) are the same as (A6) and (A7) in Chapter 4, which were explained in Chapter 4.

As in Chapter 4, in order to deal with the parameter $\theta$ in the drift coefficient, we condition on the number of jumps occured in each time interval $\left[t_{k}, t_{k+1}\right]$. As a consequence, the large deviation estimate (Lemma 5.2 .14 ) is obtained. Here, in order to deal with the parameter $\beta$ in the Brownian component, we will condition on all the possible jump sizes which are assumed to be a countable set $\mathcal{A}$. Therefore, hypotheses (A7) and (A8) on the behaviour of jumps are added in order to obtain a large deviation principle (Lemma 5.2.15 for the parameter in the Brownian coefficient. In fact, the first condition in (A7) is related to the identification of jumps, that is, any two sums of jumps on a small interval for different $\omega \in \Omega$ are either equal or their difference is lower bounded by a value depending on $\Delta_{n}$. This is used in the computations in pages 117 and 118. Furthermore, the second condition in (A7) is used in order to condition on the sum of jumps. Finally, hypothesis (A8) on the jump distributions is needed in order for the expression in Remark 5.1.2 to be finite, which ensures the convergence to zero of the negligible contributions. This is because the proof is based on the conditioning on the number of jumps and on the amplitudes of jumps.

Our contribution here is to derive an expression for the derivatives of the log-likelihood function conditioned on the number and the amplitudes of jumps in terms of a conditional expectation by adapting Gobet's Malliavin calculus approach (Lemma 5.2.7).

In Chapter 3 we estimate the drift and diffusion parameters and the jump intensity of a simple Lévy process. Therefore, Theorem 5.1.1 is a non-linear extension of the result in Chapter 3 when the unknown parameters are in the drift and diffusion coefficients.

There are two extensions of the results of this chapter that we should think about in our future research. The first one is to consider an unbounded drift coefficient and to add a non-linear jump coefficient in front of the compound Poisson process (as in equation 1.14) , and the second one is to consider a more general jump size distribution. The main ideas used in this chapter should be enough in order to deal with these two extensions, but of course the computations would be much more difficult, and conditions (A6)-(A8) need to be adjusted. This is the reason why we have restricted ourselves to these two particular cases, but we do not think that it is a restriction of our methodology.

The remainder of this introductory chapter is devoted to explaining the common techniques used to solve Chapters 3-5.

### 1.4 Main techniques

Although Chapters 3-5 seem to be different, they are all connected in the sense that the same techniques are used to solve them. We set out here briefly our strategy of the proof whose structure remains the same for each chapter and can be divided into three main steps as described below.

### 1.4.1 Malliavin calculus approach

The goal of this subsection is to present an adaptation of Gobet's Malliavin calculus approach to our setting. The first step of the proof proceeds with the decomposition of the log-likelihood ratio in terms of sums of transition densities due to the Markov property (see (3.3), (5.33)). As in Gobet [24], with the help of the uniformly elliptic condition on the diffusion coefficient, we can apply the integration by parts formula of the Malliavin calculus on the Wiener space induced by the Brownian motion on each observation interval in order that the derivatives of the log-likelihood function with respect to the parameters are expressed in terms of a conditional expectation involving Skorohod intergrals (Propositions 3.2.1, 4.2.1 and 5.2.1). For this, an independent copy of the observed process needs to be introduced. Using tools of Malliavin calculus, these Skorohod intergrals are decomposed into two parts (Lemmas 4.2.1, 5.2.1 and 5.2.2), where the conditional expectation of the first part can be easily computed, which gives the main contributions in the limit of the convergence of the log-likelihood ratio. More precisely, the main behaviour here will be determined by the Gaussian and drift components of the equation. On the other hand, the second part whose conditional expectation cannot be easily computed will have no contribution in the limit, which causes difficulties in the control of the convergence that we will explain in the next subsection. Consequently, the expansion of the log-likelihood ratio is separated into the main and negligible contributions.

Moreover, adapting Gobet's Malliavin calculus approach can be further expressed by Lemma 5.2 .7 where we derive an expression for the derivatives of the log-likelihood function conditioned on the number and the amplitudes of jumps in terms of a conditional expectation involving Skorohod intergrals.

### 1.4.2 Large deviation principle and Girsanov's theorem

The aim of this subsection is to present how to deal with negligible contributions of the loglikelihood ratio. This is a crucial and technical part of the thesis. For this, we need two general results on convergence in probability for triangular arrays of random variables in order to prove the convergence of a sum of triangular arrays. For each $n \in \mathbb{N}$, consider a sequence of random variables $\left(Z_{k, n}\right)_{k \geq 1}$ defined on the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$, and we assume that they are $\mathcal{F}_{t_{k+1}}$-measurable, for all $k$.

Lemma 1.4.1. [21, Lemma 9] Assume that as $n \rightarrow \infty$,

$$
\text { (i) } \sum_{k=0}^{n-1} \mathrm{E}\left[Z_{k, n} \mid \mathcal{F}_{t_{k}}\right] \xrightarrow{\mathrm{P}} 0, \quad \text { and } \quad \text { (ii) } \sum_{k=0}^{n-1} \mathrm{E}\left[Z_{k, n}^{2} \mid \mathcal{F}_{t_{k}}\right] \xrightarrow{\mathrm{P}} 0
$$

Then as $n \rightarrow \infty, \sum_{k=0}^{n-1} Z_{k, n} \xrightarrow{\mathrm{P}} 0$.
Lemma 1.4.2. [31, Lemma 4.1] Assume that as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{k=0}^{n-1} \mathrm{E}\left[\left|Z_{k, n}\right| \mid \mathcal{F}_{t_{k}}\right] \xrightarrow{\mathrm{P}} 0 \tag{1.16}
\end{equation*}
$$

Then as $n \rightarrow \infty, \sum_{k=0}^{n-1} Z_{k, n} \xrightarrow{\mathrm{P}} 0$.
We note that dealing with the negligible contributions in the presence of jumps is different from that in the continuous diffusion case. The point is that in Gobet [24, 25] the upper and lower Gaussian type bounds of the transition density are essentially used in order to control the negligible contribution in the limit. However, in the presence of jumps, we cannot expect to find such good Gaussian type estimates of the transition density due to the mixture of exponential tails coming from the jump process together with the Gaussian tails of the Brownian motion. As a result, a problem arises in dealing with the jump-diffusion processes.

In order to overcome this problem when treating the jump components in the negligible contributions (Lemmas 3.3.1, 3.3.2, 3.3.3, 4.3.5, 5.3.5 and 5.45) of Lemma 5.3.8, one needs to condition on the number of jumps or on the sum of jumps within the conditional expectation which expresses the transition density and outside it. When these two conditionings relate to different jumps or different sum of the jumps one may use a large deviation principle in the estimate. When they are equal one uses the complementary set in order to apply the large deviation principle. The main term can be handled directly. Within all these arguments the Gaussian type upper and lower bounds of the density conditioned on the jumps are again strongly used.

On the other hand, in order to obtain the expected large deviation estimates (see Lemmas $3.2 .6,4.2 .8,5.2 .14$ and 5.2 .15 , the condition on the behaviour of the jumps ensuring that the jump component is dominated over by the Gaussian component is needed. In fact this condition expresses the fact that the small and large jumps do not interfere with the Gaussian behaviour of the transition density (see (A7) in Chapter 4 and (A6) in Chapter 5), which is again employed in Lemmas 4.3.1, 5.3.1 and 5.3.6. Moreover, in Chapter 5 condition (A7) on the behaviour of the sum of jumps on a small interval is needed. This condition, on the one hand, allows us to condition on the sum of jumps on each interval. On the other hand, it is related to the identification of jumps, that is, any two sums of jumps on a small interval for different $\omega \in \Omega$ are either equal or their difference is lower bounded by a value depending on $\Delta_{n}$, from which the large deviation estimate Lemma 5.2.15 can be obtained.

Moreover, in Chapter 5 another difficulty comes from the fact that when applying Lemmas 1.4.1 and 1.4.2 the expectations outside and inside are under two different probability measures. More precisely, the conditional expectation inside needs to be computed under $\mathrm{P}^{\theta_{n}, \beta(\ell)}$, whereas the convergence is considered with respect to $\mathrm{P}^{\theta_{0}, \beta_{0}} \neq \mathrm{P}^{\theta_{n}, \beta(\ell)}$. To this end, when the two corresponding diffusion parameters are different, we need to condition on the number of jumps and on the amplitudes of jumps in order that the change of measure can be done via the transition density conditioned on the jumps (Lemma 5.2.10. As a consequence, the upper and lower Gaussian type bounds of the transition density conditioned on the jumps in Lemma 5.2 .5 are again strongly used. In this case, condition (A8) on the jump distributions is needed. On the other hand when two diffusion parameters are the same, which means that only the drift parameters are different, the Girsanov's theorem can be applied (see Lemmas 3.2.2, 4.2.4 and 5.2.11). Note that the technical Lemmas 4.2 .5 and 5.2 .12 are given in order to measure the deviations of the Girsanov change of measure when the drift parameter changes.

Moreover, in Proposition 3.2 .2 of Chapter 3, the derivative of the log-likelihood w.r.t. the intensity parameter $\lambda$ is expressed in terms of a conditional expectation with the help of the Girsanov's theorem.

### 1.4.3 Central limit theorem for triangular arrays

To conclude the LAN property, the last step consists in dealing with the main contributions of the log-likelihood ratio. For this, it suffices to apply the central limit theorem for triangular arrays of random variables as indicated just below. For each $n \in \mathbb{N}$, consider a sequence of random variables $\left(\zeta_{k, n}\right)_{k \geq 1}$ defined on the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$, and we assume that they are $\mathcal{F}_{t_{k+1}}$-measurable, for all $k$.

Lemma 1.4.3. [31, Lemma 4.3] Assume that there exist real numbers $M$ and $V>0$ such that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\zeta_{k, n} \mid \mathcal{F}_{t_{k}}\right] \xrightarrow{\mathrm{P}} M, \quad \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\zeta_{k, n}^{2} \mid \mathcal{F}_{t_{k}}\right]-\left(\mathrm{E}\left[\zeta_{k, n} \mid \mathcal{F}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}} V, \text { and } \\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\zeta_{k, n}^{4} \mid \mathcal{F}_{t_{k}}\right] \xrightarrow{\mathrm{P}} 0 .
\end{aligned}
$$

Then as $n \rightarrow \infty, \sum_{k=0}^{n-1} \zeta_{k, n} \xrightarrow{\mathcal{L}(\mathrm{P})} \mathcal{N}+M$, where $\mathcal{N}$ is a centered Gaussian random variable with variance $V$.

Generally, the mean $M$ and the variance $V$ can be obtained directly in the case of simple Lévy process or by applying a discrete time ergodic theorem (Lemmas 4.2.9, 5.2.16) in the non-linear cases. As a result, the ergodicity condition is needed in Chapters 4-5.

## Chapitre 2

## LAMN property for continuous observations of diffusion processes with jumps

In this chapter we consider a diffusion process with jumps whose drift and jump coefficient depend on an unknown parameter. We follow Luschgy's [52] proof of the local asymptotic mixed normality (LAMN) property when the process is observed continuously in a time interval $[0, T]$ as $T \rightarrow+\infty$, and derive, as a consequence, the local asymptotic normality (LAN) property in the ergodic case. However, we give a Girsanov's theorem and apply the Central Limit theorem for multivariate martingales developed by Crimaldi and Pratelli [14]. Luschgy's paper shows the LAMN property for general semimartingales using the Girsanov's theorem for semimartingales obtained in Jacod and Shiryaev [33], and the Central Limit theorem for martingales established by Sørensen [71] and Feigin [18]. Here we rewrite the proof of these results without using this abstract semimartingale theory but integral equations with respect to random measures associated with the jumps of the process.

### 2.1 Introduction

On a complete probability space $(\Omega, \mathcal{F}, \mathrm{P})$, we consider a $d$-dimensional process $X^{\theta}=\left(X_{t}\right)_{t \geq 0}$ solution to the following stochastic differential equation with jumps

$$
\begin{equation*}
d X_{t}=a\left(\theta, X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}+\int_{\mathbb{R}_{0}^{d}} c\left(\theta, X_{t-}, z\right)\left(p(d t, d z)-\nu_{\theta}(d z) d t\right) \tag{2.1}
\end{equation*}
$$

where the initial condition $X_{0}$ is a random variable with finite second moment, $\mathbb{R}_{0}^{d}=\mathbb{R}^{d} \backslash\{0\}$, the unknown parameter $\theta$ belongs to an open subset $\Theta$ of $\mathbb{R}^{k}$, for some integer $k \geq 1, B=\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion, and $p(d t, d z)$ is a Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}^{d}$, independent of $B$ with intensity measure $\nu_{\theta}(d z) d t=f(\theta, z) d z d t$. Here, $\nu_{\theta}(d z)$ is a Lévy measure on $\mathbb{R}_{0}^{d}$ such that $\int_{\mathbb{R}_{0}^{d}}\left(1 \wedge|z|^{2}\right) \nu_{\theta}(d z)<\infty$, for all $\theta \in \Theta$, and $f: \Theta \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is a Borel function strictly positive on $\mathbb{R}_{0}^{d}$ with $f(\theta, 0)=0$.

The coefficients $a=\left(a_{i}\right)$ and $c=\left(c_{i}\right)$ are $\mathbb{R}^{d}$-valued Borel functions on $\Theta \times \mathbb{R}^{d}$ and $\Theta \times \mathbb{R}^{d} \times \mathbb{R}_{0}^{d}$, respectively, and $\sigma=\left(\sigma_{i j}\right)$ is a $d \times d$ invertible Borel matrix on $\mathbb{R}^{d}$.

We let $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ denote the natural filtration generated by the Brownian motion and the Poisson random measure. By definition, the solution to equation 2.1 is a càdlàg and $\left\{\mathcal{F}_{t}\right\}$ adapted $d$-dimensional stochastic process $X^{\theta}=\left(X_{t}\right)_{t \geq 0}$ defined on the filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathrm{P}\right)$ such that

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} a\left(\theta, X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}^{d}} c\left(\theta, X_{s-}, z\right)\left(p(d s, d z)-\nu_{\theta}(d z) d s\right) \tag{2.2}
\end{equation*}
$$

For any $\theta \in \Theta$, we denote by $\mathrm{P}_{\theta}$ the probability measure induced by the solution $X^{\theta}$ of (2.1) on the canonical space $\left(D\left(\mathbb{R}^{d}\right), \mathcal{B}\left(\mathbb{R}^{d}\right)\right.$ ), where $D\left(\mathbb{R}^{d}\right)$ denotes the space of càdlàg functions from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$, and $\mathcal{B}\left(\mathbb{R}^{d}\right)$ its associated Borel $\sigma$-algebra. Moreover, for any $T \geq 0$, we let $\mathrm{P}_{\theta}^{T}$ denote the probability measure generated by the process $X^{T}=\left\{X_{t}, 0 \leq t \leq T\right\}$ solving equation (2.1) under the parameter $\theta$ on the measurable space $(D[0, T], \mathcal{B}[0, T])$. Therefore, $\mathrm{P}_{\theta}^{T}$ is the restriction of $\mathrm{P}_{\theta}$ to $\mathcal{F}_{T}$. For any $\theta \in \Theta$, we denote by $\mathrm{E}_{\theta}$ the expectation with respect to the probability law $\mathrm{P}_{\theta}$, and $\xrightarrow{\mathrm{P}_{\theta}}$ and $\xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)}$ denote the convergence in $\mathrm{P}_{\theta}$-probability and in $\mathrm{P}_{\theta}$-law, respectively.

In this chapter, we are interested in the statistical inference for $\theta \in \Theta$ on the basis of continuous-time observations of the process $X^{T}$ in the time interval $[0, T]$, as $T$ tends to $+\infty$. Let us start by recalling the concepts on asymptotic statistical inference that we are interested in for our continuously observed parametric model.

We define the log-likelihood function of the family of probability measures $\left(\mathrm{P}_{\theta}^{T}\right)_{\theta \in \Theta}$ as

$$
\ell_{T}(\theta)=\log \frac{d \mathrm{P}_{\theta}^{T}}{d \widetilde{\mathrm{P}}^{T}}
$$

where $\widetilde{\mathrm{P}}^{T}$ is a probability measure on $(D[0, T], \mathcal{B}[0, T])$, if it exists, satisfying that $\mathrm{P}_{\theta}^{T}$ is absolutely continuous with respect to $\widetilde{\mathrm{P}}^{T}$, for all $T \geq 0$ and $\theta \in \Theta$.

The score function, when it exists, is given by the gradient $\nabla_{\theta} \ell_{T}(\theta)$. We say that the score function is asymptotically mixed normal if, for any $\theta \in \Theta$, there exists a $k \times k$ non-random diagonal matrix $\varphi_{T}(\theta)$ whose entries are strictly positive and tend to zero as $T \rightarrow \infty$, and a $k \times k$ positive definite random matrix $\Gamma(\theta)$, such that as $T \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right) \tag{2.3}
\end{equation*}
$$

where $\mathcal{N}\left(0, I_{k}\right)$ denotes a centered $\mathbb{R}^{k}$-valued Gaussian random variable independent of $\Gamma(\theta)$ with identity covariance matrix $I_{k}$. In this case, the matrix $\Gamma(\theta)$ is called the asymptotic Fisher information matrix of the model. When the matrix $\Gamma(\theta)$ is deterministic, we say that the score function is asymptotically normal.

The family of probability measures $\left(\mathrm{P}_{\theta}^{T}\right)_{\theta \in \Theta}$ is said to have the LAMN property if for any $\theta \in \Theta$ and $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\begin{equation*}
\log \frac{d \mathrm{P}_{\theta+\varphi_{T}(\theta)}^{T} u}{d \mathrm{P}_{\theta}^{T}} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} u^{\top} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)-\frac{1}{2} u^{\top} \Gamma(\theta) u \tag{2.4}
\end{equation*}
$$

where $\mathcal{N}\left(0, I_{k}\right), \varphi_{T}^{-1}(\theta)$, and $\Gamma(\theta)$ are as in 2.3 . In this case, we say that the LAMN property holds with rate of convergence $\varphi_{T}^{-1}(\theta)$ and asymptotic Fisher information matrix $\Gamma(\theta)$. When the matrix $\Gamma(\theta)$ is deterministic, we say that the LAN property holds.

Observe that 2.4 is equivalent to

$$
\begin{align*}
\log \frac{d \mathrm{P}_{\theta+\varphi_{T}(\theta) u}^{T}}{d \mathrm{P}_{\theta}^{T}} & =\ell_{T}\left(\theta+\varphi_{T}(\theta) u\right)-\ell_{T}(\theta)  \tag{2.5}\\
& =u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)-\frac{1}{2} u^{\top} \Gamma(\theta) u+o_{\mathrm{P}_{\theta}}(1)
\end{align*}
$$

where $\varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)$ converges in $\mathrm{P}_{\theta}$-law to $\Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)$ as $T \rightarrow \infty$.
The aim of this chapter is to revise sufficient conditions in order to have the asymptotic mixed normality of the score function and the LAMN property for our diffusion model with jumps (2.1). This problem was addressed by Luschgy for semimartingales in [52] by using the Girsanov's theorem for semimartingales established by Jacod and Shiryaev (see [33, Theorem III.3.24 and III.5.19]), and the Central Limit theorem for multivariate martingales proved by $\mathrm{S}_{\boldsymbol{\prime}}$ rensen (see [71, Theorem A.1]), as an extension of the Central Limit theorem for one-dimensional martingales [18, Theorem 2] by Feigin. We remark that the stochastic process with jumps (2.2) is
a semimartingale. Therefore, Luschgy's theorem applies and one can derive sufficient conditions on the coefficients in order to have the LAMN property. The aim of this chapter is to present a proof of the LAMN property for the solution $X^{\theta}$ of 2.1) by following the proof of Luschgy but applying the Central Limit theorem for multivariate martingales developed by Crimaldi and Pratelli [14] without using the fact that we have a semimartingale, but using the integral equation (2.2). We then deduce the LAN property with an explicit asymptotic Fisher information matrix in the case where the process $X^{\theta}$ is ergodic. To obtain the desired results, the first step consists in transforming equation (2.1) into a new stochastic differential equation with jumps driven by a random measure associated with the jumps of $X^{\theta}$. Notice that this approach was also employed by Sørensen in [71]. One of the motivations of writing this chapter is that we are investigating in further chapters the LAMN property for the stochastic differential equations with jumps (2.1) with discrete observations in a time interval $[0, T]$ as $T \rightarrow \infty$, which has never been addressed in the literature. For this, we think it is essential to first understand the proof of this property in the continuously observed case but without using the asbtract semimartingale theory, but integral equations with respect to random measures.

This chapter is organized as follows. In Section 2, we provide sufficient conditions and prove the asymptotic mixed normality of the score function as well as the LAMN property for the stochastic differential equation with jumps (2.1). For this purpose, we recall the Central Limit theorem for multivariate martingales developed by Crimaldi and Pratelli [14]. Furthermore, studying the LAMN property from continuous observations is based on the Girsanov's theorem for equivalent probability measures. Therefore, we will give this fundamental result in Section 3. The proof of the LAN property in the ergodic case as a consequence of the LAMN property is given in Section 4. Finally, Section 5 deals with the pure linear birth process and the Ornstein-Uhlenbeck processes with jumps where the LAMN and LAN properties are satisfied and the maximum likelihood estimator is asymptotically efficient in some particular cases.

### 2.2 LAMN property for jump-diffusion processes

The aim of this section is to give sufficient conditions in order to have the asymptotic mixed normality of the score function and the LAMN property for our stochastic differential equation with jumps (2.1). To this purpose, let us first recall the result on the existence and uniqueness of the solution to our integral equation $(2.2)$, that is,

$$
X_{t}=X_{0}+\int_{0}^{t} a\left(\theta, X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}^{d}} c\left(\theta, X_{s-}, z\right)\left(p(d s, d z)-\nu_{\theta}(d z) d s\right)
$$

Consider the following Lipschitz continuity and linear growth conditions on the coefficients.
(A1) For any $\theta \in \Theta$, there exist a constant $L>0$ and a function $\zeta: \mathbb{R}_{0}^{d} \rightarrow \mathbb{R}_{+}$satisfying that $\int_{\mathbb{R}_{0}^{d}} \zeta^{2}(z) \nu_{\theta}(d z)<\infty$, such that for any $x, y \in \mathbb{R}^{d}, z \in \mathbb{R}_{0}^{d}$,

$$
\begin{aligned}
& |a(\theta, x)-a(\theta, y)|+|\sigma(x)-\sigma(y)| \leq L|x-y|, \quad|a(\theta, x)| \leq L(1+|x|) \\
& |c(\theta, x, z)-c(\theta, y, z)| \leq \zeta(z)|x-y|, \quad|c(\theta, x, z)| \leq \zeta(z)(1+|x|)
\end{aligned}
$$

Theorem 2.2.1. [33, Theorem III.2.32] Under condition (A1), there exists a unique càdlàg and adapted process $X^{\theta}=\left(X_{t}\right)_{t \geq 0}$ solution to equation (2.1) on the filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathrm{P}\right)$. Moreover, for any fixed $p>0$ and $T>0$, there exists a constant $C_{p, T}>0$ such that for all $t_{0} \in(0, T]$ and $t \in\left[t_{0}, T\right]$,

$$
\mathrm{E}\left[\sup _{t_{0} \leq s \leq t}\left|X_{s}-X_{t_{0}}\right|^{p}\right] \leq C_{p, T}\left(t-t_{0}\right)^{\frac{p}{2} \wedge 1} \mathrm{E}\left[\left(1+\left|X_{t_{0}}\right|^{2}\right)^{p / 2}\right]
$$

Let us now proceed as in [71] to transform our equation (2.1) into a new stochastic differential equation with jumps driven by a new random measure associated with the jumps of $X^{\theta}$ via a change of variables. To simplify the exposition we assume that $\operatorname{Im}(c)=\mathbb{R}^{d}$.

For each $(\theta, x) \in \Theta \times \mathbb{R}^{d}$ fixed, we assume that the mapping $z \in \mathbb{R}_{0}^{d} \mapsto y=c(\theta, x, z) \in \mathbb{R}_{0}^{d}$ has a continuous differentiable inverse $y \in \mathbb{R}_{0}^{d} \mapsto z=c^{-1}(\theta, x, y) \in \mathbb{R}_{0}^{d}$ with Jacobian matrix $J(\theta, x, y)$ such that $\operatorname{det}(J(\theta, x, y)) \neq 0$, for all $y \in \mathbb{R}_{0}^{d}$.

Set $\Psi(\theta, x, y)=f\left(\theta, c^{-1}(\theta, x, y)\right)|\operatorname{det}(J(\theta, x, y))|$. Suppose that for any $(\theta, x) \in \Theta \times \mathbb{R}^{d}$, $\int_{\mathbb{R}_{0}^{d}}|c(\theta, x, z)| \nu_{\theta}(d z)<+\infty$. Then by [33, Proposition II.1.28], equation (2.1) can be rewritten as follows

$$
\begin{equation*}
d X_{t}=b\left(\theta, X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}+\int_{\mathbb{R}_{0}^{d}} y N(d t, d y), \tag{2.6}
\end{equation*}
$$

where the function $b: \Theta \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is given by

$$
b(\theta, x)=a(\theta, x)-\int_{\mathbb{R}_{0}^{d}} c(\theta, x, z) \nu_{\theta}(d z)=a(\theta, x)-\int_{\mathbb{R}_{0}^{d}} y \mu_{\theta}(x, d y),
$$

and $N(d t, d y)$ is the random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}^{d}$ associated with the jumps of $X$ with predictable compensator $\mu_{\theta}\left(X_{t-}, d y\right) d t=\Psi\left(\theta, X_{t-}, y\right) d y d t$, defined by

$$
N(\omega ; d t, d y)=\sum_{s \geq 0} \mathbf{1}_{\left\{\Delta X_{s}(\omega) \neq 0\right\}} \delta_{\left(s, \Delta X_{s}(\omega)\right)}(d t, d y),
$$

(see [33, Proposition II.1.16]), where $\delta_{a}$ denotes the Dirac measure at point $a$. By [33, Theorem II.1.8], the predictable compensator $\mu_{\theta}\left(X_{t-}, d y\right) d t$ is the unique predictable random measure satisfying that

$$
\mathrm{E}\left[\int_{0}^{\infty} \int_{\mathbb{R}_{0}^{d}} \psi(t, y) N(d t, d y)\right]=\mathrm{E}\left[\int_{0}^{\infty} \int_{\mathbb{R}_{0}^{d}} \psi(t, y) \mu_{\theta}\left(X_{t-}, d y\right) d t\right],
$$

for every nonnegative predictable function $\psi(t, y)$ on $\Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0}^{d}$.
In order to obtain the asymptotic mixed normality of the score function and the LAMN property, we assume that there exists a $k \times k$ non-random diagonal matrix $\varphi_{T}(\theta)$ whose diagonal entries $\varphi_{i, T}(\theta)$ are strictly positive and tend to zero as $T \rightarrow \infty$, and such that the following conditions hold.
(A2) For any $\theta, \theta_{0} \in \Theta$, and $T \geq 0$,

$$
\mathrm{P}_{\bar{\theta}}\left(\int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)\right)\right|^{2} d t<\infty\right)=1, \quad \text { for } \quad \bar{\theta}=\theta, \theta_{0} .
$$

(A3) For any $\theta, \theta_{0} \in \Theta$, and $T \geq 0$,

$$
\begin{aligned}
& \mathrm{P}_{\bar{\theta}}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left|\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) y\right| \Psi\left(\theta, X_{t-}, y\right) d y d t<\infty\right)=1, \\
& \mathrm{P}_{\bar{\theta}}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right| \Psi\left(\theta, X_{t-}, y\right) d y d t<\infty\right)=1,
\end{aligned}
$$

and

$$
\mathrm{P}_{\bar{\theta}}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right)^{2} \Psi\left(\theta, X_{t-}, y\right) d y d t<\infty\right)=1, \quad \text { for } \quad \bar{\theta} \in\left\{\theta, \theta_{0}\right\}
$$

(A4) The functions $a(\theta, x)$ and $\Psi(\theta, x, y)$ are differentiable with respect to $\theta$, and the functions $\Psi(\theta, x, y)$ and $\nabla_{\theta} \Psi(\theta, x, y)$ are continuous in $\theta$.

Under conditions (A1)-(A3), by Girsanov's Theorem 2.3.1, the log-likelihood function is given by

$$
\begin{aligned}
\ell_{T}(\theta)= & \log \frac{d \mathrm{P}_{\theta}^{T}}{d \mathrm{P}_{\theta_{0}}^{T}} \\
= & \int_{0}^{T} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)\right) \cdot d B_{t}-\frac{1}{2} \int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)\right)\right|^{2} d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \ln \frac{\Psi\left(\theta, X_{t-}, y\right)}{\Psi\left(\theta_{0}, X_{t-}, y\right)} N(d t, d y)-\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta, X_{t-}, y\right)}{\Psi\left(\theta_{0}, X_{t-}, y\right)}-1\right) \mu_{\theta_{0}}\left(X_{t-}, d y\right) d t
\end{aligned}
$$

for any $\theta_{0} \in \Theta$.
Therefore, by hypothesis (A4), the score function is given by

$$
\begin{align*}
\nabla_{\theta} \ell_{T}(\theta)= & \int_{0}^{T} \sigma^{-1}\left(X_{t}\right) \nabla_{\theta} b\left(\theta, X_{t}\right) \cdot\left(d B_{t}-\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)\right)\right) \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\left(N(d t, d y)-\mu_{\theta}\left(X_{t-}, d y\right) d t\right) \tag{2.7}
\end{align*}
$$

Now, by the Girsanov's Theorem, the process $W=\left(W_{t}, 0 \leq t \leq T\right)$ defined as

$$
W_{t}=B_{t}-\int_{0}^{t} \sigma^{-1}\left(X_{s}\right)\left(b\left(\theta, X_{s}\right)-b\left(\theta_{0}, X_{s}\right)\right) d s
$$

is an $\left(\mathcal{F}_{t}, 0 \leq t \leq T\right)$-Brownian motion under $\mathrm{P}_{\theta}$. Therefore, under $\mathrm{P}_{\theta}$,

$$
\begin{aligned}
\nabla_{\theta} \ell_{T}(\theta)= & \int_{0}^{T} \\
& \sigma^{-1}\left(X_{t}\right) \nabla_{\theta} b\left(\theta, X_{t}\right) \cdot d B_{t} \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\left(N(d t, d y)-\mu_{\theta}\left(X_{t-}, d y\right) d t\right)
\end{aligned}
$$

which is a $\mathbb{R}^{k}$-valued $\mathrm{P}_{\theta}$-local martingale whose quadratic variation is given by

$$
\begin{align*}
{\left[\nabla_{\theta} \ell(\theta)\right]_{T}=} & \int_{0}^{T}\left(\nabla_{\theta} b\left(\theta, X_{t}\right)\right)^{\top}\left(\sigma^{-1}\left(X_{t}\right)\right)^{\top} \sigma^{-1}\left(X_{t}\right) \nabla_{\theta} b\left(\theta, X_{t}\right) d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{\top} \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right) N(d t, d y) \tag{2.8}
\end{align*}
$$

(A5) As $T \rightarrow \infty$,

$$
\mathrm{E}_{\theta}\left[\sup _{0 \leq t \leq T}\left|\varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, \Delta X_{t}\right)\right)\right|\right] \rightarrow 0
$$

where $\Delta X_{t}=X_{t}-X_{t-}$ denotes the jump size of $X_{t}$ at time $t$.
(A6) There exists a $k \times k$ symmetric positive definite random matrix $\Gamma(\theta)$ such that as $T \rightarrow \infty$,

$$
\varphi_{T}(\theta)\left[\nabla_{\theta} \ell(\theta)\right]_{T} \varphi_{T}(\theta) \xrightarrow{\mathrm{P}_{\theta}} \Gamma(\theta),
$$

uniformly in $\theta \in \Theta$.
(A7) For all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta+\varphi_{T}(\theta) u, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right)\right|^{2} d t \xrightarrow{\mathrm{P}_{\theta}} 0
$$

uniformly in $\theta \in \Theta$.

24 Chapitre 2. LAMN property for continuous observations of diffusion processes with jumps
(A8) For all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta+\varphi_{T}(\theta) u, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \Psi\left(\theta, X_{t-}, y\right) d y d t \xrightarrow{\mathrm{P}_{\theta}} 0
$$

uniformly in $\theta \in \Theta$.
We next recall a general result on central limit theorem for multivariate martingales developed by Crimaldi and Pratelli [14, Theorem 2.2], which will be important in the sequel. Several versions of the central limit theorem for multivariate martingales were given in the literature. Recall that a central limit theorem for multivariate martingales with a diagonal normalized matrix was established by Sørensen in [71, Theorem A.1], as an extension of the central limit theorem for one-dimensional martingales [18, Theorem 2] by Feigin. Later on, by applying again [18, Theorem 2], Küchler and Sørensen in [42, Theorem 2.1] established a central limit theorem for multivariate martingales with a full normalized matrix, as an extended version of [71, Theorem A.1]. More recently, Crimaldi and Pratelli in [14, Theorem 2.2] have presented a new general version of [42, Theorem 2.1] by eliminating some superfluous hypotheses and replacing the weaker assumptions, whose proof is based on a multidimensional version [14, Prop.3.1] of a convergence result for martingale difference triangular arrays proved in 51.

Theorem 2.2.2. 14, Theorem 2.2] Let $M=\left(M_{t}\right)_{t \geq 0}$ be a càdlàg and $\left\{\mathcal{F}_{t}\right\}$-adapted $k$-dimensional martingale defined on the filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathrm{P}\right)$, with quadratic variation matrix $[M]$. Let $\left(\varphi_{t}\right)_{t \geq 0}$ be a family of $k \times k$-matrices. Suppose that the following conditions hold as $t \rightarrow \infty$,
(i) $\left|\varphi_{t}\right| \rightarrow 0$, where $|\cdot|$ denotes the sum of the absolute values of the entries of the matrix.
(ii) $\mathrm{E}\left[\sup _{0 \leq s \leq t}\left|\varphi_{t} \Delta M_{s}\right|\right] \rightarrow 0$.
(iii) There exists a $k \times k$ positive definite random matrix $U$ such that $\varphi_{t}[M]_{t} \varphi_{t} \xrightarrow{\mathrm{P}} U$.

Then $\varphi_{t} M_{t} \xrightarrow{\mathcal{L}(\mathrm{P})} U^{1 / 2} \mathcal{N}\left(0, I_{k}\right)$ as $t \rightarrow \infty$, where $\mathcal{N}\left(0, I_{k}\right)$ is a centered $\mathbb{R}^{k}$-valued Gaussian random variable independent of $U$.

Remark 2.2.1. The convergence statement of the previous theorem is established for the stable convergence, which is stronger than the convergence in law.

We first state the asymptotic mixed normality of the score function.
Theorem 2.2.3. Assume conditions (A1)-(A6). Then, the score function is asymptotically mixed normal uniformly for all $\theta \in \Theta$ with asymptotic Fisher information matrix $\Gamma(\theta)$. That is, as $T \rightarrow \infty$,

$$
\varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)
$$

uniformly in $\theta \in \Theta$, where $\mathcal{N}\left(0, I_{k}\right)$ is a centered $\mathbb{R}^{k}$-valued Gaussian random variable independent of $\Gamma(\theta)$.

Proof. Observe that for any $t \in[0, T]$,

$$
\Delta \nabla_{\theta} \ell_{t}(\theta)=\nabla_{\theta} \ell_{t}(\theta)-\nabla_{\theta} \ell_{t-}(\theta)=\nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, \Delta X_{t}\right)\right) \mathbf{1}_{\left\{\Delta X_{t} \neq 0\right\}}
$$

Then, from the fact that $\left|\varphi_{T}(\theta)\right| \rightarrow 0$ as $T \rightarrow \infty$ and hypotheses (A5)-(A6), the conditions of Theorem 2.2 .2 are satisfied for the local martingale $\nabla_{\theta} \ell_{T}(\theta)$. Thus, the result follows.

We next state the LAMN property for the jump-diffusion process solution to 2.1 on the time interval $[0, T]$.

Theorem 2.2.4. Assume conditions (A1)-(A8). Then, the LAMN property holds uniformly for all $\theta \in \Theta$ with rate of convergence $\varphi_{T}^{-1}(\theta)$ and asymptotic Fisher information matrix $\Gamma(\theta)$. That is, for all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\log \frac{d \mathrm{P}_{\theta+\varphi_{T}(\theta) u}^{T}}{d \mathrm{P}_{\theta}^{T}} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} u^{\top} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)-\frac{1}{2} u^{\top} \Gamma(\theta) u,
$$

uniformly in $\theta \in \Theta$, where $\mathcal{N}\left(0, I_{k}\right)$ is a centered $\mathbb{R}^{k}$-valued Gaussian random variable independent of $\Gamma(\theta)$.
Remark 2.2.2. We observe that conditions (A6), (A7) and (A8) are the same as conditions (L), (D.1) and (D.3) of Luschgy [52], respectively. Furthermore, notice here that condition (A5) is weaker than (J.1) of Luschgy [52], and condition (R) of Luschgy [52] is not needed. This is because we are applying the central limit theorem for multivariate martingales generalized by Crimaldi and Pratelli [14, Theorem 2.2] as mentioned above.
Proof. Fix $u \in \mathbb{R}^{k}$ and $\theta \in \Theta$, and apply Girsanov's Theorem 2.3.1 with $\theta_{0}=\theta+\varphi_{T}(\theta) u$, to get that

$$
\log \frac{d \mathrm{P}_{\theta_{0}}^{T}}{d \mathrm{P}_{\theta}^{T}}=L_{T}^{c}+L_{T}^{d}
$$

where the continuous part $L_{T}^{c}$ and the discontinuous part $L_{T}^{d}$ are respectively given by

$$
\begin{aligned}
L_{T}^{c} & =\int_{0}^{T} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)\right) \cdot d B_{t}-\frac{1}{2} \int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)\right)\right|^{2} d t \\
L_{T}^{d} & =\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \ln \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)} N(d t, d y)-\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mu_{\theta}\left(X_{t-}, d y\right) d t
\end{aligned}
$$

Adding and substracting the vector $\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u$ in the continuous part $L_{T}^{c}$, and adding and substracting the terms $u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)$ and $\frac{1}{2}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2}$ in the discontinuous part $L_{T}^{d}$, we obtain the following expansion of the log-likelihood ratio

$$
\begin{aligned}
& \log \frac{d \mathrm{P}_{\theta_{0}}^{T}}{d \mathrm{P}_{\theta}^{T}}=u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)-\frac{1}{2} u^{\top} \varphi_{T}(\theta)\left[\nabla_{\theta} \ell(\theta)\right]_{T} \varphi_{T}(\theta) u \\
& +\int_{0}^{T} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right) \cdot d B_{t} \\
& -\frac{1}{2} \int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right)\right|^{2} d t \\
& -\int_{0}^{T} u^{\top} \varphi_{T}(\theta)\left(\nabla_{\theta} b\left(\theta, X_{t}\right)\right)^{\top}\left(\sigma^{-1}\left(X_{t}\right)\right)^{\top} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right) d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)\left(N(d t, d y)-\mu_{\theta}\left(X_{t-}, d y\right) d t\right) \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\ln \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}+1+\frac{1}{2}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)^{2}\right) N(d t, d y),\right.
\end{aligned}
$$

where the $\mathrm{P}_{\theta}$-local martingale $\nabla_{\theta} \ell_{T}(\theta)$ is the term that contributes to the limit. In fact, using Theorem 2.2.3 and hypothesis (A6), we get that as $T \rightarrow \infty$,

$$
u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)-\frac{1}{2} u^{\top} \varphi_{T}(\theta)\left[\nabla_{\theta} \ell(\theta)\right]_{T} \varphi_{T}(\theta) u \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} u^{\top} \Gamma(\theta)^{1 / 2} \mathcal{N}\left(0, I_{k}\right)-\frac{1}{2} u^{\top} \Gamma(\theta) u
$$

We next treat the negligible contributions. By hypothesis (A7), the quadratic variation of the local martingale

$$
\int_{0}^{T} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right) \cdot d B_{t}
$$

tends to zero in $\mathrm{P}_{\theta}$-probability as $T \rightarrow \infty$ uniformly in $\theta \in \Theta$. Thus, so does the local martingale. Using the Cauchy-Schwarz inequality and hypotheses (A6) and (A7), we get that as $T \rightarrow \infty$,

$$
\begin{aligned}
& \left|\int_{0}^{T} u^{\top} \varphi_{T}(\theta)\left(\nabla_{\theta} b\left(\theta, X_{t}\right)\right)^{\top}\left(\sigma^{-1}\left(X_{t}\right)\right)^{\top} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\partial_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right) d t\right| \\
& \leq\left(\int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right) \nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right|^{2} d t\right)^{1 / 2} \\
& \quad \times\left(\int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \varphi_{T}(\theta) u\right)\right|^{2} d t\right)^{1 / 2} \xrightarrow{\mathrm{P}_{\theta}} 0
\end{aligned}
$$

By hypothesis (A8), the quadratic characteristic of the local martingale

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)\left(N(d t, d y)-\mu_{\theta}\left(X_{t-}, d y\right) d t\right)
$$

tends to zero in $\mathrm{P}_{\theta}$-probability as $T \rightarrow \infty$ uniformly in $\theta \in \Theta$. Thus, so does the local martingale.
Finally, appealing to Lemma 2.2.1 below, we conclude the desired proof.
Lemma 2.2.1. Assume that the function $\Psi(\theta, x, y)$ is differentiable with respect to $\theta$ and that hypotheses (A1), (A5), (A6), and (A8) hold. Then, as $T \rightarrow \infty$,

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\ln \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}+1+\frac{1}{2}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2}\right) N(d t, d y)
$$

tends to zero in $\mathrm{P}_{\theta}$-probability uniformly in $\theta \in \Theta$.
Proof. Consider the function $f(y-1)=\ln (y)-(y-1)+\frac{1}{2}(y-1)^{2}$ defined for all $y>0$. Then, for all $x$,

$$
\ln (y)-y+1+\frac{1}{2} x^{2}=f(y-1)-\frac{1}{2}\left((y-1)^{2}-x^{2}\right)
$$

Therefore,

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\ln \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}+1+\frac{1}{2}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2}\right) N(d t, d y) \\
& =\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} f\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) N(d t, d y) \\
& \quad-\frac{1}{2} \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left\{\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right)^{2}-\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)^{2}\right\} N(d t, d y)\right.
\end{aligned}
$$

Now, from [33, Proposition II.1.14], for any $T \geq 0$,

$$
\begin{aligned}
& \mathrm{E}_{\theta}\left[\left|\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} N(d t, d y)\right|\right] \\
& =\mathrm{E}_{\theta}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mu_{\theta}\left(X_{t-}, d y\right) d t\right]
\end{aligned}
$$

Therefore, the process $\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} N(d t, d y)$ is dominated in the sense of Lenglart by its compensator process

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mu_{\theta}\left(X_{t-}, d y\right) d t
$$

for any $T \geq 0$. Thus, by Lenglart's inequality [33, Lemma I.3.30 a)], we have that for all $T \geq 0$ and $\epsilon, \eta>0$,

$$
\begin{aligned}
& \mathrm{P}_{\theta}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} N(d t, d y)\right| \geq \epsilon\right) \\
& \leq \frac{\eta}{\epsilon}+\mathrm{P}_{\theta}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mu_{\theta}\left(X_{t-}, d y\right) d t \geq \eta\right)
\end{aligned}
$$

which, by hypothesis (A8), implies that for all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0 \tag{2.9}
\end{equation*}
$$

uniformly in $\theta \in \Theta$. Thus, from hypothesis (A6) and the equality $a^{2}-b^{2}=(a-b)^{2}+2 b(a-b)$, we conclude that for all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left\{\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right)^{2}-\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2}\right\} N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0 \tag{2.10}
\end{equation*}
$$

uniformly in $\theta \in \Theta$.
We next show that for every $\epsilon>0$, as $T \rightarrow \infty$,

$$
\begin{equation*}
\left.\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} f\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right|>\epsilon\right\}\right\}^{N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0} 0 \tag{2.11}
\end{equation*}
$$

uniformly in $\theta \in \Theta$.
For all $a>0$,

$$
\begin{aligned}
& \left\{\left\lvert\, \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} f\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right|>\epsilon\right\}^{N(d t, d y) \mid>a\}}\right.\right. \\
& \subset\left\{\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}^{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right|>\epsilon\right\}^{N(d t, d y) \geq 1\}}\right.
\end{aligned}
$$

Therefore, in order to prove 2.11, it suffices to show that for every $\epsilon>0$, as $T \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}^{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right|>\epsilon\right\}^{N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0, ~} \tag{2.12}
\end{equation*}
$$

uniformly in $\theta \in \Theta$. For this, we write

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right|>\epsilon\right\}^{N(d t, d y)} \\
& \leq \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \mathbf{1}_{\left\{\left\lvert\, u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right) \left\lvert\,>\frac{\epsilon}{2}\right.\right\}\right.\right.} N(d t, d y) \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}^{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right|>\frac{\epsilon}{2}\right\}^{N(d t, d y)} \\
& \left.\leq \frac{4}{\epsilon^{2}} \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mathbf{1}_{\left\{\mid u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)| |>\epsilon\right.\right.}\right\} N(d t, d y) \\
& +\frac{4}{\epsilon^{2}} \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \\
& \times 1\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right|>\frac{\epsilon}{2}\right\}^{N(d t, d y) .}
\end{aligned}
$$

Now observe that hypothesis (A5) implies that as $T \rightarrow \infty$,

$$
\sup _{0 \leq t \leq T}\left|u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, \Delta X_{t}\right)\right)\right| \mathbf{1}_{\left\{\Delta X_{t} \neq 0\right\}} \xrightarrow{\mathrm{P}_{\theta}} 0,
$$

which is equivalent to for every $\epsilon>0$, as $T \rightarrow \infty$,

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mathbf{1}_{\left\{\left|u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right|>\epsilon\right\}} N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0 .
$$

Here we have used the fact that for $0<a<\epsilon^{2}$,

$$
\begin{aligned}
& \left\{\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mathbf{1}_{\left\{\left|u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right|>\epsilon\right\}} N(d t, d y)>a\right\} \\
& =\left\{\sup _{0 \leq t \leq T}\left|u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, \Delta X_{t}\right)\right)\right| \mathbf{1}_{\left\{\Delta X_{t} \neq 0\right\}}>\epsilon\right\}
\end{aligned}
$$

This, together with (2.9), gives (2.12), and hence (2.11).
Now, since $|f(x)| \leq 2|x|^{3}$ if $|x| \leq \frac{1}{2}$, we have for every $0<\epsilon \leq \frac{1}{2}$,

$$
\begin{aligned}
& \left\lvert\, \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} f\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right| \leq \epsilon\right\}^{N(d t, d y) \mid}\right. \\
& \leq 2\left|\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\right| \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-\left.1\right|^{3} \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right| \leq \epsilon\right\}^{N(d t, d y) \mid} \\
& \leq 2 \epsilon\left|\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right)^{2} N(d t, d y)\right| .
\end{aligned}
$$

Thus, from hypothesis (A6) and 2.10, we conclude that for every $\epsilon>0$, as $T \rightarrow \infty$,

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} f\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mathbf{1}\left\{\left|\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right| \leq \epsilon\right\}^{N(d t, d y) \xrightarrow{\mathrm{P}_{\theta}} 0} 0
$$

uniformly in $\theta \in \Theta$, which finishes the desired proof.

We end this section with an important consequence of the LAMN property, which is the conditional convolution theorem.

First, recall that a family of estimators $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ of the parameter $\theta$ is called regular at $\theta$ if for any $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\left(\theta+\varphi_{T}(\theta) u\right)\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta+\varphi_{T}}(\theta) u\right)} V(\theta),
$$

for some $\mathbb{R}^{k}$-valued random variable $V(\theta)$, independent of $u$.
Note that taking $u=0$, this implies that as $T \rightarrow \infty$,

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} V(\theta)
$$

The conditional convolution theorem says that when the LAMN property holds, then the asymptotic distribution of any regular family of estimators of the parameter $\theta$ is characterized by a conditional convolution between a Gaussian law and some others laws. More precisely,

Theorem 2.2.5 (Conditional convolution theorem). [28, Theorem 9.1] Suppose that the family of probability measures $\left(\mathrm{P}_{\theta}^{T}\right)_{\theta \in \Theta}$ satisfies the LAMN property at a point $\theta$. Let $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ be a regular family of estimators of the parameter $\theta$. Then the law of $V(\theta)$ conditionally on $\Gamma(\theta)$ is a convolution between $\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right)$ and some other law $G_{\Gamma(\theta)}$ on $\mathbb{R}^{k}$, that is,

$$
\mathcal{L}(V(\theta) \mid \Gamma(\theta))=\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right) \star G_{\Gamma(\theta)}
$$

where $G_{\Gamma(\theta)}$ is the limiting distribution law under $\mathrm{P}_{\theta}$ of the difference

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right)-\Gamma(\theta)^{-1} \varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)
$$

as $T \rightarrow \infty$, that is,

$$
G_{\Gamma(\theta)}=V(\theta)-\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right)
$$

The proof of this theorem uses the change of measure $\theta_{0}=\theta+\varphi_{T}(\theta) u$, which from the LAMN property can be written as

$$
\mathrm{E}_{\theta_{0}}[Z]=\mathrm{E}_{\theta}\left[Z \frac{d \mathrm{P}_{\theta_{0}}^{T}}{d \mathrm{P}_{\theta}^{T}}\right]=\mathrm{E}_{\theta}\left[Z e^{u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ell_{T}(\theta)-\frac{1}{2} u^{\top} \varphi_{T}(\theta)\left[\nabla_{\theta} \ell(\theta)\right]_{T} \varphi_{T}(\theta) u+o_{\mathrm{P}_{\theta}}(1)}\right]
$$

for some random variable $Z$.
Moreover, the proof shows that the random variable $V(\theta)$ can be written as a sum of two independent random variables

$$
V(\theta) \stackrel{\text { law }}{=} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right)+R
$$

where $R$ is a random variable with distribution $G_{\Gamma(\theta)}$. This implies that, under the conditions of Theorem 2.2.5, as $T \rightarrow \infty$,

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right)+R .
$$

This theorem suggests the notion of asymptotically efficient estimators, when $R=0$. That is, a family of estimators $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ of the parameter $\theta$ is called asymptotically efficient at $\theta$ if as $T \rightarrow \infty$,

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{k}\right),
$$

where $\Gamma(\theta)$ and $\mathcal{N}\left(0, I_{k}\right)$ are independent.

### 2.3 Girsanov's Theorem

This section is devoted to recall Girsanov's theorem for the diffusion process with jumps (2.1), which is needed in the proof of Theorem [2.2.4. Recall that in 71], Sørensen deals with a more general diffusion process with jumps where the dimension of the space on which the jumps of the Poisson random measure are defined can be different from that of the process. The author gives sufficient conditions for the equivalence of all probability measures and then derives a complicated expression of the Radon-Nikodym derivative (see [71, Theorem 2.1]). The author applies Girsanov's theorem for semimartingales proved by Jacod and Mémin (see [32, Theorem 4.2 and $4.5(\mathrm{~b})]$ ). These results are based on the uniqueness of the representation of semimartingales in terms of their local characteristics, and the uniqueness of the solution to the martingale problem associated to this semimartingale. Recall that the diffusion process with jumps $X^{\theta}$ solving (2.1) is a semimartingale, and a weak solution to (2.1) is a solution to the martingale problem associated to $X^{\theta}$. Furthermore, the set of all weak solutions to (2.1) is the set of all solutions to the martingale problem on the canonical space associated to $X^{\theta}$. In our context, the proof of Girsanov's theorem below can be based on the uniqueness of the weak solution to equation (2.1).

Finally, Jacod and Shiryaev in [33, Theorem III.3.24 and III.5.19] extend Girsanov's Jacod and Mémin theorem to the multidimensional case. We also refer to [36], [37, [29], [66] for the Girsanov's theorem for semimartingales, multivariate point processes and discontinuous independent increments processes.

Theorem 2.3.1 (Girsanov's theorem). Assume conditions (A1)-(A3). Then for all $\theta, \theta_{0} \in \Theta$, the probability measures $\mathrm{P}_{\theta}^{T}$ and $\mathrm{P}_{\theta_{0}}^{T}$ are equivalent. Furthermore, their Radon-Nikodym derivative is given by

$$
\begin{aligned}
& \frac{d \mathrm{P}_{\theta_{0}}^{T}}{d \mathrm{P}_{\theta}^{T}} \\
& =\exp \left\{\int_{0}^{T} \sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)\right) \cdot d B_{t}-\frac{1}{2} \int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta_{0}, X_{t}\right)-b\left(\theta, X_{t}\right)\right)\right|^{2} d t\right. \\
& \left.\quad+\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}} \ln \frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)} N(d t, d y)-\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta_{0}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1\right) \mu_{\theta}\left(X_{t-}, d y\right) d t\right\} .
\end{aligned}
$$

### 2.4 LAN property for ergodic diffusion processes with jumps

In this section, we seek sufficient conditions in order for the LAN property to hold when the diffusion process with jumps $X^{\theta}$ (2.1) is ergodic, as a consequence of Theorem 2.2.4.

Let $X^{\theta}=\left(X_{t}\right)_{t \geq 0}$ be the solution to equation (2.1), that is,

$$
X_{t}=X_{0}+\int_{0}^{t} a\left(\theta, X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}^{d}} c\left(\theta, X_{s-}, z\right)\left(p(d s, d z)-\nu_{\theta}(d z) d s\right) .
$$

Recall that we have rewritten this equation as

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(\theta, X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}^{d}} y N(d t, d y),
$$

where $b\left(\theta, X_{t}\right)=a\left(\theta, X_{t}\right)-\int_{\mathbb{R}_{0}^{d}} y \mu_{\theta}\left(X_{t-}, d y\right)$, and $N(d t, d y)$ is a jump measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}^{d}$ with predictable compensator $\mu_{\theta}\left(X_{t-}, d y\right) d t=\Psi\left(\theta, X_{t-}, y\right) d y d t$.

As is well-known, $X^{\theta}$ is a homogeneous Markov process (see [3, Theorem 6.4.6]). Let us introduce the ergodic assumption.
(C1) The process $X^{\theta}$ is ergodic in the sense that there exists a unique probability measure $\pi_{\theta}(d x)$ such that as $T \rightarrow \infty$,

$$
\frac{1}{T} \int_{0}^{T} g\left(X_{t}^{\theta}\right) d t \xrightarrow{\mathrm{P}_{\theta}} \int_{\mathbb{R}^{d}} g(x) \pi_{\theta}(d x)
$$

for any $\pi_{\theta}$-integrable function $g$.
Several examples of ergodic diffusion processes with jumps are given in [53], [54], and [67]. Moreover, results on ergodicity and exponential ergodicity of diffusion processes with jumps have been established by Masuda in [53, 54]. In addition, Kulik in [43] provides a set of sufficient conditions for the exponential ergodicity of diffusion processes with jumps without Gaussian part and gives some examples. More recently, Qiao in 64 has addressed the exponential ergodicity for stochastic differential equations with jumps and non-Lipschitz coefficients. However, in these papers ergodicity and exponentially ergodicity are understood in the sense of [56], which both are stronger than the ergodicity in the sense (C1).

We next show that if a process satisfies the additional Lindeberg condition (A9), then the quadratic characteristic and quadratic variation of the score function are asymptotically equivalent at rate $\varphi_{T}(\theta)$.
(A9) For all $\epsilon>0$ and $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \mathbf{1}_{\left\{\left|u^{\top} \varphi_{T}(\theta) \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right|>\epsilon\right\}} \Psi\left(\theta, X_{t-}, y\right) d y d t \xrightarrow{\mathrm{P}_{\theta}} 0
$$

uniformly in $\theta \in \Theta$.
Lemma 2.4.1. Assume conditions (A1)-(A4) and (A9). Then, condition (A6) is equivalent to the fact that there exists a $k \times k$ symmetric positive definite random matrix $\Gamma(\theta)$ such that as $T \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{T}(\theta)\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T} \varphi_{T}(\theta) \xrightarrow{\mathrm{P}_{\theta}} \Gamma(\theta) \tag{2.13}
\end{equation*}
$$

uniformly in $\theta \in \Theta$, where $\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}$ is the quadratic characteristic of the score function, that $i s$,

$$
\begin{aligned}
\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}= & \int_{0}^{T}\left(\nabla_{\theta} b\left(\theta, X_{t}\right)\right)^{\top}\left(\sigma^{-1}\left(X_{t}\right)\right)^{\top} \sigma^{-1}\left(X_{t}\right) \nabla_{\theta} b\left(\theta, X_{t}\right) d t \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{\top} \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right) \Psi\left(\theta, X_{t-}, y\right) d y d t
\end{aligned}
$$

Next, observe that the ergodicity assumption implies the convergence of the quadratic characteristic of the score function at rate $\frac{1}{T}$.

Lemma 2.4.2. Assume conditions (A1)-(A4) and (C1). Then, as $T \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{T}\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T} \xrightarrow{\mathrm{P}_{\theta}} \Gamma(\theta) \tag{2.14}
\end{equation*}
$$

uniformly in $\theta \in \Theta$, where

$$
\begin{aligned}
\Gamma(\theta)= & \int_{\mathbb{R}^{d}}\left(\nabla_{\theta} b(\theta, x)\right)^{\top}\left(\sigma^{-1}(x)\right)^{\top} \sigma^{-1}(x) \nabla_{\theta} b(\theta, x) \pi_{\theta}(d x) \\
& \quad+\int_{\mathbb{R}^{d}} \int_{\mathbb{R}_{0}^{d}} \nabla_{\theta} \ln \Psi(\theta, x, y)\left(\nabla_{\theta} \ln \Psi(\theta, x, y)\right)^{\top} \Psi(\theta, x, y) d y \pi_{\theta}(d x)
\end{aligned}
$$

Therefore, we have the following immediate consequence of Theorem 2.2.3.
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Theorem 2.4.1. Suppose that conditions (A1)-(A5), (A9), and (C1) are satisfied with $\varphi_{T}(\theta)$ the diagonal matrix with entries equal to $\frac{1}{\sqrt{T}}$. Then the score function is asymptotically normal uniformly for all $\theta \in \Theta$ with asymptotic Fisher information matrix $\Gamma(\theta)$. That is, as $T \rightarrow \infty$,

$$
\frac{1}{\sqrt{T}} \nabla_{\theta} \ell_{T}(\theta) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \mathcal{N}(0, \Gamma(\theta)),
$$

uniformly in $\theta \in \Theta$, where $\mathcal{N}(0, \Gamma(\theta))$ is a centered $\mathbb{R}^{k}$-valued Gaussian random variable with covariance matrix $\Gamma(\theta)$.

We next derive the LAN property. For this, we need the following additional assumptions.
(C2) For all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\int_{\mathbb{R}^{d}}\left|\sigma^{-1}(x)\left(b\left(\theta+\frac{u}{\sqrt{T}}, x\right)-b(\theta, x)-\nabla_{\theta} b(\theta, x) \frac{u}{\sqrt{T}}\right)\right|^{2} \pi_{\theta}(d x)=o\left(\frac{1}{T}\right),
$$

uniformly in $\theta \in \Theta$.
(C3) For all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta+\frac{u}{\sqrt{T}}, x, y\right)}{\Psi(\theta, x, y)}-1-\frac{u^{\top}}{\sqrt{T}} \nabla_{\theta} \ln (\Psi(\theta, x, y))\right)^{2} \Psi(\theta, x, y) d y \pi_{\theta}(d x)=o\left(\frac{1}{T}\right),
$$

uniformly in $\theta \in \Theta$.
We next state the main result of this section.
Theorem 2.4.2. Suppose that conditions (A1)-(A5), (A9), and (C1)-(C3) are fulfilled with $\varphi_{T}(\theta)$ the diagonal matrix with entries equal to $\frac{1}{\sqrt{T}}$. Then the LAN property holds for all $\theta \in \Theta$ with rate of convergence $\sqrt{T}$ and asymptotic Fisher information matrix $\Gamma(\theta)$. That is, for all $u \in \mathbb{R}^{k}$, as $T \rightarrow \infty$,

$$
\log \frac{d \mathrm{P}_{\theta+\frac{u}{\sqrt{T}}}^{T}}{d \mathrm{P}_{\theta}^{T}} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} u^{\top} \mathcal{N}(0, \Gamma(\theta))-\frac{1}{2} u^{\top} \Gamma(\theta) u .
$$

Proof. By ergodicity, as $T \rightarrow \infty$,

$$
\begin{aligned}
& \frac{1}{T} \int_{0}^{T}\left|\sigma^{-1}\left(X_{t}\right)\left(b\left(\theta+\frac{u}{\sqrt{T}}, X_{t}\right)-b\left(\theta, X_{t}\right)-\nabla_{\theta} b\left(\theta, X_{t}\right) \frac{u}{\sqrt{T}}\right)\right|^{2} d t \\
& \xrightarrow{P_{\theta}} \int_{\mathbb{R}^{d}}\left|\sigma^{-1}(x)\left(b\left(\theta+\frac{u}{\sqrt{T}}, x\right)-b(\theta, x)-\nabla_{\theta} b(\theta, x) \frac{u}{\sqrt{T}}\right)\right|^{2} \pi_{\theta}(d x),
\end{aligned}
$$

which, together with (C2) gives (A7).
Again by ergodicity, as $T \rightarrow \infty$,

$$
\begin{aligned}
& \frac{1}{T} \int_{0}^{T} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta+\frac{u}{\sqrt{T}}, X_{t-}, y\right)}{\Psi\left(\theta, X_{t-}, y\right)}-1-\frac{1}{\sqrt{T}} u^{\top} \nabla_{\theta} \ln \left(\Psi\left(\theta, X_{t-}, y\right)\right)\right)^{2} \Psi\left(\theta, X_{t-}, y\right) d y d t \\
& \xrightarrow{\mathrm{P}_{\theta}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}_{0}^{d}}\left(\frac{\Psi\left(\theta+\frac{u}{\sqrt{T}}, x, y\right)}{\Psi(\theta, x, y)}-1-\frac{1}{\sqrt{T}} u^{\top} \nabla_{\theta} \ln (\Psi(\theta, x, y))\right)^{2} \Psi(\theta, x, y) d y \pi_{\theta}(d x),
\end{aligned}
$$

which, together with (C3) gives (A8).
Then, the desired LAN property follows from Lemma 2.4 .2 and Theorem 2.2.4.
As a consequence of the LAN property, an asymptotic lower bound for the variance of any family of unbiased estimators can be obtained. More precisely,

Theorem 2.4.3 (Minimax theorem). [28, Theorem 12.1] Suppose that the family of probability measures $\left(\mathrm{P}_{\theta}^{T}\right)_{\theta \in \Theta}$ satisfies the LAN property at a point $\theta$. Let $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ be a family of estimators of the parameter $\theta$ and $l: \mathbb{R}^{k} \rightarrow[0,+\infty)$ be a loss function of the form $l(0)=0, l(x)=l(|x|)$ and $l(|x|) \leq l(|y|)$ if $|x| \leq|y|$. Then

$$
\lim _{\delta \rightarrow 0} \liminf _{T \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\delta} \mathrm{E}_{\theta^{\prime}}\left[l\left(\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta^{\prime}\right)\right)\right] \geq \mathrm{E}_{\theta}[l(Z)]
$$

where $\mathcal{L}(Z)=\mathcal{N}\left(0, \Gamma(\theta)^{-1}\right)$.
In particular, when we take the quadratic loss function $l(u)=|u|^{2}$, the above inequality gives an asymptotic lower bound for the covariance matrix of any family of unbiased estimators, which is given by $\Gamma(\theta)^{-1}$.

### 2.5 Examples

Under conditions (A1)-(A6), a family of estimators $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ of $\theta$ satisfying

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right)=\varphi_{T}^{-1}(\theta)\left[\nabla_{\theta} \ell(\theta)\right]_{T}^{-1} \nabla_{\theta} \ell_{T}(\theta)+o_{\mathrm{P}_{\theta}}(1)
$$

is asymptotically efficient at $\theta$. Furthermore, assuming the additional conditions (A7)-(A8), this family $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ is regular at $\theta$.

As a consequence, by Lemma 2.4.1, under conditions (A1)-(A5), (A9) and 2.13), a family of estimators $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ of $\theta$ satisfying

$$
\varphi_{T}^{-1}(\theta)\left(\tilde{\theta}_{T}-\theta\right)=\varphi_{T}^{-1}(\theta)\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}^{-1} \nabla_{\theta} \ell_{T}(\theta)+o_{\mathrm{P}_{\theta}}(1)
$$

is asymptotically efficient at $\theta$. Furthermore, assuming the additional conditions (A7)-(A8), this family $\left(\tilde{\theta}_{T}\right)_{T \geq 0}$ is regular at $\theta$.

We next present examples of the LAMN and LAN properties, both taken from 52].

### 2.5.1 Example 1

Recall that a pure birth process is a counting process $\left(X_{t}\right)_{t \geq 0}=\left(N_{t}\right)_{t \geq 0}$ with predictable intensity $\Psi\left(\theta, N_{t-}\right)=\theta N_{t-}$, where $N_{0}=1$ and the birth rate $\theta \in \Theta=(0, \infty)$. The integral $\int_{0}^{t} N_{s-} d s$ is the total time lived in the population before time $t$.

Observe that in this simple example, the process $X_{t}$ is already written in the form (2.6), there is no $d y$-dependence, and thus the first condition in (A3) is not needed. The other two conditions in (A3) and (A4) are trivially satisfied.

By 2.7), the score function based on the continuous observation $\left\{N_{t}, 0 \leq t \leq T\right\}$ is given by

$$
\nabla_{\theta} \ell_{T}(\theta)=\int_{0}^{T} \frac{\partial_{\theta} \Psi}{\Psi}\left(d N_{t}-\theta N_{t-} d t\right)=\frac{N_{T}-1}{\theta}-\int_{0}^{T} N_{t-} d t
$$

It can be checked that the score function is a $\mathrm{P}_{\theta}$-martingale, and its quadratic variation and quadratic characteristic are respectively given by

$$
\left[\nabla_{\theta} \ell(\theta)\right]_{T}=\frac{N_{T}-1}{\theta^{2}}, \quad \text { and } \quad\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}=\frac{1}{\theta} \int_{0}^{T} N_{t-} d t
$$

It can be easily checked that as $T \rightarrow \infty$,

$$
\theta^{2} e^{-\theta T}\left[\nabla_{\theta} \ell(\theta)\right]_{T}=e^{-\theta T}\left(N_{T}-1\right) \xrightarrow{\text { a.s. }} W
$$

where $W$ is a random variable with exponential distribution with parameter 1.
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This shows that hypothesis (A6) holds with $\varphi_{T}(\theta)=\theta e^{-\frac{\theta T}{2}}$ and asymptotic Fisher information $\Gamma(\theta)=W$. Finally, hypotheses (A5) and (A8) hold trivially. Thus, by Theorem 2.2 .4 this process satisfies the LAMN property.

On the other hand, the maximum likelihood estimator (MLE) of $\theta$ is given by

$$
\hat{\theta}_{T}=\frac{N_{T}-1}{\int_{0}^{T} N_{s-} d s}
$$

Therefore,

$$
\frac{1}{\theta} e^{\frac{\theta T}{2}}\left(\hat{\theta}_{T}-\theta\right)=\varphi_{T}^{-1}(\theta)\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}^{-1} \nabla_{\theta} \ell_{T}(\theta)
$$

Observe that as $T \rightarrow \infty$,

$$
\theta^{2} e^{-\theta T}\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}=\theta e^{-\theta T} \int_{0}^{T} N_{s-} d s \xrightarrow{\text { a.s. }} W
$$

thus, the quadratic characteristic and quadratic variation of the score function are asymptotically equivalent at rate $\theta e^{-\frac{\theta T}{2}}$. Hence, (A9) is not needed.

Then, $\hat{\theta}_{T}$ is a family of regular and asymptotically efficient estimators for all $\theta \in \Theta$.

### 2.5.2 Example 2

Recall that Jacod [30] and Dietz [16] studied the LAN and LAMN property for OrnsteinUhlenbeck processes without jumps. In this subsection we consider the Ornstein-Uhlenbeck processes with jumps, a particular case of equation 2.2 , defined by

$$
\begin{equation*}
X_{t}=X_{0}+\theta_{1} \int_{0}^{t} X_{s} d s+\sigma B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} y N(d s, d y) \tag{2.15}
\end{equation*}
$$

where $X_{0}$ is a random variable with finite second moment, $\sigma \geq 0, \theta_{2}=\left(\theta_{2}^{1}, \ldots, \theta_{2}^{k-1}\right) \in \widetilde{\Theta}$, $\theta=\left(\theta_{1}, \theta_{2}\right) \in \Theta=\mathbb{R} \times \widetilde{\Theta}$, where $\widetilde{\Theta}$ is an open subset of $\mathbb{R}^{k-1}$, for some integer $k>1, N(d s, d y)$ is a Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}$ with intensity measure $\mu_{\theta_{2}}(d y) d t=f\left(\theta_{2}, y\right) d y d t$, where $f: \Theta \times \mathbb{R} \rightarrow \mathbb{R}_{+}$is a Borel function such that $\int_{\mathbb{R}}|y|^{2} f\left(\theta_{2}, y\right) d y<\infty$ and $f\left(\theta_{2}, 0\right)=0$, for all $\theta_{2} \in \widetilde{\Theta}$. We also assume that $f \in C^{1}$ with respect to $\theta_{2}$.

Assume the following conditions on the Lévy density $f$.
$\left(\mathbf{H 1 )}\right.$ For any $\bar{\theta}_{2}, \theta_{2} \in \widetilde{\Theta}$,

$$
\begin{aligned}
\int_{\mathbb{R}_{0}} \mid & \left(\frac{f\left(\bar{\theta}_{2}, y\right)}{f\left(\theta_{2}, y\right)}-1\right) y \left\lvert\, f\left(\theta_{2}, y\right) d y+\int_{\mathbb{R}_{0}}\left(\frac{f\left(\bar{\theta}_{2}, y\right)}{f\left(\theta_{2}, y\right)}-1\right) f\left(\theta_{2}, y\right) d y\right. \\
& +\int_{\mathbb{R}_{0}}\left(\frac{f\left(\bar{\theta}_{2}, y\right)}{f\left(\theta_{2}, y\right)}-1\right)^{2} f\left(\theta_{2}, y\right) d y<\infty
\end{aligned}
$$

(H2) For any $\theta_{2} \in \widetilde{\Theta}, p>2$ and $i \in\{1, \ldots, k-1\}, \int_{\mathbb{R}_{0}}\left|\partial_{\theta_{2}^{i}} \ln \left(f\left(\theta_{2}, y\right)\right)\right|^{p} f\left(\theta_{2}, y\right) d y<\infty$.
(H3) For any $\theta_{2} \in \widetilde{\Theta}, \int_{\mathbb{R}_{0}}\left(\nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right) f\left(\theta_{2}, y\right) d y$ is positive definite.
(H4) For all $u \in \mathbb{R}^{k-1}$, as $T \rightarrow \infty$,

$$
\int_{\mathbb{R}_{0}}\left|\frac{f\left(\theta_{2}+\frac{u}{\sqrt{T}}, y\right)}{f\left(\theta_{2}, y\right)}-1-\frac{1}{\sqrt{T}} u^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right|^{2} f\left(\theta_{2}, y\right) d y=o\left(\frac{1}{T}\right)
$$

uniformly in $\theta_{2} \in \widetilde{\Theta}$.

Let us now consider the following cases :
Case $1: \sigma \geq 0, \theta_{1}=0$. Assuming (H1) (which implies (A3)), the score function and its quadratic characteristic are respectively given by

$$
\begin{aligned}
& \nabla_{\theta_{2}} \ell_{T}\left(\theta_{2}\right)=\int_{0}^{T} \int_{\mathbb{R}_{0}} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\left(N(d t, d y)-\mu_{\theta_{2}}(d y) d t\right), \\
& \left\langle\nabla_{\theta_{2}} \ell\left(\theta_{2}\right)\right\rangle_{T}=T \int_{\mathbb{R}_{0}}\left(\nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right) \mu_{\theta_{2}}(d y) .
\end{aligned}
$$

Taking $\varphi_{T}\left(\theta_{2}\right)$ as the $(k-1) \times(k-1)$ diagonal matrix with entries equal to $\frac{1}{\sqrt{T}}$, then observe that

$$
\begin{aligned}
\mathrm{E}_{\theta} & {\left[\sup _{0 \leq t \leq T}\left|\varphi_{T}\left(\theta_{2}\right) \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, \Delta X_{t}\right)\right)\right|\right] \leq \frac{1}{\sqrt{T}} \sum_{i=1}^{k-1} \mathrm{E}_{\theta}\left[\sup _{0 \leq t \leq T}\left|\partial_{\theta_{2}^{i}} \ln \left(f\left(\theta_{2}, \Delta X_{t}\right)\right)\right|\right] } \\
& \leq \frac{1}{\sqrt{T}} \sum_{i=1}^{k-1}\left(\mathrm{E}_{\theta}\left[\sup _{0 \leq t \leq T}\left|\partial_{\theta_{2}^{i}} \ln \left(f\left(\theta_{2}, \Delta X_{t}\right)\right)\right|^{p}\right]\right)^{\frac{1}{p}} \\
& \leq \frac{1}{\sqrt{T}} \sum_{i=1}^{k-1}\left(\mathrm{E}_{\theta}\left[\sum_{0 \leq t \leq T}\left|\partial_{\theta_{2}^{i}} \ln \left(f\left(\theta_{2}, \Delta X_{t}\right)\right)\right|^{p}\right]\right)^{\frac{1}{p}} \\
& =\frac{1}{\sqrt{T}} \sum_{i=1}^{k-1}\left(\mathrm{E}_{\theta}\left[\int_{0}^{T} \int_{\mathbb{R}_{0}} \mid \partial_{\theta_{2}^{i}} \ln \left(\left.f\left(\theta_{2}, y\right)\right|^{p} N(d t, d y)\right]\right)^{\frac{1}{p}}\right. \\
& =\frac{1}{T^{\frac{1}{2}-\frac{1}{p}}} \sum_{i=1}^{k-1}\left(\int_{\mathbb{R}_{0}}\left|\partial_{\theta_{2}^{i}} \ln \left(f\left(\theta_{2}, y\right)\right)\right|^{p} f\left(\theta_{2}, y\right) d y\right)^{\frac{1}{p}},
\end{aligned}
$$

which, by hypothesis (H2), tends to zero as $T \rightarrow \infty$. Hence, condition (A5) is satisfied.
Condition (A9) is satisfied for all $\theta_{2} \in \widetilde{\Theta}$ since for all $\epsilon>0$ and $u \in \mathbb{R}^{k-1}$, as $T \rightarrow \infty$,

$$
\int_{\mathbb{R}_{0}}\left(u^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{2} \mathbf{1}_{\left\{\left|u^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right|>\epsilon \sqrt{T}\right\}} f\left(\theta_{2}, y\right) d y=o(1),
$$

uniformly in $\theta_{2} \in \widetilde{\Theta}$. On the other hand, for all $T>0$,

$$
\frac{1}{T}\left\langle\nabla_{\theta_{2}} \ell\left(\theta_{2}\right)\right\rangle_{T}=\int_{\mathbb{R}_{0}}\left(\nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right) \mu_{\theta_{2}}(d y)=: \widetilde{\Gamma}\left(\theta_{2}\right),
$$

which is independent of $T$. Thus, by Lemma 2.4.1. hypothesis (A6) holds. Moreover, it is easy to see that (A7) holds true. Finally, hypothesis (H4) implies (A8).

As a consequence of Theorem 2.2 .4 , under conditions (H1)-(H4), the LAN property is satisfied with rate of convergence $\sqrt{T}$ and asymptotic Fisher information matrix $\widetilde{\Gamma}\left(\theta_{2}\right)$.

In particular, when $X$ is a one-dimensional Poisson process with intensity $\lambda(\theta)$, the LAN property holds with rate of convergence $\sqrt{T}$ and asymptotic Fisher information $\Gamma(\theta)=\frac{\left(\lambda^{\prime}(\theta)\right)^{2}}{\lambda(\theta)}$.

Case 2: $\sigma>0, \theta_{1}>0$. Assuming (H1), the score function is given by

$$
\nabla_{\theta} \ell_{T}(\theta)=\left(\int_{0}^{T} \frac{X_{t}}{\sigma} d B_{t}, \int_{0}^{T} \int_{\mathbb{R}_{0}} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\left(N(d t, d y)-\mu_{\theta_{2}}(d y) d t\right)\right),
$$

and its quadratic variation and quadratic characteristic are respectively given by

$$
\begin{aligned}
{\left[\nabla_{\theta} \ell(\theta)\right]_{T} } & =\left(\begin{array}{cc}
\frac{1}{\sigma^{2}} \int_{0}^{T} X_{t}^{2} d t & 0 \\
0 & \int_{0}^{T} \int_{\mathbb{R}_{0}}\left(\nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right) N(d t, d y)
\end{array}\right), \\
\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T} & =\left(\begin{array}{cc}
\frac{1}{\sigma^{2}} \int_{0}^{T} X_{t}^{2} d t & 0 \\
0 & T \int_{\mathbb{R}_{0}}\left(\nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\right)^{\top} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right) \mu_{\theta_{2}}(d y)
\end{array}\right)
\end{aligned}
$$
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Taking the diagonal entries of the $k \times k$ diagonal matrix $\varphi_{T}(\theta)$ as $\varphi_{i, T}(\theta)=\frac{1}{\sqrt{T}}$ for $i=2, \ldots, k$. Suppose that $\rho_{1}:=\int_{\mathbb{R}_{0}} y \mu_{\theta_{2}}(d y)<\infty$ and $\rho_{2}:=\int_{\mathbb{R}_{0}} y^{2} \mu_{\theta_{2}}(d y)<\infty$, for all $\theta_{2} \in \widetilde{\Theta}$.

By Itô's formula, the unique solution to equation 2.15) is given by

$$
X_{t}=e^{\theta_{1} t} X_{0}+\rho_{1} \int_{0}^{t} e^{\theta_{1}(t-s)} d s+\sigma \int_{0}^{t} e^{\theta_{1}(t-s)} d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}} e^{\theta_{1}(t-s)} y\left(N(d s, d y)-\mu_{\theta_{2}}(d y) d s\right) .
$$

Now, consider the martingale

$$
\begin{aligned}
M_{t} & =e^{-\theta_{1} t} X_{t}-X_{0}+\frac{e^{-\theta_{1} t}-1}{\theta_{1}} \rho_{1} \\
& =\sigma \int_{0}^{t} e^{-\theta_{1} s} d B_{s}+\int_{0}^{t} \int_{\mathbb{R}_{0}} e^{-\theta_{1} s} y\left(N(d s, d y)-\mu_{\theta_{2}}(d y) d s\right) .
\end{aligned}
$$

Observe that $\left\{M_{t}, \mathcal{F}_{t}\right\}_{t \geq 0}$ is a zero-mean square integrable martingale since for all $t \geq 0$,

$$
\mathrm{E}_{\theta}\left[M_{t}^{2}\right]=-\sigma^{2} \frac{e^{-2 \theta_{1} t}-1}{2 \theta_{1}}-\frac{e^{-2 \theta_{1} t}-1}{2 \theta_{1}} \rho_{2} \leq \frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}}<\infty .
$$

Hence, applying the martingale convergence theorem, $M_{t}$ converges almost surely as $t \rightarrow \infty$ to the random variable

$$
M_{\infty}=\sigma \int_{0}^{\infty} e^{-\theta_{1} s} d B_{s}+\int_{0}^{\infty} \int_{\mathbb{R}_{0}} e^{-\theta_{1} s} y\left(N(d s, d y)-\mu_{\theta_{2}}(d y) d s\right) .
$$

Thus, $e^{-\theta_{1} t} X_{t}$ converges almost surely to $X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}$ as $t \rightarrow \infty$, which implies that $e^{-2 \theta_{1} t} X_{t}^{2}$ converges almost surely to $\left(X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}\right)^{2}$ as $t \rightarrow \infty$. Using the integral version of the Toeplitz lemma, we get that as $t \rightarrow \infty$,

$$
\frac{\int_{0}^{t} X_{s}^{2} d s}{\int_{0}^{t} e^{2 \theta_{1} s} d s} \xrightarrow{\text { a.s. }}\left(X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}\right)^{2},
$$

which yields that as $t \rightarrow \infty$

$$
e^{-2 \theta_{1} t} \int_{0}^{t} X_{s}^{2} d s \xrightarrow{\text { a.s. }} \frac{1}{2 \theta_{1}}\left(X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}\right)^{2} .
$$

Hence, taking $\varphi_{1, T}(\theta)=e^{-\theta_{1} T}$, that is, $\varphi_{T}(\theta)=\operatorname{diag}\left(e^{-\theta_{1} T}, \frac{1}{\sqrt{T}}, \ldots, \frac{1}{\sqrt{T}}\right)$, together with (H3), condition (A6) is satisfied with

$$
\Gamma(\theta)=\left(\begin{array}{cc}
\frac{1}{2 \sigma^{2} \theta_{1}}\left(X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}\right)^{2} & 0 \\
0 & \widetilde{\Gamma}\left(\theta_{2}\right)
\end{array}\right) .
$$

Assuming additionally conditions (H2) and (H4) and applying Theorem 2.2.4, the LAMN property holds with $\varphi_{T}(\theta)=\operatorname{diag}\left(e^{-\theta_{1} T}, \frac{1}{\sqrt{T}}, \ldots, \frac{1}{\sqrt{T}}\right)$ and asymptotic Fisher information matrix $\Gamma(\theta)$.

Case $3: \sigma>0, \theta_{1}<0$. Recall that if

$$
\begin{equation*}
\int_{|y|>2} \log |y| \mu_{\theta_{2}}(d y)<\infty \tag{2.16}
\end{equation*}
$$

for all $\theta_{2} \in \widetilde{\Theta}, X$ is ergodic with a unique invariant probability measure $\pi_{\theta}(d x)$ which can be calculated explicitly (see [65, Theorem 17.5 and Corollary 17.9] and [53, Theorem 2.6]). Therefore, by ergodicity, as $T \rightarrow \infty$,

$$
\frac{1}{T} \int_{0}^{T} X_{t}^{2} d t \xrightarrow{\mathrm{P}_{\theta}} \int_{\mathbb{R}} x^{2} \pi_{\theta}(d x) .
$$

In this case $X_{t}$ converges almost surely as $t \rightarrow \infty$ to the random variable

$$
X_{\infty}=-\frac{\rho_{1}}{\theta_{1}}+\sigma \int_{0}^{\infty} e^{\theta_{1} s} d B_{s}+\int_{0}^{\infty} \int_{\mathbb{R}_{0}} e^{\theta_{1} s} y\left(N(d s, d y)-\mu_{\theta_{2}}(d y) d s\right)
$$

Again, by ergodicity, as $T \rightarrow \infty$,

$$
\frac{1}{T} \int_{0}^{T} X_{t}^{2} d t \xrightarrow{\mathrm{P}_{\theta}} \mathrm{E}_{\theta}\left[X_{\infty}^{2}\right]
$$

By Itô's formula,

$$
\begin{aligned}
& X_{t}^{2}=e^{2 \theta_{1} t} X_{0}^{2}+2 \rho_{1} \int_{0}^{t} e^{\theta_{1}(t-s)} X_{s} d s+2 \sigma \int_{0}^{t} e^{\theta_{1}(t-s)} X_{s} d B_{s}+\left(\sigma^{2}+\rho_{2}\right) \int_{0}^{t} e^{2 \theta_{1}(t-s)} d s \\
&+\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(2 e^{\theta_{1}(t-s)} y X_{s}+e^{2 \theta_{1}(t-s)} y^{2}\right)\left(N(d s, d y)-\mu_{\theta_{2}}(d y) d s\right)
\end{aligned}
$$

together with $\mathrm{E}_{\theta}\left[X_{t}\right]=e^{\theta_{1} t}\left(\mathrm{E}\left[X_{0}\right]+\frac{\rho_{1}}{\theta_{1}}\right)-\frac{\rho_{1}}{\theta_{1}}$, shows that

$$
\mathrm{E}_{\theta}\left[X_{t}^{2}\right]=e^{2 \theta_{1} t} \mathrm{E}\left[X_{0}^{2}\right]+2 \rho_{1}\left(\mathrm{E}\left[X_{0}\right]+\frac{\rho_{1}}{\theta_{1}}\right) e^{\theta_{1} t} t+\frac{2 \rho_{1}^{2}}{\theta_{1}^{2}}\left(1-e^{\theta_{1} t}\right)-\frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}}\left(1-e^{2 \theta_{1} t}\right) .
$$

Therefore,

$$
\mathrm{E}_{\theta}\left[X_{\infty}^{2}\right]=\lim _{t \rightarrow \infty} \mathrm{E}_{\theta}\left[X_{t}^{2}\right]=\frac{2 \rho_{1}^{2}}{\theta_{1}^{2}}-\frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}}
$$

which concludes that

$$
\int_{\mathbb{R}} x^{2} \pi_{\theta}(d x)=\frac{2 \rho_{1}^{2}}{\theta_{1}^{2}}-\frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}} .
$$

As a consequence, assuming conditions (H1)-(H4) and applying Theorem 2.4.2, the LAN property is satisfied with rate of convergence $\sqrt{T}$ and asymptotic Fisher information matrix

$$
\Gamma(\theta)=\left(\begin{array}{ccc}
\frac{1}{\sigma^{2}}\left(\begin{array}{cc}
\frac{2 \rho_{1}^{2}}{\theta_{1}^{2}}-\frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}}
\end{array}\right) & 0 \\
& 0 & \widetilde{\Gamma}\left(\theta_{2}\right)
\end{array}\right)
$$

Next, we are going to study the asymptotic properties of the MLE of the parameter $\theta$ for the parametric model 2.15) in the case that $\sigma>0$ and $\theta_{1} \neq 0$. In particular, we show that the MLE of $\theta_{1}$ is asymptotically efficient.

Note that the MLE $\hat{\theta}_{T}=\left(\hat{\theta}_{1, T}, \hat{\theta}_{2, T}\right)$ of $\theta$ satisfies

$$
\nabla_{\theta} \ell_{T}(\theta)=\left(\int_{0}^{T} \frac{X_{t}}{\sigma} d B_{t}, \int_{0}^{T} \int_{\mathbb{R}_{0}} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\left(N(d t, d y)-\mu_{\theta_{2}}(d y) d t\right)\right)=(0, \ldots, 0)
$$

First observe that the MLE $\hat{\theta}_{1, T}$ of the drift parameter $\theta_{1}$ satisfies the following equation

$$
\frac{1}{\sigma} \int_{0}^{T} X_{t} d B_{t}=\frac{1}{\sigma^{2}} \int_{0}^{T} X_{t}\left(d X_{t}-\theta_{1} X_{t} d t-\int_{\mathbb{R}_{0}} y N(d t, d y)\right)=0
$$

which yields that under $\mathrm{P}_{\theta}$,

$$
\hat{\theta}_{1, T}=\frac{\int_{0}^{T} X_{t} d X_{t}-\int_{0}^{T} \int_{\mathbb{R}_{0}} X_{t} y N(d t, d y)}{\int_{0}^{T} X_{t}^{2} d t}=\theta_{1}+\frac{\sigma \int_{0}^{T} X_{t} d B_{t}}{\int_{0}^{T} X_{t}^{2} d t} .
$$

When $\theta_{1}>0$, set $\Gamma_{1,1}(\theta):=\frac{1}{2 \sigma^{2} \theta_{1}}\left(X_{0}+\frac{\rho_{1}}{\theta_{1}}+M_{\infty}\right)^{2}$. Then, as $T \rightarrow \infty$,

$$
e^{\theta_{1} T}\left(\hat{\theta}_{1, T}-\theta_{1}\right)=\frac{\sigma e^{-\theta_{1} T} \int_{0}^{T} X_{t} d B_{t}}{e^{-2 \theta_{1} T} \int_{0}^{T} X_{t}^{2} d t} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma_{1,1}(\theta)^{-1 / 2} \mathcal{N}(0,1) .
$$

When $\theta_{1}<0$, we assume 2.16 and set $\Gamma_{1,1}(\theta):=\frac{1}{\sigma^{2}}\left(\frac{2 \rho_{1}^{2}}{\theta_{1}^{2}}-\frac{\sigma^{2}+\rho_{2}}{2 \theta_{1}}\right)$. Then, as $T \rightarrow \infty$,

$$
\sqrt{T}\left(\hat{\theta}_{1, T}-\theta_{1}\right)=\frac{\sigma \frac{1}{\sqrt{T}} \int_{0}^{T} X_{t} d B_{t}}{\frac{1}{T} \int_{0}^{T} X_{t}^{2} d t} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \mathcal{N}\left(0, \Gamma_{1,1}(\theta)^{-1}\right)
$$

Consequently, we conclude that the MLE $\hat{\theta}_{1, T}$ of $\theta_{1}$ is asymptotically efficient for all $\theta_{1} \neq 0$.
Next, notice that the MLE $\hat{\theta}_{2, T}$ of $\theta_{2}$ satisfies the following equation

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}_{0}} \nabla_{\theta_{2}} \ln \left(f\left(\theta_{2}, y\right)\right)\left(N(d t, d y)-\mu_{\theta_{2}}(d y) d t\right)=0 \tag{2.17}
\end{equation*}
$$

which states that the solution $\hat{\theta}_{2, T}$ depends on the Lévy density $f$. We shall consider here the following two particular cases.

When $\left(\int_{0}^{t} \int_{\mathbb{R}_{0}} y N(d s, d y)\right)_{t \geq 0}$ is a Poisson process $\left(N_{t}\right)_{t \geq 0}$ with intensity $\theta_{2}>0$. In this case, the solution to equation (2.17) is given by

$$
\hat{\theta}_{2, T}=\frac{N_{T}}{T}
$$

By the Central Limit theorem, as $T \rightarrow \infty$,

$$
\sqrt{T}\left(\hat{\theta}_{2, T}-\theta_{2}\right)=\sqrt{T}\left(\frac{N_{T}}{T}-\theta_{2}\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \mathcal{N}\left(0, \theta_{2}\right) .
$$

Thus, in this case, as $T \rightarrow \infty$, the MLE $\hat{\theta}_{T}$ satisfies

$$
\varphi_{T}^{-1}(\theta)\left(\hat{\theta}_{T}-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{2}\right)
$$

with

$$
\Gamma(\theta)=\left(\begin{array}{cc}
\Gamma_{1,1}(\theta) & 0 \\
0 & \frac{1}{\theta_{2}}
\end{array}\right)
$$

which implies that $\hat{\theta}_{T}$ is asymptotically efficient. Moreover, $\hat{\theta}_{T}$ is regular since for all $\theta \in \mathbb{R}_{0} \times \widetilde{\Theta}$,

$$
\varphi_{T}^{-1}(\theta)\left(\hat{\theta}_{T}-\theta\right)=\varphi_{T}^{-1}(\theta)\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}^{-1} \nabla_{\theta} \ell_{T}(\theta)
$$

We next consider the case where the Lévy density $f\left(\theta_{2}, y\right)$ takes the form $\frac{\lambda}{\alpha} e^{-y / \alpha} \mathbf{1}_{(0, \infty)}(y)$ with $\lambda, \alpha>0$ and $\theta_{2}=(\lambda, \alpha)$. In this case, solving equation 2.17), we find that the MLE $\hat{\theta}_{2, T}=\left(\hat{\lambda}_{T}, \hat{\alpha}_{T}\right)$ is given by

$$
\hat{\lambda}_{T}=\frac{N_{T}}{T}, \quad \text { and } \quad \hat{\alpha}_{T}=\frac{\int_{0}^{T} \int_{\mathbb{R}_{0}} y N(d t, d y)}{N_{T}}
$$

where $N_{t}$ is a Poisson process with intensity $\lambda$. From the Central Limit theorem, we have that as $T \rightarrow \infty$,

$$
\sqrt{T}\left(\hat{\lambda}_{T}-\lambda\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \mathcal{N}(0, \lambda) .
$$

Moreover, applying Theorem 2.2.2, we obtain that as $T \rightarrow \infty$,

$$
\sqrt{T}\left(\hat{\alpha}_{T}-\alpha\right)=\frac{T}{N_{T}} \frac{1}{\sqrt{T}} \int_{0}^{T} \int_{\mathbb{R}_{0}}(y-\alpha)\left(N(d t, d y)-\mu_{\theta_{2}}(d y) d t\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \mathcal{N}\left(0, \frac{\alpha^{2}}{\lambda}\right)
$$

Hence, we conclude that as $T \rightarrow \infty$,

$$
\varphi_{T}^{-1}(\theta)\left(\hat{\theta}_{T}-\theta\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta}\right)} \Gamma(\theta)^{-1 / 2} \mathcal{N}\left(0, I_{3}\right),
$$

with

$$
\Gamma(\theta)=\left(\begin{array}{ccc}
\Gamma_{1,1}(\theta) & 0 & 0 \\
0 & \frac{1}{\lambda} & 0 \\
0 & 0 & \frac{\lambda}{\alpha^{2}}
\end{array}\right),
$$

which implies that $\hat{\theta}_{T}$ is asymptotically efficient. Moreover, $\hat{\theta}_{T}$ is regular since for all $\theta \in \mathbb{R}_{0} \times \widetilde{\Theta}$,

$$
\varphi_{T}^{-1}(\theta)\left(\hat{\theta}_{T}-\theta\right)=\varphi_{T}^{-1}(\theta)\left\langle\nabla_{\theta} \ell(\theta)\right\rangle_{T}^{-1} \nabla_{\theta} \ell_{T}(\theta)+o_{\mathrm{P}_{\theta}}(1)
$$

## Chapitre 3

## LAN property for a simple Lévy process

In this chapter, we consider a simple Lévy process given by a Brownian motion and a compensated Poisson process, whose drift and diffusion parameters as well as its intensity are unknown. Supposing that the process is observed discretely at high frequency we derive the local asymptotic normality (LAN) property. In order to obtain this result, Malliavin calculus and Girsanov's theorem are applied in order to write the log-likelihood ratio in terms of sums of conditional expectations, for which a central limit theorem for triangular arrays can be applied.

### 3.1 Introduction and main result

On a complete probability space $\left(\Omega^{\lambda}, \mathcal{F}^{\lambda}, \mathrm{P}^{\lambda}\right)$ defined in Definition 1.1.3, we consider the following stochastic process $X^{\theta, \sigma, \lambda}=\left(X_{t}^{\theta, \sigma, \lambda}\right)_{t \geq 0}$ in $\mathbb{R}$ defined by

$$
\begin{equation*}
X_{t}^{\theta, \sigma, \lambda}=x_{0}+\theta t+\sigma B_{t}+N_{t}-\lambda t \tag{3.1}
\end{equation*}
$$

where $B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, $N=\left(N_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda>0$ independent of $B$, and we denote by $\left(\widetilde{N}_{t}^{\lambda}\right)_{t \geq 0}$ the compensated Poisson process $\widetilde{N}_{t}^{\lambda}:=N_{t}-\lambda t$. The parameters $(\theta, \sigma, \lambda) \in \Theta \times \Sigma \times \Lambda$ are unknown and $\Theta, \Sigma$ and $\Lambda$ are closed intervals of $\mathbb{R}, \mathbb{R}_{+}^{*}$ and $\mathbb{R}_{+}^{*}$, where $\mathbb{R}_{+}^{*}=\mathbb{R}_{+} \backslash\{0\}$. Let $\left\{\widehat{\mathcal{F}}_{t}^{\lambda}\right\}_{t \geq 0}$ denote the natural filtration generated by $B$ and $N$. Note that $\left\{\hat{\mathcal{F}}_{t}^{\lambda}\right\}_{t \geq 0}$ is also the natural filtration generated by $X^{\theta, \sigma, \lambda}$ for all $(\theta, \sigma, \lambda) \in \Theta \times \Sigma \times \Lambda$. We denote by $\mathrm{P}^{\theta, \sigma, \lambda}$ the probability law induced by the $\widehat{\mathcal{F}}^{\lambda}$-adapted càdlàg stochastic process $X^{\theta, \sigma, \lambda}$, and by $\mathrm{E}^{\theta, \sigma, \lambda}$ the expectation with respect to $\mathrm{P}^{\theta, \sigma, \lambda}$. Let $\xrightarrow{\mathrm{P}^{\theta, \sigma, \lambda}}$ and $\xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta, \sigma, \lambda}\right)}$ denote the convergence in $\mathrm{P}^{\theta, \sigma, \lambda}$-probability and in $\mathrm{P}^{\theta, \sigma, \lambda}$-law, respectively.

Recall that $\left(\Omega^{2}, \mathcal{F}^{2}, \mathrm{P}^{2}\right)$ is the canonical probability space associated with the Poisson process $N$ with intensity $\lambda$. Therefore, we denote by $\left(\Omega^{2, \lambda}, \mathcal{F}^{2, \lambda}, \mathrm{P}^{2, \lambda}\right)$ instead of $\left(\Omega^{2}, \mathcal{F}^{2}, \mathrm{P}^{2}\right)$. The structure of the probability space is then given by $\widehat{\Omega}^{\lambda}=\Omega^{1} \times \Omega^{2, \lambda}$, $\widetilde{\Omega}^{\lambda}=\Omega^{3} \times \Omega^{4, \lambda}$, $\widehat{\mathcal{F}}^{\lambda}=\mathcal{F}^{1} \otimes \mathcal{F}^{2, \lambda}$, $\widetilde{\mathcal{F}}^{\lambda}=\mathcal{F}^{3} \otimes \mathcal{F}^{4, \lambda}, \widehat{\mathrm{P}}^{\lambda}=\mathrm{P}^{1} \otimes \mathrm{P}^{2, \lambda}, \widetilde{\mathrm{P}}^{\lambda}=\mathrm{P}^{3} \otimes \mathrm{P}^{4, \lambda}$, and $\Omega^{\lambda}=\widehat{\Omega}^{\lambda} \times \widetilde{\Omega}^{\lambda}, \mathcal{F}^{\lambda}=\widehat{\mathcal{F}}^{\lambda} \otimes \widetilde{\mathcal{F}}^{\lambda}, \mathrm{P}^{\lambda}=\widehat{\mathrm{P}}^{\lambda} \otimes \widetilde{\mathrm{P}}^{\lambda}$. We denote by $\mathrm{E}^{\lambda}, \widehat{\mathrm{E}}^{\lambda}, \widetilde{\mathrm{E}}^{\lambda}$ the expectation with respect to $\mathrm{P}^{\lambda}, \widehat{\mathrm{P}}^{\lambda}$ and $\widetilde{\mathrm{P}}^{\lambda}$, respectively.

For fixed $\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right) \in \Theta \times \Sigma \times \Lambda$, we consider the probability space $(\Omega, \mathcal{F}, \mathrm{P})$, where $\Omega \equiv \Omega^{\lambda_{0}}$, $\mathcal{F} \equiv \mathcal{F}^{\lambda_{0}}, \mathrm{P} \equiv \mathrm{P}^{\lambda_{0}}$. Let us denote $\mathrm{E} \equiv \mathrm{E}^{\lambda_{0}}, \widehat{\mathrm{P}} \equiv \widehat{\mathrm{P}}^{\lambda_{0}}=\mathrm{P}^{1} \otimes \mathrm{P}^{2, \lambda_{0}}$, and $\widetilde{\mathrm{P}} \equiv \widetilde{\mathrm{P}}^{\lambda_{0}}=\mathrm{P}^{3} \otimes \mathrm{P}^{4, \lambda_{0}}$. Consider an equidistant discrete observation of the process $X^{\theta_{0}, \sigma_{0}, \lambda_{0}}$ which is denoted by $X^{n}=$ $\left(X_{t_{0}}, X_{t_{1}}, \ldots, X_{t_{n}}\right)$, where $t_{k}=k \Delta_{n}$ for $k \in\{0, \ldots, n\}$, and $\Delta_{n} \leq 1$. We assume that the high-frequency observation condition holds. That is,

$$
\begin{equation*}
n \Delta_{n} \rightarrow \infty, \quad \text { and } \quad \Delta_{n} \rightarrow 0, \quad \text { as } n \rightarrow \infty . \tag{3.2}
\end{equation*}
$$

Given the process $\left(X_{t}^{\theta, \sigma, \lambda}\right)_{t \geq 0}$, we denote by $p(\cdot ;(\theta, \sigma, \lambda))$ the density of the random vector $\left(X_{t_{0}}^{\theta, \sigma, \lambda}, X_{t_{1}}^{\theta, \sigma, \lambda}, \ldots, X_{t_{n}}^{\theta, \sigma, \lambda}\right)$. In particular, $p\left(\cdot ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)$ denotes the density of the observation $X^{n}$. For $(u, v, w) \in \mathbb{R}^{3}$, set $\theta_{n}:=\theta_{0}+\frac{u}{\sqrt{n \Delta_{n}}}, \sigma_{n}:=\sigma_{0}+\frac{v}{\sqrt{n}}, \lambda_{n}:=\lambda_{0}+\frac{w}{\sqrt{n \Delta_{n}}}$.

The aim of this chapter is to prove the following LAN property.
Theorem 3.1.1. Assume condition (3.2). Then, the LAN property holds for the likelihood at $\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)$ with rate of convergence $\left(\sqrt{n \Delta_{n}}, \sqrt{n}, \sqrt{n \Delta_{n}}\right)$ and asymptotic Fisher information matrix $\Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)$. That is, for all $z=(u, v, w) \in \mathbb{R}^{3}$, as $n \rightarrow \infty$,

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)} \xrightarrow{\mathcal{L}\left(\mathrm{P}_{\theta_{0}, \sigma_{0}, \lambda_{0}}\right.} z^{\top} \mathcal{N}\left(0, \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)-\frac{1}{2} z^{\top} \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right) z,
$$

where $\mathcal{N}\left(0, \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)$ is a centered $\mathbb{R}^{3}$-valued Gaussian vector with covariance matrix

$$
\Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)=\frac{1}{\sigma_{0}^{2}}\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 2 & 0 \\
-1 & 0 & 1+\frac{\sigma_{0}^{2}}{\lambda_{0}}
\end{array}\right) .
$$

Remark 3.1.1. The LAN property remains valid for the simple Lévy process driven by a Brownian motion and a Poisson process $N=\left(N_{t}\right)_{t \geq 0}$ with intensity $\lambda>0$, i.e, $X_{t}^{\theta, \sigma, \lambda}=x_{0}+\theta t+\sigma B_{t}+$ $N_{t}$, for $t \geq 0$, with the same rates of convergence. However, the asymptotic Fisher information matrix changes in this case where there is no correlation between two components involving the parameters $\theta$ and $\lambda$. Here, we use the compensated Poisson process because we will try to deal with the infinite Lévy measure for more general cases.

Recall that Gobet in [25] deals with the multidimensional continuous elliptic diffusions. Some extensions of Gobet's work with the presence of jumps are given for e.g. in [10], [23], and [38]. In the present chapter, we estimate the drift and diffusion parameters and the jump intensity at the same time. One way to proceed in order to prove Theorem 3.1.1 would be to use explicit expression for the density. However, the main motivation for this chapter is to show some of the important properties and arguments in order to prove the LAN property in the non-linear case whose proof is non-trivial.

In fact, the LAN property is a local central limit theorem which is robust to local changes in the values of the parameters to be estimated. The first problem in proving such a result for a combination of drift, Brownian motion and jump process is the fact that the density function cannot be explicitly written. This problem is aggravated in the case of stochastic equations driven by these processes due to the respective non-linear coefficients.

In order to overcome this problem in the general case, one needs such estimates of the derivatives of the log-density. This is quite a difficult problem, which in the Ornstein-Uhlenbeck case [38] is solved due to semi-explicit form and the integration by parts formula with respect to the Brownian motion.

In the present chapter, we present four important Lemmas (Lemmas 3.2.3, 3.2.4, 3.2.5 and 3.2.6) of independent interest which will be the key elements in dealing with the non-linear case. We have preferred to present them in this simpler form as in the general case further arguments need to be added.

We point out that in most cases one cannot expect to find good estimates of the derivatives of the logarithm of the density of $X$ due to the mixture of exponential tails coming from the jump process together with the Gaussian tails of the Brownian motion. In fact, one cannot expect to have upper and lower bounds for the log-density belonging to the same class as in the general arguments of [24] and [25]. Our argument which that will be applicable to the general non-linear case is as follows.

One needs to condition on the number of jumps within the conditional expectation which expresses the transition density and outside it. When these two conditionings relate to different jumps one may use a large deviation principle in the estimate. When they are equal one uses the complementary set in order to apply the large deviation principle. The main term can be handled directly. Within all these arguments the Gaussian type upper and lower bounds of the density conditioned on the jumps are again strongly used.

In fact, the lemmas mentioned previously, deal with this idea. Therefore the semi-explicit Taylor expansion in [38] is replaced by a large deviation analysis within two expectations under contiguous probability measures. This idea seems to have many other uses in the set-up of stochastic differential equations driven by a Brownian motion and a jump process. We remark here that a plain Itô-Taylor expansion would not solve the problem as higher moments of the Poisson process do not become smaller as the expansion order increases.

A related idea to the one presented here appears in [10], where the case of a compound Poisson process is treated. As we will show in forthcoming chapters, the present idea seems to be important in order to obtain many properties for models where one considers a continuous diffusion perturbed by a jump process.

In Section 3.2 we present the integration by parts formulas to be used with respect to the Brownian motion and the Poisson process. We also give our main lemmas to be used for the proof. The proof of the main result is given in Section 3.3. We close with conclusion and further remarks towards the proof in the general non-linear case.

As usual, constants will be denoted by $C$ or $c$ and they will always be independent of time and $\Delta_{n}$ but may depend on bounds for the set $\Theta \times \Sigma \times \Lambda$. They may change of value from one line to the next.

### 3.2 Preliminaries

In this Section we introduce the preliminary results needed for the proof of Theorem 3.1.1. In order to deal with the likelihood ratio in Theorem 3.1.1, we will use the following decomposition

$$
\begin{align*}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)}=\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{n}\right)\right)}+\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{0}\right)\right)} \\
&+\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)} \tag{3.3}
\end{align*}
$$

For each of the above terms we will use a mean value theorem on the parameter space and then analyze each term, which will lead to the derivative of the density function. To analyze this derivative, we will use as in Gobet [24] the integration by parts formula of the Malliavin calculus on each interval $\left[t_{k}, t_{k+1}\right]$ in order to obtain the following expressions for the derivatives of the log-likelihood function w.r.t. $\theta$ and $\sigma$. For this reason, we introduce an extra probabilistic representation of the process $X^{\theta, \sigma, \lambda}$. That is, consider the flow $Y^{\theta, \sigma, \lambda}(s, x)=\left(Y_{t}^{\theta, \sigma, \lambda}(s, x), t \geq s\right)$, $x \in \mathbb{R}$ on the time interval $[s, \infty)$ and with initial condition $Y_{s}^{\theta, \sigma, \lambda}(s, x)=x$ satisfying

$$
\begin{equation*}
Y_{t}^{\theta, \sigma, \lambda}(s, x)=x+\theta(t-s)+\sigma\left(W_{t}-W_{s}\right)+\widetilde{M}_{t}^{\lambda}-\widetilde{M}_{s}^{\lambda} \tag{3.4}
\end{equation*}
$$

where $W=\left(W_{t}\right)_{t \geq 0}$ is a Brownian motion, $M=\left(M_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda$ independent of $W$, and we denote by $\left(\widetilde{M}_{t}^{\lambda}\right)_{t \geq 0}$ the compensated Poisson process $\widetilde{M}_{t}^{\lambda}:=M_{t}-\lambda t$. In particular, we write $Y_{t}^{\theta, \sigma, \lambda} \equiv Y_{t}^{\theta, \sigma, \lambda}\left(0, x_{0}\right)$, for all $t \geq 0$. That is,

$$
\begin{equation*}
Y_{t}^{\theta, \sigma, \lambda}=x_{0}+\theta t+\sigma W_{t}+\widetilde{M}_{t}^{\lambda} \tag{3.5}
\end{equation*}
$$

For any $t>s$, we denote by $p^{\theta, \sigma, \lambda}(t-s, x, y)$ the transition density of $Y_{t}^{\theta, \sigma, \lambda}$ at $y$ conditioned on $Y_{s}^{\theta, \sigma, \lambda}=x$. Here, we consider the Malliavin calculus on the Wiener space induced by the Brownian motion $W$, and we denote by $D$ and $\delta$ the Malliavin derivative and the Skorohod integral with respect to $W$ on each interval $\left[t_{k}, t_{k+1}\right]$, respectively (see the Definition 1.1.3 and the discussion following it).

For all $A \in \widetilde{\mathcal{F}}^{\lambda}$, let us denote $\widetilde{\mathrm{P}}_{x}^{\theta, \sigma, \lambda}(A)=\widetilde{\mathrm{E}}^{\lambda}\left[\mathbf{1}_{A} \mid Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right]$. We denote by $\widetilde{\mathrm{E}}_{x}^{\theta, \sigma, \lambda}$ the expectation with respect to $\widetilde{\mathrm{P}}_{x}^{\theta, \sigma, \lambda}$. That is, for all $\widetilde{\mathcal{F}}^{\lambda}$-measurable random variable $Z$, we have that $\widetilde{\mathrm{E}}_{x}^{\theta, \sigma, \lambda}[Z]=\widetilde{\mathrm{E}}^{\lambda}\left[Z \mid Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right]$.

Proposition 3.2.1. [24, Proposition 4.1] For all $\theta \in \mathbb{R}, \sigma, \lambda \in \mathbb{R}_{+}^{*}$, and $k \in\{0, \ldots, n-1\}$,

$$
\begin{aligned}
& \frac{\partial_{\theta} p^{\theta, \sigma, \lambda}}{p^{\theta, \sigma, \lambda}}\left(\Delta_{n}, x, y\right)=\frac{1}{\sigma} \widetilde{\mathrm{E}}_{x}^{\theta, \sigma, \lambda}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y\right], \\
& \frac{\partial_{\sigma} p^{\theta, \sigma, \lambda}}{p^{\theta, \sigma, \lambda}}\left(\Delta_{n}, x, y\right)=\frac{1}{\sigma \Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \sigma, \lambda}\left[\left(W_{t_{k+1}}-W_{t_{k}}\right)^{2} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y\right]-\frac{1}{\sigma} .
\end{aligned}
$$

Proof. Let $f$ be a continuously differentiable function with compact support. The chain rule of the Malliavin calculus implies that $f^{\prime}\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)=D_{t}\left(f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right) U_{t}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)$, for all $(\theta, \sigma, \lambda) \in \Theta \times \Sigma \times \Lambda$ and $t \in\left[t_{k}, t_{k+1}\right]$, where

$$
U_{t}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)=\frac{1}{D_{t} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)} .
$$

Then, using the integration by parts formula of the Malliavin calculus on the interval $\left[t_{k}, t_{k+1}\right]$, we get that

$$
\begin{aligned}
\partial_{\theta} \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right] & =\widetilde{\mathrm{E}}^{\lambda}\left[f^{\prime}\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right] \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}^{\lambda}\left[\int_{t_{k}}^{t_{k+1}} f^{\prime}\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) d t\right] \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}^{\lambda}\left[\int_{t_{k}}^{t_{k+1}} D_{t}\left(f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right) U_{t}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) d t\right] \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right] .
\end{aligned}
$$

Note that here $\delta(V) \equiv \delta\left(V \mathbf{1}_{\left[t_{k}, t_{k+1}\right]}(\cdot)\right)$ for any $V \in \operatorname{Dom} \delta$. On the other hand,

$$
\partial_{\theta} \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right]=\int_{\mathbb{R}} f(y) \partial_{\theta} p^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right) d y,
$$

and

$$
\begin{aligned}
& \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right] \\
& =\widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \mid Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right] \\
& =\int_{\mathbb{R}} f(y) \widetilde{\mathrm{E}}^{\lambda}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y, Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right] p^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right) d y,
\end{aligned}
$$

which concludes that

$$
\frac{\partial_{\theta} p^{\theta, \sigma, \lambda}}{p^{\theta, \sigma, \lambda}}\left(\Delta_{n}, x, y\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}^{\lambda}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y, Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right] .
$$

It can be checked that

$$
\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)=\Delta_{n}, \quad \text { and } \quad U_{t}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)=\frac{1}{D_{t} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)}=\frac{1}{\sigma} \mathbf{1}_{\left[t_{k}, t_{k+1}\right]}(t) .
$$

Therefore,

$$
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)=\frac{\Delta_{n}}{\sigma}\left(W_{t_{k+1}}-W_{t_{k}}\right),
$$

which shows the first equality.

Similarly,

$$
\frac{\partial_{\sigma} p^{\theta, \sigma, \lambda}}{p^{\theta, \sigma, \lambda}}\left(\Delta_{n}, x, y\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}^{\lambda}\left[\delta\left(\partial_{\sigma} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y, Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right],
$$

where

$$
\partial_{\sigma} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)=W_{t_{k+1}}-W_{t_{k}} .
$$

Then,

$$
\begin{aligned}
\delta\left(\partial_{\sigma} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right) U^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)= & \partial_{\sigma} Y_{t_{k+1} \theta, \sigma, \lambda}\left(t_{k}, x\right) \delta\left(\frac{1}{\sigma} \mathbf{1}_{\left[t_{k}, t_{k+1}\right]}(\cdot)\right) \\
& -\int_{t_{k}}^{t_{k+1}} D_{s}\left(\partial_{\sigma} Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right) \frac{1}{\sigma} \mathbf{1}_{\left[t_{k}, t_{k+1}\right]}(s) d s \\
= & \frac{1}{\sigma}\left(W_{t_{k+1}}-W_{t_{k}}\right)^{2}-\frac{\Delta_{n}}{\sigma},
\end{aligned}
$$

from where the second expression follows.
We next recall Girsanov's theorem on each interval $\left[t_{k}, t_{k+1}\right]$.
Lemma 3.2.1. For all $\theta, \theta_{1} \in \mathbb{R}, \lambda, \lambda_{1}, \sigma \in \mathbb{R}_{+}^{*}$ and $k \in\{0, \ldots, n-1\}$, define a measure $\widehat{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$ by
$\widehat{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}(A)=\widehat{\mathrm{E}}^{\lambda}\left[\mathbf{1}_{A} e^{-\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{1}{2}\left(\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\right)^{2} \Delta_{n}-\left(N_{t_{k+1}}-N_{t_{k}}\right) \log \frac{\lambda}{\lambda_{1}}+\left(\lambda-\lambda_{1}\right) \Delta_{n}}\right]$,
for all $A \in \widehat{\mathcal{F}}^{\lambda}$. Then $\widehat{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$ is a probability measure and under $\widehat{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$, the process $B_{t}^{\widehat{Q}_{k}}=B_{t}+\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\left(t-t_{k}\right)$ is a Brownian motion, and $N_{t}$ is a Poisson process with intensity $\lambda_{1}$, for all $t \in\left[t_{k}, t_{k+1}\right]$.

Lemma 3.2.2. For all $\theta, \theta_{1} \in \mathbb{R}, \lambda, \lambda_{1}, \sigma \in \mathbb{R}_{+}^{*}$ and $k \in\{0, \ldots, n-1\}$, define a measure $\widetilde{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$ by
$\widetilde{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}(A)=\widetilde{\mathrm{E}}^{\lambda}\left[\mathbf{1}_{A} e^{-\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\left(W_{t_{k+1}}-W_{t_{k}}\right)+\frac{1}{2}\left(\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\right)^{2} \Delta_{n}-\left(M_{t_{k+1}}-M_{t_{k}}\right) \log \frac{\lambda}{\lambda_{1}}+\left(\lambda-\lambda_{1}\right) \Delta_{n}}\right]$,
for all $A \in \widetilde{\mathcal{F}}^{\lambda}$. Then $\widetilde{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$ is a probability measure and under $\widetilde{Q}_{k}^{\theta_{1}, \lambda_{1}, \theta, \lambda, \sigma}$, the process $W_{t}^{\widetilde{Q}_{k}}=W_{t}+\frac{\theta-\theta_{1}-\left(\lambda-\lambda_{1}\right)}{\sigma}\left(t-t_{k}\right)$ is a Brownian motion, and $M_{t}$ is a Poisson process with intensity $\lambda_{1}$, for all $t \in\left[t_{k}, t_{k+1}\right]$.

As a consequence, we have the following expression for the derivative of the log-likelihood w.r.t. $\lambda$.

Proposition 3.2.2. For all $\theta \in \mathbb{R}, \sigma, \lambda \in \mathbb{R}_{+}^{*}$, and $k \in\{0, \ldots, n-1\}$,

$$
\frac{\partial_{\lambda} p^{\theta, \sigma, \lambda}}{p^{\theta, \sigma, \lambda}}\left(\Delta_{n}, x, y\right)=\widetilde{\mathrm{E}}_{x}^{\theta, \sigma, \lambda}\left[\left.-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda} \right\rvert\, Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y\right] .
$$

Proof. Let $f$ be a continuously differentiable bounded function. Girsanov's theorem yields

$$
\widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right]=\widetilde{\mathrm{E}}^{\lambda_{1}}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda_{1}}\left(t_{k}, x\right)\right) \frac{d \widetilde{\mathrm{P}}^{\lambda}}{d \widetilde{Q}_{k}^{\theta, \lambda_{1}, \theta, \lambda, \sigma}}\right] .
$$

Taking the derivative with respect to $\lambda$ in both hand sides of this equality and using Lemma 3.2 .2 , we get that

$$
\begin{aligned}
& \partial_{\lambda} \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right]=\widetilde{\mathrm{E}}^{\lambda_{1}}\left[f ( Y _ { t _ { k + 1 } } ^ { \theta , \sigma , \lambda _ { 1 } } ( t _ { k } , x ) ) \partial _ { \lambda } \left(\frac{d \widetilde{\mathrm{P}}^{\lambda}}{\left.\left.d \widetilde{Q}_{k}^{\theta, \lambda_{1}, \theta, \lambda, \sigma}\right)\right]}\right.\right. \\
& =\widetilde{\mathrm{E}}^{\lambda_{1}}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda_{1}}\left(t_{k}, x\right)\right)\left(-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}-\frac{\lambda-\lambda_{1}}{\sigma^{2}} \Delta_{n}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda}\right) \frac{d \widetilde{\mathrm{P}}^{\lambda}}{d \widetilde{Q}_{k}^{\theta, \lambda_{1}, \theta, \lambda, \sigma}}\right] \\
& =\widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\left(-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda}\right)\right] .
\end{aligned}
$$

On the other hand,

$$
\partial_{\lambda} \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\right]=\int_{\mathbb{R}} f(y) \partial_{\lambda} p^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right) d y
$$

and

$$
\begin{aligned}
& \widetilde{\mathrm{E}}^{\lambda}\left[f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\left(t_{k}, x\right)\right)\left(-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda}\right)\right] \\
& =\widetilde{\mathrm{E}}^{\lambda}\left[\left.f\left(Y_{t_{k+1}}^{\theta, \sigma, \lambda}\right)\left(-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda}\right) \right\rvert\, Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right] \\
& =\int_{\mathbb{R}} f(y) \widetilde{\mathrm{E}}^{\lambda}\left[\left.-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda}-\widetilde{M}_{t_{k}}^{\lambda}}{\lambda} \right\rvert\, Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y, Y_{t_{k}}^{\theta, \sigma, \lambda}=x\right] p^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right) d y .
\end{aligned}
$$

Therefore, the desired result follows.
The next four lemmas are the main technical core of the chapter. It explains the argument given at the end of the Introduction.

Consider the events $\widehat{J}_{m, k}:=\left\{N_{t_{k+1}}-N_{t_{k}}=m\right\}$ and $\widetilde{J}_{m, k}:=\left\{M_{t_{k+1}}-M_{t_{k}}=m\right\}$, for all $m \geq 0$ and $k \in\{0, \ldots, n-1\}$.

Lemma 3.2.3. For all $\theta \in \mathbb{R}, \sigma, \lambda \in \mathbb{R}_{+}^{*}, k \in\{0, \ldots, n-1\}$, and $m \geq 0$,

$$
\widetilde{\mathrm{P}}_{x}^{\theta, \sigma, \lambda}\left(\widetilde{J}_{m, k} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y\right)=\frac{e^{-\left(y-x-m-(\theta-\lambda) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}}}{\sum_{i=0}^{\infty} e^{-\left(y-x-i-(\theta-\lambda) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{i}}{i!}} . . .}
$$

Proof. For all $i \geq 0$ and $t>s$, we denote by $q_{(i)}^{\theta, \sigma, \lambda}(t-s, x, y)$ the transition density of $Y_{t}^{\theta, \sigma, \lambda}$ conditioned on $Y_{s}^{\theta, \sigma, \lambda}=x$ and $M_{t}-M_{s}=i$. That is,

$$
q_{(i)}^{\theta, \sigma, \lambda}(t-s, x, y)=\frac{1}{\sqrt{2 \pi \sigma^{2}(t-s)}} e^{-\frac{(y-x-i-(\theta-\lambda)(t-s))^{2}}{2 \sigma^{2}(t-s)}}
$$

By the convolution formula for the sum of independent random variables, we obtain

$$
p^{\theta, \sigma, \lambda}(t-s, x, y)=\sum_{i=0}^{\infty} q_{(i)}^{\theta, \sigma, \lambda}(t-s, x, y) e^{-\lambda(t-s)} \frac{(\lambda(t-s))^{i}}{i!}
$$

Then, using Bayes' formula, we get that

$$
\widetilde{\mathrm{P}}_{x}^{\theta, \sigma, \lambda}\left(\widetilde{J}_{m, k} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=y\right)=\frac{q_{(m)}^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right) \widetilde{\mathrm{P}}_{x}^{\theta, \sigma, \lambda}\left(\widetilde{J}_{m, k}\right)}{p^{\theta, \sigma, \lambda}\left(\Delta_{n}, x, y\right)}
$$

Hence, the desired result follows.

For all $j, p \geq 0$ and $k \in\{0, \ldots, n-1\}$, we introduce the random variable

$$
S_{j}^{p}:=\mathbf{1}_{\widehat{J}_{j, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \sigma, \lambda}\left[\left(M_{t_{k+1}}-M_{t_{k}}\right)^{p} \mathbf{1}_{\widetilde{J}_{j, k}^{c}} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=X_{t_{k+1}}\right]
$$

Lemma 3.2.4. For all $\theta \in \mathbb{R}, \sigma, \lambda \in \mathbb{R}_{+}^{*}, j, p \geq 0$ and $k \in\{0, \ldots, n-1\}$,

Proof. Observe that $\widetilde{J}_{j, k}^{c}:=\cup_{m=0: m \neq j}^{\infty}\left\{M_{t_{k+1}}-M_{t_{k}}=m\right\}$. Thus, appealing to Lemma 3.2.3 and equation (3.1), we get

$$
\begin{aligned}
S_{j}^{p} & =\mathbf{1}_{\widehat{J}_{j, k}} \sum_{m=0: m \neq j}^{\infty} m^{p} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta, \sigma, \lambda}}^{\infty}\left[\mathbf{1}_{\widetilde{J}_{m, k}} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=X_{t_{k+1}}\right] \\
& =\mathbf{1}_{\widehat{J}_{j, k}} \frac{\sum_{m=0: m \neq j}^{\infty} m^{p} e^{-\left(X_{t_{k+1}}-X_{t_{k}}-m-(\theta-\lambda) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}}}{\sum_{i=0}^{\infty} e^{-\left(X_{t_{k+1}}-X_{t_{k}}-i-(\theta-\lambda) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{i}}{i!}}} \\
& =\mathbf{1}_{\widehat{J}_{j, k}} \frac{\sum_{m=0: m \neq j}^{\infty} m^{p} e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+j-m+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}}}{\sum_{i=0}^{\infty} e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+j-i+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{i}}{i!}},}
\end{aligned}
$$

which concludes the desired result.
We next fix $\alpha \in\left(0, \frac{1}{2}\right)$, and split $S_{j}^{p}$ in two separate terms as follows

$$
S_{j}^{p}=S_{j}^{p} \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}}+S_{j}^{p} \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}}=: S_{1, j}^{p}+S_{2, j}^{p}
$$

Furthermore, we write $S_{1, j}^{p}=S_{1,1, j}^{p}+S_{1,2, j}^{p}$, and $S_{2, j}^{p}=S_{2,1, j}^{p}+S_{2,2, j}^{p}$, where $S_{1,1, j}^{p}$ and $S_{2,1, j}^{p}$ contain the terms $\sum_{m<j}$, and $S_{1,2, j}^{p}$ and $S_{2,2, j}^{p}$ contain the terms $\sum_{m>j}$ in (3.6).

We have the following estimates.
Lemma 3.2.5. Assume that $\left|\theta_{0}-\theta\right| \leq \frac{C}{\sqrt{n \Delta_{n}}}$ and $\left|\lambda_{0}-\lambda\right| \leq \frac{C}{\sqrt{n \Delta_{n}}}$, for some constant $C>0$. Then for all $\sigma \in \mathbb{R}_{+}^{*}, j, p \geq 0, k \in\{0, \ldots, n-1\}$, and for $n$ large enough,

$$
\begin{align*}
& S_{1,1, j}^{p} \leq \mathbf{1}_{\widehat{J}_{j, k}} \frac{j!}{\left(\lambda \Delta_{n}\right)^{j}} \sum_{m<j} m^{p} e^{-\frac{(j-m)^{2}}{4 \sigma^{2} \Delta_{n}}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}  \tag{3.7}\\
& S_{1,2, j}^{p} \leq \mathbf{1}_{\widehat{J}_{j, k}} e^{-\frac{1}{4 \sigma^{2} \Delta_{n}}} \sum_{\ell>0}(\ell+j)^{p} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!}  \tag{3.8}\\
& S_{2,1, j}^{p} \leq j^{p} \mathbf{1}_{\widehat{J}_{j, k}} \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}}  \tag{3.9}\\
& S_{2,2, j}^{p} \leq \mathbf{1}_{\widehat{J}_{j, k}} \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \sum_{\ell=0}^{\infty}(\ell+j+1)^{p} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!} \tag{3.10}
\end{align*}
$$

where (3.9) and (3.10) hold for all $n \geq 1$.
Proof. By lower bounding the denominator by the term $i=j$, we obtain that

$$
\begin{aligned}
& S_{1,1, j}^{p} \leq \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} \frac{\sum_{m<j} m^{p} e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+j-m+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}}}{e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}}} \\
& =\mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} \frac{j!}{\left(\lambda \Delta_{n}\right)^{j}} \sum_{m<j} m^{p} e^{-\frac{(j-m)^{2}}{2 \sigma^{2} \Delta_{n}}} e^{-\frac{2(j-m)}{2 \sigma^{2} \Delta_{n}}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}
\end{aligned}
$$

Conditionally on the event $\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}$ and choosing $n$ large enough, we have that

$$
\left|\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right| \leq \sigma \Delta_{n}^{\alpha}+C \frac{\sqrt{\Delta_{n}}}{\sqrt{n}} \leq \frac{j-m}{4}
$$

for some positive constant $C$. Thus, (3.7) holds true.
Now, observing that the function $e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+j-m+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right)}$ is decreasing w.r.t. $m$, we can upper bound each term by the term $m=j+1$ in the sum $\sum_{m>j}$. Moreover, lower bounding again the denominator by the term $i=j$, it follows that

$$
\begin{aligned}
S_{1,2, j}^{p} \leq & \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} \frac{e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)-1+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right)}}{e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right)}} \\
& \times \sum_{m>j} m^{p} \frac{\left(\lambda \Delta_{n}\right)^{m-j}}{(m-j)!} \frac{j!(m-j)!}{m!} \\
\leq & \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} e^{-\frac{1}{2 \sigma^{2} \Delta_{n}}\left(1-2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)-2\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)} \sum_{\ell=1}^{\infty}(\ell+j)^{p} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!}
\end{aligned}
$$

where we have used the fact that $\frac{j!(m-j)!}{m!} \leq 1$.
Conditionally on the event $\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}$ and choosing $n$ large enough, we get that

$$
\left|\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right| \leq \sigma_{0} \Delta_{n}^{\alpha}+C \frac{\sqrt{\Delta_{n}}}{\sqrt{n}} \leq \frac{1}{4}
$$

for some positive constant $C$, from where we deduce (3.8).
Inequality (3.9) follows easily bounding $m^{p}$ by $j^{p}$. Thus, it remains to show 3.10, which follows similarly as in 3.8 but choosing the term $i=j+1$ to lower bound the denominator, which yields

$$
\begin{aligned}
S_{2,2, j}^{p} & \leq \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} \frac{e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)-1+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right)} \sum_{m>j} m^{p} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!}}{e^{-\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)-1+\left(\theta_{0}-\theta-\lambda_{0}+\lambda\right) \Delta_{n}\right)^{2} /\left(2 \sigma^{2} \Delta_{n}\right) \frac{\left(\lambda \Delta_{n}\right)^{j+1}}{(j+1)!}}} \\
& =\mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n\}}^{\alpha} \mathbf{1}_{\widehat{J}_{j, k}} \sum_{\ell=0}^{\infty}(\ell+j+1)^{p} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!} \frac{\ell!(j+1)!}{(\ell+j+1)!}\right.} \\
& \leq \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{j, k}} \sum_{\ell=0}^{\infty}(\ell+j+1)^{p} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!},
\end{aligned}
$$

where we have used the fact that $\frac{\ell!(j+1)!}{(\ell+j+1)!} \leq 1$.
For all $p \geq 0$ and $k \in\{0, \ldots, n-1\}$, set

$$
\begin{aligned}
M_{1, p}^{\theta, \sigma, \lambda}:=\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \sigma, \lambda}\left[\mathbf{1}_{\widetilde{J}_{j, k}^{c}} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
M_{2, p}^{\theta, \sigma, \lambda}:=\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \sigma, \lambda}\left[\left(M_{t_{k+1}}-M_{t_{k}}\right)^{p} \mathbf{1}_{\widetilde{J}_{j, k}^{c}} \mid Y_{t_{k+1}}^{\theta, \sigma, \lambda}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]
\end{aligned}
$$

Lemma 3.2.6. Assume that $\left|\theta_{0}-\theta\right| \leq \frac{C}{\sqrt{n \Delta_{n}}}$ and $\left|\lambda_{0}-\lambda\right| \leq \frac{C}{\sqrt{n \Delta_{n}}}$, for some constant $C>0$. Then, for all $\sigma \in \Sigma, p \geq 0$, and $n$ large enough, there exist constants $C_{1}, C_{2}>0$ such that for any $\alpha \in\left(0, \frac{1}{2}\right), k \in\{0, \ldots, n-1\}$,

$$
M_{1, p}^{\theta, \sigma, \lambda}+M_{2, p}^{\theta, \sigma, \lambda} \leq C_{1} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
$$

Proof. We can write

$$
M_{1, p}^{\theta, \sigma, \lambda}=\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{j}^{0} \mid X_{t_{k}}\right]=\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{1,1, j}^{0}+S_{1,2, j}^{0}+S_{2,1, j}^{0}+S_{2,2, j}^{0} \mid X_{t_{k}}\right]
$$

Set $a_{\lambda_{0}}:=2 \sigma^{2} \Delta_{n} \log \left(\lambda_{0} \lambda^{-1}\right)$ and appeal to (3.7) to get that

$$
\begin{aligned}
& \sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{1,1, j}^{0} \mid X_{t_{k}}\right] \leq \sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{j, k}} \frac{j!}{\left(\lambda \Delta_{n}\right)^{j}} \sum_{m<j} e^{-\frac{(j-m)^{2}}{4 \sigma^{2} \Delta_{n}}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \right\rvert\, X_{t_{k}}\right] \\
& =\sum_{j=0}^{\infty} j^{p} e^{-\lambda_{0} \Delta_{n}} \frac{\left(\lambda_{0} \Delta_{n}\right)^{j}}{j!} \frac{j!}{\left(\lambda \Delta_{n}\right)^{j}} \sum_{m<j} e^{-\frac{(j-m)^{2}}{4 \sigma^{2} \Delta_{n}}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \\
& =e^{\left(\lambda-\lambda_{0}\right) \Delta_{n}} \sum_{m=0}^{\infty} \sum_{j=m+1}^{\infty} j^{p} e^{-\frac{(j-m)^{2}}{4 \sigma^{2} \Delta_{n}}}\left(\frac{\lambda_{0}}{\lambda}\right)^{j} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \\
& =e^{\left(\lambda-\lambda_{0}\right) \Delta_{n}} \sum_{m=0}^{\infty} \sum_{j=m+1}^{\infty} j^{p} e^{-\frac{\left(j-m-a_{\lambda_{0}}\right)^{2}}{4 \sigma^{2} \Delta_{n}}} e^{\frac{2 \lambda_{\lambda_{0}} m+a_{\lambda_{0}}^{2}}{4 \sigma^{2} \Delta_{n}}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \\
& \leq e^{\left(\lambda-\lambda_{0}\right) \Delta_{n}} \sum_{m=0}^{\infty} \int_{m+1}^{\infty} x^{p} e^{-\frac{\left(x-m-a_{\lambda_{0}}\right)^{2}}{4 \sigma^{2} \Delta_{n}}} d x e^{\frac{2 \lambda_{\lambda_{0} m+a_{\lambda_{0}}^{2}}^{4 \sigma^{2} \Delta_{n}}}{}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \\
& u \sqrt{2 \sigma^{2} \Delta_{n}}:=x-m-a_{\lambda_{0}} e^{\left(\lambda-\lambda_{0}\right) \Delta_{n}} \sqrt{2 \sigma^{2} \Delta_{n}} \sum_{m=0}^{\infty} \int_{\frac{1-a_{\lambda_{0}}}{\sqrt{2 \sigma^{2} \Delta_{n}}}}^{\infty}\left(u \sqrt{2 \sigma^{2} \Delta_{n}}+m+a_{\lambda_{0}}\right)^{p} e^{-\frac{u^{2}}{2}} d u \\
& \times e^{\frac{2 a_{\lambda_{0}} m+a_{\lambda_{0}}^{2}}{4 \sigma^{2} \Delta_{n}}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{m}}{m!} \\
& \leq C \Phi\left(-\frac{1-a_{\lambda_{0}}}{\sqrt{2 \sigma^{2} \Delta_{n}}}\right) \leq C e^{-\frac{1}{c \Delta_{n}}},
\end{aligned}
$$

for some constants $c, C>0$, where $\Phi(\cdot)$ denotes the distribution function of the standard normal distribution and we have used the fact that $\frac{a_{\lambda_{0}}}{\Delta_{n}}=2 \sigma^{2} \log \left(\lambda_{0} \lambda^{-1}\right)$.

On the other hand, using (3.8),

$$
\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{1,2, j}^{0} \mid X_{t_{k}}\right] \leq e^{-\frac{1}{4 \sigma^{2} \Delta_{n}}} \sum_{\ell>0} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!} \sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \mid X_{t_{k}}\right] \leq C e^{-\frac{1}{c \Delta_{n}}}
$$

for some constants $c, C>0$.
Moreover, using the independence between $N$ and $B$ and (3.9), we get

$$
\begin{aligned}
\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{2,1, j}^{0} \mid X_{t_{k}}\right] & \leq \sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \mid X_{t_{k}}\right] \leq C \Phi\left(-\frac{\Delta_{n}^{\alpha}}{\sqrt{\Delta_{n}}}\right) \\
& \leq C e^{-\frac{1}{c \Delta_{n}^{1-2 \alpha}}},
\end{aligned}
$$

for some constants $c, C>0$.
Finally, (3.10) yields

$$
\sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[S_{2,2, j}^{0} \mid X_{t_{k}}\right] \leq \sum_{\ell=0}^{\infty} \frac{\left(\lambda \Delta_{n}\right)^{\ell}}{\ell!} \sum_{j=0}^{\infty} j^{p} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \mathbf{1}_{\left\{\left|B t_{k+1}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \mid X_{t_{k}}\right] \leq C e^{-\frac{1}{c \Delta_{n}^{1-2 \alpha}}}
$$

for some constants $c, C>0$. This shows the estimate for $M_{1, p}^{\theta, \sigma, \lambda}$.

We next treat $M_{2, p}^{\theta, \sigma, \lambda}$. Observe that

$$
M_{2, p}^{\theta, \sigma, \lambda}=\sum_{j=0}^{\infty} \mathrm{E}\left[S_{j}^{p} \mid X_{t_{k}}\right]=\sum_{j=0}^{\infty} \mathrm{E}\left[S_{1,1, j}^{p}+S_{1,2, j}^{p}+S_{2,1, j}^{p}+S_{2,2, j}^{p} \mid X_{t_{k}}\right]
$$

Proceeding as for the term $M_{1, p}^{\theta, \sigma, \lambda}$, we conclude the desired result.
The next technical lemma will be used several times in the sequel.
Lemma 3.2.7. For all $w \in \mathbb{R}$, and $k \in\{0, \ldots, n-1\}$,

$$
\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]=-\frac{\ell w}{\sqrt{n \Delta_{n}}} \Delta_{n},
$$

where $\lambda(\ell):=\lambda_{0}+\frac{\ell w}{\sqrt{n \Delta_{n}}}$ and $\ell \in[0,1]$.
Proof. Using Lemma 3.2.1, we have

$$
\begin{aligned}
& \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
& =\mathrm{E}_{\widehat{Q}_{k}}^{\lambda(\ell)}\left[\left.\left(\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}\right) \frac{d \widehat{\mathrm{P}} \lambda_{0}}{d \widehat{Q}_{k}^{\theta_{n}, \lambda(\ell), \theta_{0}, \lambda_{0}, \sigma_{0}}} \right\rvert\, X_{t_{k}}\right] \\
& =\mathrm{E}_{\widehat{Q}_{k}}^{\lambda(\ell)}\left[\left.\left(\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}\right) e^{\frac{-u+\ell w}{\sigma \sqrt{n \Delta_{n}}}\left(B_{t_{k+1}}-B_{t_{k}}\right)-\frac{(-u+\ell w)^{2}}{2 \sigma^{2} n}+\left(N_{t_{k+1}}-N_{t_{k}}\right) \log \frac{\lambda_{0}}{\lambda(\ell)}+\frac{\ell w \Delta_{n}}{\sqrt{n \Delta_{n}}}} \right\rvert\, X_{t_{k}}\right] \\
& =\mathrm{E}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}\right] \mathrm{E}_{\widehat{Q}_{k}}^{\lambda(\ell)}\left[e^{\frac{-u+\ell w}{\sigma \sqrt{n} \Delta_{n}}\left(B_{t_{k+1}}-B_{t_{k}}\right)-\frac{(-u+\ell w)^{2}}{2 \sigma^{2} n}+\left(N_{t_{k+1}}-N_{t_{k}}\right) \log \frac{\lambda_{0}}{\lambda(\ell)}+\frac{\ell w \Delta_{n}}{\sqrt{n \Delta_{n}}}}\right] \\
& =-\frac{\ell w}{\sqrt{n \Delta_{n}}} \Delta_{n},
\end{aligned}
$$

where the second expectation equals 1 and $\widehat{Q}_{k} \equiv \widehat{Q}_{k}^{\theta_{n}, \lambda(\ell), \theta_{0}, \lambda_{0}, \sigma_{0}}$. Here we have used the independence between $M_{t_{k+1}}-M_{t_{k}}, N_{t_{k+1}}-N_{t_{k}}, B_{t_{k+1}}-B_{t_{k}}$, and $X_{t_{k}}$. Thus, the result follows.

### 3.3 Proof of Theorem 3.1.1

In this section, the proof of Theorem 3.1.1 will be divided into several steps. Recall the decomposition in (3.3). Then we begin deriving a stochastic expansion of the log-likelihood ratio using Propositions 3.2.1 and 3.2.2. The second step is devoted to treat the negligible contributions of this expansion. Finally, the last step concludes the LAN property by applying the central limit theorem for triangular arrays.

### 3.3.1 Expansion of the log-likelihood ratio

For $\ell \in[0,1]$, set $\theta(\ell):=\theta_{n}(\ell, u):=\theta_{0}+\frac{\ell u}{\sqrt{n \Delta_{n}}}, \sigma(\ell):=\sigma_{n}(\ell, v):=\sigma_{0}+\frac{\ell v}{\sqrt{n}}, \lambda(\ell):=$ $\lambda_{n}(\ell, w):=\lambda_{0}+\frac{\ell w}{\sqrt{n \Delta_{n}}}$. Then, from the Markov property and Proposition 3.2.1.

$$
\begin{aligned}
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)} & =\sum_{k=0}^{n-1} \log \frac{p^{\theta_{n}, \sigma_{0}, \lambda_{0}}}{p^{\theta_{0}, \sigma_{0}, \lambda_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \\
& =\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} p^{\theta(\ell), \sigma_{0}, \lambda_{0}}}{p^{\theta(\ell), \sigma_{0}, \lambda_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& =\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell), \sigma_{0}, \lambda_{0}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

Equation 3.5 yields that

$$
\begin{equation*}
\sigma_{0}\left(W_{t_{k+1}}-W_{t_{k}}\right)=Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}-Y_{t_{k}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}-\theta(\ell) \Delta_{n}-\left(\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) \tag{3.11}
\end{equation*}
$$

which gives

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)}=\sum_{k=0}^{n-1}\left(\xi_{k, n}+H_{k, n}\right)
$$

where

$$
\begin{aligned}
\xi_{k, n} & :=\frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)-\frac{u \Delta_{n}}{2 \sqrt{n \Delta_{n}}}\right) \\
H_{k, n} & :=\frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}}\left(\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}-\int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}\left[\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] d \ell\right)
\end{aligned}
$$

Again the Markov property and Proposition 3.2 .1 give

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{n}\right)\right)}=\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{\partial_{\sigma} p^{\theta_{n}, \sigma(\ell), \lambda_{n}}}{p^{\theta_{n}, \sigma(\ell), \lambda_{n}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& =\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1}\left(\frac{1}{\sigma(\ell) \Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\left(W_{t_{k+1}}-W_{t_{k}}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]-\frac{1}{\sigma(\ell)}\right) d \ell
\end{aligned}
$$

Then, using (3.11) with $\left(\theta_{n}, \sigma(\ell), \lambda_{n}\right)$ instead of $\left(\theta(\ell), \sigma_{0}, \lambda_{0}\right)$, we get that

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{n}\right)\right)}=\sum_{k=0}^{n-1}\left(\eta_{k, n}+M_{k, n}\right)
$$

where

$$
\begin{aligned}
& \eta_{k, n}:= \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}}\left(\frac{\sigma_{0}^{2}}{\sigma(\ell)^{3}}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\frac{\Delta_{n}}{\sigma(\ell)}\right) d \ell \\
& M_{k, n}:=\frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}}\left\{\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)\right. \\
& \quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\left(\theta_{n} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{n}}-\widetilde{M}_{t_{k}}^{\lambda_{n}}\right)^{2}\right. \\
&\left.\left.+2 \sigma(\ell)\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(\theta_{n} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{n}}-\widetilde{M}_{t_{k}}^{\lambda_{n}}\right) \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right\} d \ell .
\end{aligned}
$$

Finally, using the Markov property and Proposition 3.2.2,

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma_{0}, \lambda_{0}\right)\right)}=\sum_{k=0}^{n-1} \frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\lambda} p^{\theta_{n}, \sigma_{0}, \lambda(\ell)}}{p^{\theta_{n}, \sigma_{0}, \lambda(\ell)}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& =\sum_{k=0}^{n-1} \frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\left.-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma_{0}}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}}{\lambda(\ell)} \right\rvert\, Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] d \ell
\end{aligned}
$$

Now, from 3.11 with $\left(\theta_{n}, \sigma_{0}, \lambda(\ell)\right)$ instead of $\left(\theta(\ell), \sigma_{0}, \lambda_{0}\right)$, we deduce that

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \sigma, \lambda\right)\right)}=\sum_{k=0}^{n-1}\left(\beta_{k, n}-R_{k, n}\right)
$$

where

$$
\begin{align*}
\beta_{k, n}:= & -\frac{w}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{w \Delta_{n}}{2 \sqrt{n \Delta_{n}}}-\frac{u \Delta_{n}}{\sqrt{n \Delta_{n}}}\right) \\
& +\frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\left.\frac{\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}}{\lambda(\ell)} \right\rvert\, Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] d \ell,  \tag{3.12}\\
R_{k, n}:= & \frac{w}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}} \int_{0}^{1}\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right) d \ell .
\end{align*}
$$

Therefore, we have obtained the following expansion of the log-likelihood ratio

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \sigma_{n}, \lambda_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right)}=\sum_{k=0}^{n-1}\left(\xi_{k, n}+\eta_{k, n}+\beta_{k, n}+H_{k, n}+M_{k, n}-R_{k, n}\right),
$$

where, as we will see in the next subsections, the random variables $\xi_{k, n}, \eta_{k, n}, \beta_{k, n}$ are the terms that contribute to the limit in Theorem 3.1.1, and $H_{k, n}, M_{k, n}$ and $R_{k, n}$ are the negligible contributions.

### 3.3.2 Negligible contributions

Lemma 3.3.1. Assume condition 3 3.2. Then, as $n \rightarrow \infty, \sum_{k=0}^{n-1} H_{k, n} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$.

Proof. Since the $H_{k, n}$ are $\widehat{\mathcal{F}}_{t_{k+1}}$-measurable it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 hold for the sequence $\left(H_{k, n}\right)_{k \geq 1}$ under the measure $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$.

First, using the fact that $\mathrm{E}\left[\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}} \mid X_{t_{k}}\right]=0$, and Lemma 3.2.1, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[H_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\sum_{k=0}^{n-1} \mathrm{E}\left[H_{k, n} \mid X_{t_{k}}\right] \\
& =-\frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}}\left[\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
& =-\frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \mathrm{E}_{\widehat{Q}_{k}}\left[\left(\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) \frac{d \widehat{\mathrm{P}}^{\lambda_{0}}}{\left.d \widehat{Q}_{k}^{\theta(\ell), \lambda_{0}, \theta_{0}, \lambda_{0}, \sigma_{0}} \mid X_{t_{k}}\right] d \ell}\right. \\
& =-\frac{u}{\sqrt{n \Delta_{n}}} \frac{1}{\sigma_{0}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \mathrm{E}_{\widehat{Q}_{k}}\left[\left.\left(\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) e^{-\frac{\ell u}{\sigma \sqrt{n \Delta_{n}}}\left(B_{t_{k+1}}-B_{t_{k}}\right)-\frac{\ell^{2} u^{2}}{2 \sigma^{2} n}} \right\rvert\, X_{t_{k}}\right] d \ell,
\end{aligned}
$$

where $\widehat{Q}_{k} \equiv \widehat{Q}_{k}^{\theta(\ell), \lambda_{0}, \theta_{0}, \lambda_{0}, \sigma_{0}}$. Thus, using the independence between $M_{t_{k+1}}-M_{t_{k}}, B_{t_{k+1}}-B_{t_{k}}$, and $X_{t_{k}}$, together with $\mathrm{E}_{\widehat{Q}_{k}}\left[\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right]=\mathrm{E}\left[\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right]=0$, we conclude that the term (i) of Lemma 1.4.1 is actually equal to 0 for all $n \geq 1$.

We next show that (ii) of Lemma 1.4.1 holds. By Cauchy-Schwarz's and Jensen's inequalities,
together with Lemma 3.2 .6 for all $\alpha \in\left(0, \frac{1}{2}\right)$ and $j \mathbf{1}_{\widetilde{J}_{j, k}}=j-j \mathbf{1}_{\widetilde{J}_{j, k}^{c}}$, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[H_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}^{4}} \int_{0}^{1} \mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell \\
& =\sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}^{4}} \int_{0}^{1} \\
& \times \sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}}\left(j-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}\left[\left(M_{t_{k+1}}-M_{t_{k}}\right)\left(\mathbf{1}_{\widetilde{J}_{j, k}}+\mathbf{1}_{\widetilde{J}_{J_{j, k}}}\right) \mid Y_{t_{k+1}}^{\theta(\ell), \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell \\
& \leq \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}} \frac{2}{\sigma_{0}^{4}} \int_{0}^{1}\left(M_{1,2}^{\theta(\ell), \sigma_{0}, \lambda_{0}}+M_{2,2}^{\theta(\ell), \sigma_{0}, \lambda_{0}}\right) d \ell \\
& \leq C_{1} \frac{u^{2}}{\Delta_{n}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}},
\end{aligned}
$$

for some constants $C_{1}, C_{2}>0$. This concludes the desired result.
Lemma 3.3.2. Assume condition (3.2). Then, as $n \rightarrow \infty, \sum_{k=0}^{n-1} R_{k, n} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$.
Proof. Since the $R_{k, n}$ are $\widehat{\mathcal{F}}_{t_{k+1}}$-measurable, it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 under the measure $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$ hold true for the sequence $\left(R_{k, n}\right)_{k \geq 1}$. We start showing (i). Using the fact that $\mathrm{E}\left[N_{t_{k+1}}-N_{t_{k}} \mid X_{t_{k}}\right]=\lambda_{0} \Delta_{n}$, and $M_{t_{k+1}}-M_{t_{k}}=\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}+\lambda(\ell) \Delta_{n}$, together with Lemma 3.2.7, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[R_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\sum_{k=0}^{n-1} \mathrm{E}\left[R_{k, n} \mid X_{t_{k}}\right] \\
& =\frac{w}{\sigma_{0}^{2} \sqrt{n \Delta_{n}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\lambda_{0} \Delta_{n}-\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right) d \ell \\
& =\frac{w}{\sigma_{0}^{2} \sqrt{n \Delta_{n}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\lambda_{0} \Delta_{n}-\lambda_{0} \Delta_{n}\right) d \ell \\
& =0 .
\end{aligned}
$$

Hence, we conclude that the term (i) of Lemma 1.4 .1 is actually equal to 0 for all $n \geq 1$.
Next, we show condition Lemma 1.4.1(ii). Proceeding as in Lemma 3.3.1. for all $\alpha \in\left(0, \frac{1}{2}\right)$, we have that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[R_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}^{4}} \int_{0}^{1} \mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell \\
& \leq \sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{2}{\sigma_{0}^{4}} \int_{0}^{1}\left(M_{1,2}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}+M_{2,2}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\right) d \ell \\
& \leq C_{1} \frac{w^{2}}{\Delta_{n}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
\end{aligned}
$$

for some constants $C_{1}, C_{2}>0$. Thus, the result follows.

Lemma 3.3.3. Assume condition 3.2 . Then, as $n \rightarrow \infty, \sum_{k=0}^{n-1} M_{k, n} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$.
Proof. Since the $M_{k, n}$ are $\widehat{\mathcal{F}}_{t_{k+1}}$-measurable, it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 under the measure $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$ hold for the sequence $\left(M_{k, n}\right)_{k \geq 1}$. We start proving (i). We have

$$
\begin{aligned}
& \left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right) \\
& =2\left(\theta_{0}-\lambda_{0}\right) \Delta_{n}\left(X_{t_{k+1}}-X_{t_{k}}\right)-\left(\theta_{0}-\lambda_{0}\right)^{2} \Delta_{n}^{2}-\left(N_{t_{k+1}}-N_{t_{k}}\right)^{2} \\
& \quad+2\left(X_{t_{k+1}}-X_{t_{k}}\right)\left(N_{t_{k+1}}-N_{t_{k}}\right)-2\left(\theta_{0}-\lambda_{0}\right) \Delta_{n}\left(N_{t_{k+1}}-N_{t_{k}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\theta_{n} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{n}}-\widetilde{M}_{t_{k}}^{\lambda_{n}}\right)^{2}+2 \sigma(\ell)\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(\theta_{n} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{n}}-\widetilde{M}_{t_{k}}^{\lambda_{n}}\right) \\
& =2\left(Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}-Y_{t_{k}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\right)\left(\theta_{n} \Delta_{n}+M_{t_{k+1}}-M_{t_{k}}-\lambda_{n} \Delta_{n}\right) \\
& \quad-\left(\theta_{n} \Delta_{n}+M_{t_{k+1}}-M_{t_{k}}-\lambda_{n} \Delta_{n}\right)^{2}
\end{aligned}
$$

This implies that

$$
\sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}}\left(T_{1}+T_{2}-T_{3}+T_{4}-T_{5}\right) d \ell
$$

where

$$
\begin{aligned}
& T_{1}=2 \frac{w-u}{\sqrt{n \Delta_{n}}} \Delta_{n} \mathrm{E}\left[X_{t_{k+1}}-X_{t_{k}} \mid X_{t_{k}}\right]=2 \theta_{0} \frac{w-u}{\sqrt{n \Delta_{n}}} \Delta_{n}^{2} \\
& T_{2}=-\left(\theta_{0}-\lambda_{0}\right)^{2} \Delta_{n}^{2}+\left(\theta_{n}-\lambda_{n}\right)^{2} \Delta_{n}^{2}+2 \lambda_{0} \frac{w-u}{\sqrt{n \Delta_{n}}} \Delta_{n}^{2} \\
& T_{3}=\mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}\right)^{2}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\left(M_{t_{k+1}}-M_{t_{k}}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
& T_{4}=2 \mathrm{E}\left[\left(X_{t_{k+1}}-X_{t_{k}}\right)\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}, \sigma(\ell), \lambda_{n}}^{\theta_{n}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right) \mid X_{t_{k}}\right] \\
& T_{5}=2 \Delta_{n}\left(\theta_{n}-\lambda_{n}\right) \mathrm{E}\left[N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]
\end{aligned}
$$

Clearly,

$$
\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}}\left(T_{1}+T_{2}\right) d \ell\right| \leq C_{1} \sqrt{\Delta_{n}}+\frac{C_{2}}{\sqrt{n}}
$$

for some constants $C_{1}, C_{2}>0$.
Moreover,

$$
\begin{aligned}
T_{3} & =\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}}\left(j^{2}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\left(M_{t_{k+1}}-M_{t_{k}}\right)^{2}\left(\mathbf{1}_{\widetilde{J}_{j, k}}+\mathbf{1}_{\widetilde{J}_{j, k}^{c}}\right) \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right) \mid X_{t_{k}}\right] \\
& =M_{1,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}-M_{2,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}
\end{aligned}
$$

which, together with Lemma 3.2.6. implies that, for all $\alpha \in\left(0, \frac{1}{2}\right)$,

$$
\begin{aligned}
\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}} T_{3} d \ell\right| & =\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}}\left(M_{1,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}-M_{2,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\right) d \ell\right| \\
& \leq C_{1} \frac{\sqrt{n}}{\Delta_{n}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
\end{aligned}
$$

for some constants $C_{1}, C_{2}>0$.

In order to treat $T_{5}$, we proceed as for the term $T_{3}$ to get that, for all $\alpha \in\left(0, \frac{1}{2}\right)$,

$$
\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}} T_{5} d \ell\right| \leq C_{1} \frac{\sqrt{n}}{\Delta_{n}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
$$

for some constants $C_{1}, C_{2}>0$.
Using Cauchy-Schwarz's and Jensen's inequalities, and proceeding as in Lemma 3.3.1, together with Lemma 3.2.6, we get that, for all $\alpha \in\left(0, \frac{1}{2}\right)$,

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \frac{1}{\sigma(\ell)^{3}} T_{4} d \ell\right| \leq \sum_{k=0}^{n-1} \frac{2|v|}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{|\sigma(\ell)|^{3}} \\
& \quad \times\left(\mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]\right)^{1 / 2} d \ell \\
& \quad \leq \sum_{k=0}^{n-1} \frac{2 \sqrt{2}|v|}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{|\sigma(\ell)|^{3}}\left(M_{1,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}+M_{2,2}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\right)^{1 / 2} d \ell \\
& \quad \leq C_{1} \frac{\sqrt{n}}{\sqrt{\Delta_{n}}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
\end{aligned}
$$

for some constants $C_{1}, C_{2}>0$. Consequently, condition (i) of Lemma 1.4.1 holds. We next show (ii). Applying Hölder's inequality, and the same decomposition as for $T_{3}$, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \frac{1}{\sigma(\ell)^{6}} \mathrm{E}\left[\left\{H_{\theta_{0}, \lambda_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\bar{H}_{\theta_{n}, \lambda_{n}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right\}^{2} \mid X_{t_{k}}\right] d \ell \\
& \leq \frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \frac{2}{\sigma(\ell)^{6}}\left(V_{1}+V_{2}\right) d \ell
\end{aligned}
$$

where

$$
\begin{aligned}
& V_{1}:=\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}}\left\{H_{\theta_{0}, \lambda_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{j, k}} \bar{H}_{\theta_{n}, \lambda_{n}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right\}^{2} \mid X_{t_{k}}\right], \\
& V_{2}:=\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}}\left\{\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{j, k}^{c}} \bar{H}_{\theta_{n}, \lambda_{n}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right\}^{2} \mid X_{t_{k}}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
H_{\theta_{0}, \lambda_{0}}:= & \left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right) \\
\bar{H}_{\theta_{n}, \lambda_{n}}:= & 2\left(Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}-Y_{t_{k}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\right)\left(\theta_{n} \Delta_{n}+M_{t_{k+1}}-M_{t_{k}}-\lambda_{n} \Delta_{n}\right) \\
& -\left(\theta_{n} \Delta_{n}+M_{t_{k+1}}-M_{t_{k}}-\lambda_{n} \Delta_{n}\right)^{2}
\end{aligned}
$$

Using equation (3.1) and Jensen's inequality, adding and substracting one term, we get

$$
\begin{aligned}
V_{1}= & \sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf { 1 } _ { \widehat { J } _ { j , k } } \left\{\left(\theta_{0} \Delta_{n}+j-\lambda_{0} \Delta_{n}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+j-\lambda_{0} \Delta_{n}\right)\right.\right. \\
- & \left(\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)^{2}+2\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{(w-u) \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)\right) \\
& \left.\left.\times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{j, k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right\}^{2} \mid X_{t_{k}}\right] \\
\leq & 2\left(V_{1,1}+V_{1,2}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
V_{1,1} & =\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf { 1 } _ { \widehat { J } _ { j , k } } \left\{\left(\theta_{0} \Delta_{n}+j-\lambda_{0} \Delta_{n}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+j-\lambda_{0} \Delta_{n}\right)\right.\right. \\
& \left.\left.-\left(\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)^{2}+2\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{(w-u) \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)\right)^{2} \right\rvert\, X_{t_{k}}\right], \\
V_{1,2} & =\sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{j, k}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right]\right. \\
& \left.\left.\times\left(\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)^{2}+2\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{(w-u) \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)\left(\theta_{n} \Delta_{n}+j-\lambda_{n} \Delta_{n}\right)\right)^{2} \right\rvert\, X_{t_{k}}\right] .
\end{aligned}
$$

Basic computations yield that

$$
\left|\frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \frac{1}{\sigma(\ell)^{6}} V_{1,1} d \ell\right| \leq \frac{C}{n}
$$

Now, we treat $V_{1,2}$. In order to deal with the terms that contain the increments of the Brownian motion, we multiply those increments by $\mathbf{1}_{\left\{\left|B_{t_{k+1}}-B t_{k}\right| \leq \Delta_{n}^{\alpha}\right\}}+\mathbf{1}_{\left\{\left|B t_{k+1}-B t_{k}\right|>\Delta_{n}^{\alpha}\right\}}$, for $\alpha \in\left(0, \frac{1}{2}\right)$. Then, for the terms involving $\mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}}$, we bound the conditional expectation by one, use the independence between $B$ and $N$, and Cauchy-Schwarz inequality, to ultimately conclude that these terms can be bounded by

$$
C_{1} \Delta_{n}\left(\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{4} \mid X_{t_{k}}\right]\right)^{1 / 4}\left(\mathrm{P}\left(\left|B_{t_{k+1}}-B_{t_{k}}\right|>\Delta_{n}^{\alpha} \mid X_{t_{k}}\right)\right)^{1 / 2} \leq C_{1} \Delta_{n}^{2} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}}
$$

On the other hand, the term involving $\mathbf{1}_{\left\{\left|B_{t_{k+1}}-B_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}}$ can be bounded by $M_{1,0}^{\theta_{n}, \sigma(\ell), \lambda_{n}}$. The other terms that do not involve the increment of the Brownian motion can be bounded by $M_{1, p}^{\theta_{n}, \sigma(\ell), \lambda_{n}}$ for $p \in\{0, \ldots, 4\}$. Thus, using Lemma 3.2.6. we obtain that, for all $\alpha \in\left(0, \frac{1}{2}\right)$,

$$
\frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \frac{1}{\sigma(\ell)^{6}} V_{1,2} d \ell \leq C_{1} \frac{1}{\Delta_{n}^{2}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}},
$$

for some constants $C_{1}, C_{2}>0$. Thus, $V_{1} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$ as $n \rightarrow \infty$.
Applying Jensen's inequality and equation (3.1), we obtain that

$$
\begin{aligned}
V_{2} \leq & \sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{j, k}^{c}} \bar{H}_{\theta_{n}, \lambda_{n}}^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
= & \sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf{1}_{\widehat{J}_{j, k}} \sum_{m=0: m \neq j}^{\infty} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}\left[\mathbf{1}_{\widetilde{J}_{m, k}} \bar{H}_{\theta_{n}, \lambda_{n}}^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma(\ell), \lambda_{n}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
= & \sum_{j=0}^{\infty} \mathrm{E}\left[\mathbf { 1 } _ { \widehat { J } _ { j , k } } \sum _ { m = 0 : m \neq j } ^ { \infty } \widetilde { \mathrm { E } } _ { X _ { t _ { k } } } ^ { \theta _ { n } , \sigma ( \ell ) , \lambda _ { n } } [ \mathbf { 1 } _ { \widetilde { J } _ { m , k } } | Y _ { t _ { k + 1 } } ^ { \theta _ { n } , \sigma ( \ell ) , \lambda _ { n } } = X _ { t _ { k + 1 } } ] \left(\left(\theta_{n} \Delta_{n}+m-\lambda_{n} \Delta_{n}\right)^{2}\right.\right. \\
& \left.\left.+2\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+j-m+\frac{(w-u) \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)\left(\theta_{n} \Delta_{n}+m-\lambda_{n} \Delta_{n}\right)\right)^{2} \mid X_{t_{k}}\right]
\end{aligned}
$$

Observe that $V_{2}$ can be upper bounded by a sum of the terms $M_{1, p}^{\theta_{n}, \sigma(\ell), \lambda_{n}}$, for $p \in\{0,1,2\}$ and $M_{2, p}^{\theta_{n}, \sigma(\ell), \lambda_{n}}$, for $p \in\{0, \ldots, 4\}$. Then, from Lemma 3.2.6. we get that, for all $\alpha \in\left(0, \frac{1}{2}\right)$,

$$
\frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \int_{0}^{1} \frac{1}{\sigma(\ell)^{6}} V_{2} d \ell \leq C_{1} \frac{1}{\Delta_{n}^{2}} e^{-\frac{1}{C_{2} \Delta_{n}^{1-2 \alpha}}},
$$

for some constants $C_{1}, C_{2}>0$. This concludes the desired result.

### 3.3.3 Main contribution : LAN property

Proof. Applying Lemma 1.4.3 to $\zeta_{k, n}=\xi_{k, n}+\eta_{k, n}+\beta_{k, n}$, we need to consider $\mathrm{E}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[\left(\xi_{k, n}+\eta_{k, n}+\right.\right.$ $\left.\left.\beta_{k, n}\right)^{r} \mid \widehat{\mathcal{F}}_{t_{k}}\right]$ for $r=1,2$ and 4 but this conditional expectation equals $\mathrm{E}\left[\left(\xi_{k, n}+\eta_{k, n}+\beta_{k, n}\right)^{r} \mid \widehat{\mathcal{F}}_{t_{k}}\right]$. Therefore, it suffices to show that as $n \rightarrow \infty$ :

$$
\begin{align*}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}}-\frac{u^{2}}{2 \sigma_{0}^{2}},  \tag{3.13}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}}-\frac{v^{2}}{2} \frac{2}{\sigma_{0}^{2}},  \tag{3.14}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}}-\frac{w^{2}}{2 \sigma_{0}^{2}}\left(1+\frac{\sigma_{0}^{2}}{\lambda_{0}}\right)+\frac{u w}{\sigma_{0}^{2}},  \tag{3.15}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\xi_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} \frac{u^{2}}{\sigma_{0}^{2}},  \tag{3.16}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\eta_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} v^{2} \frac{2}{\sigma_{0}^{2}},  \tag{3.17}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\beta_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}} \frac{w^{2}}{\sigma_{0}^{2}}\left(1+\frac{\sigma_{0}^{2}}{\lambda_{0}}\right),  \tag{3.18}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n} \eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\mathrm{E}\left[\xi_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0,  \tag{3.19}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n} \beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\mathrm{E}\left[\xi_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right) \xrightarrow{\mathrm{P}_{\theta_{0}, \sigma_{0}, \lambda_{0}}}-\frac{u w}{\sigma_{0}^{2}},  \tag{3.20}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\eta_{k, n} \beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\mathrm{E}\left[\eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0,  \tag{3.21}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0,  \tag{3.22}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0,  \tag{3.23}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\beta_{k, n}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0 . \tag{3.24}
\end{align*}
$$

The validity of (3.13), (3.16), (3.22), (3.14), and (3.19) is easily checked by using moment properties of the Brownian motion and the definitions of $\xi_{k, n}$ and $\eta_{k, n}$.

Proof of (3.17). First, we observe that

$$
\sum_{k=0}^{n-1}\left(\mathrm{E}\left[\eta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}=\frac{v^{2}}{n} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \frac{\sigma_{0}^{2}-\sigma(\ell)^{2}}{\sigma(\ell)^{3}} d \ell\right)^{2} \leq \frac{C}{n}
$$

for some constant $C>0$.
On the other hand, since $\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\Delta_{n}$ and $\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=3 \Delta_{n}^{2}$, we
deduce that as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]= & \frac{v^{2}}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1}\left\{\left(\int_{0}^{1} \frac{\sigma_{0}^{2}}{\sigma(\ell)^{3}} d \ell\right)^{2} \mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right]+\left(\int_{0}^{1} \frac{\Delta_{n}}{\sigma(\ell)} d \ell\right)^{2}\right. \\
& \left.-2 \int_{0}^{1} \frac{\Delta_{n}}{\sigma(\ell)} d \ell \int_{0}^{1} \frac{\sigma_{0}^{2}}{\sigma(\ell)^{3}} d \ell \mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right\} \\
\rightarrow & v^{2} \frac{2}{\sigma_{0}^{2}},
\end{aligned}
$$

which completes the proof of (3.17).
Proof of (3.23). It is easy to see that

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C}{n}
$$

for some constant $C>0$.
Proof of (3.15). Using (3.12) in page 50 and Lemma 3.2.7, we get that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=-\frac{w^{2}}{2 \sigma_{0}^{2}}+\frac{u w}{\sigma_{0}^{2}} \\
& \quad+\sum_{k=0}^{n-1} \frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
& =-\frac{w^{2}}{2 \sigma_{0}^{2}}+\frac{u w}{\sigma_{0}^{2}}-\sum_{k=0}^{n-1} \frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \frac{\ell w}{\sqrt{n \Delta_{n}}} \Delta_{n} d \ell \\
& \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \sigma_{0}, \lambda_{0}} \longrightarrow}-\frac{w^{2}}{2 \sigma_{0}^{2}}+\frac{u w}{\sigma_{0}^{2}}-\frac{w^{2}}{2 \lambda_{0}}
\end{aligned}
$$

which concludes (3.15).
Proof of 3.18. First, Lemma 3.2.7 yields that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}=\sum_{k=0}^{n-1}\left(-\frac{w^{2}}{2 \sigma_{0}^{2} n}+\frac{u w}{\sigma_{0}^{2} n}\right. \\
& \left.+\frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell\right)^{2} \\
& \xrightarrow{\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}} 0 .
\end{aligned}
$$

Next, we write

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\beta_{k, n}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=S_{n, 1}+S_{n, 2}-2 S_{n, 3}
$$

where

$$
\begin{aligned}
& S_{n, 1}:= \sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}^{4}} \mathrm{E}\left[\left.\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{w \Delta_{n}}{2 \sqrt{n \Delta_{n}}}-\frac{u \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)^{2} \right\rvert\, X_{t_{k}}\right], \\
& S_{n, 2}:= \sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \mathrm{E}\left[\left.\left(\int_{0}^{1} \frac{1}{\lambda(\ell)} \widetilde{\mathrm{E}}_{X_{t_{k}} \theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] d \ell\right)^{2} \right\rvert\, X_{t_{k}}\right], \\
& S_{n, 3}:= \sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}^{2}} \mathrm{E}\left[\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{w \Delta_{n}}{2 \sqrt{n \Delta_{n}}}-\frac{u \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)\right. \\
&\left.\left.\quad \times \int_{0}^{1} \frac{1}{\lambda(\ell)} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] d \ell \right\rvert\, X_{t_{k}}\right] .
\end{aligned}
$$

Using moment properties of Brownian motion, we get that as $n \rightarrow \infty$,

$$
S_{n, 1} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} \frac{w^{2}}{\sigma_{0}^{2}}
$$

Since $\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}=M_{t_{k+1}}-M_{t_{k}}-\lambda(\ell) \Delta_{n}$, we write $S_{n, 2}=S_{n, 2,1}-2 S_{n, 2,2}+w^{2} \Delta_{n}$, where

$$
\begin{aligned}
S_{n, 2,1} & :=\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \mathrm{E}\left[\left.\left(\int_{0}^{1} \frac{1}{\lambda(\ell)} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] d \ell\right)^{2} \right\rvert\, X_{t_{k}}\right], \\
S_{n, 2,2} & :=\sum_{k=0}^{n-1} \frac{w^{2}}{n} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \sigma_{0}}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell .
\end{aligned}
$$

Observe that Lemma 3.2.7 yields $S_{n, 2,2} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$ as $n \rightarrow \infty$. Moreover, adding and substracting the term $N_{t_{k+1}}-N_{t_{k}}$, we write $S_{n, 2,1}=S_{n, 2,1,1}+S_{n, 2,1,2}-2 S_{n, 2,1,3}$, where

$$
\begin{aligned}
& S_{n, 2,1,1}:=\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \mathrm{E}\left[\left.\left(\int_{0}^{1} \frac{1}{\lambda(\ell)}\left(N_{t_{k+1}}-N_{t_{k}}\right) d \ell\right)^{2} \right\rvert\, X_{t_{k}}\right] \\
& S_{n, 2,1,2}:=\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \\
& \times \mathrm{E}\left[\left.\left(\int_{0}^{1} \frac{1}{\lambda(\ell)}\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right) d \ell\right)^{2} \right\rvert\, X_{t_{k}}\right], \\
& S_{n, 2,1,3}:=\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \mathrm{E}\left[\int_{0}^{1} \frac{1}{\lambda(\ell)}\left(N_{t_{k+1}}-N_{t_{k}}\right) d \ell\right. \\
& \left.\left.\quad \times \int_{0}^{1} \frac{1}{\lambda(\ell)}\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right) d \ell \right\rvert\, X_{t_{k}}\right]
\end{aligned}
$$

Proceeding as in the proof of Lemma 3.3.1, one can easily show that $S_{n, 2,1,2}$ and $S_{n, 2,1,3}$ converge to zero in $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$-probability as $n \rightarrow \infty$. Moreover, since $\mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}\right)^{2} \mid X_{t_{k}}\right]=$ $\lambda_{0} \Delta_{n}+\left(\lambda_{0} \Delta_{n}\right)^{2}$, we deduce that as $n \rightarrow \infty$,

$$
S_{n, 2,1,1} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} \frac{w^{2}}{\lambda_{0}},
$$

which implies that as $n \rightarrow \infty$,

$$
S_{n, 2} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} \frac{w^{2}}{\lambda_{0}}
$$

Next, we show that $n \rightarrow \infty, S_{n, 3} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0$. Using Lemma 3.2.7. it suffices to show that as $n \rightarrow \infty$,

$$
\begin{aligned}
& S_{n, 3,1}=\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \\
& \times \mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0
\end{aligned}
$$

Using the independence between $B$ and $N$, we have that

$$
\begin{aligned}
S_{n, 3,1}:= & -\sum_{k=0}^{n-1} \frac{w^{2}}{n \Delta_{n}} \frac{1}{\sigma_{0}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)\right. \\
& \left.\times\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right) \mid X_{t_{k}}\right] d \ell .
\end{aligned}
$$

Now, using Cauchy-Schwarz inequality, we get that

$$
\begin{aligned}
\left|S_{n, 3,1}\right| \leq & \sum_{k=0}^{n-1} \frac{w^{2}}{n \sqrt{\Delta_{n}}} \frac{1}{\sigma_{0}} \int_{0}^{1} \frac{1}{|\lambda(\ell)|} \\
& \times\left(\mathrm{E}\left[\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]\right)^{1 / 2} d \ell
\end{aligned}
$$

which converges to zero in $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$ - probability as $n \rightarrow \infty$ by proceeding as in Lemma 3.3.1.
Consequently, the proof of 3.18 is now completed.
Proof of (3.24). Applying Jensen's inequality, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\beta_{k, n}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq 8 \sum_{k=0}^{n-1} \frac{w^{4}}{n^{2} \Delta_{n}^{2} \sigma_{0}^{8}} \mathrm{E}\left[\left.\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\frac{w \Delta_{n}}{2 \sqrt{n \Delta_{n}}}-\frac{u \Delta_{n}}{\sqrt{n \Delta_{n}}}\right)^{4} \right\rvert\, X_{t_{k}}\right] \\
& \quad+8 \sum_{k=0}^{n-1} \frac{w^{4}}{n^{2} \Delta_{n}^{2}} \int_{0}^{1} \frac{1}{(\lambda(\ell))^{4}} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \sigma_{0}}, \lambda(\ell)}\left[\left(\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}\right)^{4} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell
\end{aligned}
$$

which converges to zero in $\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}$-probability as $n \rightarrow \infty$, since $\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{4} \mid X_{t_{k}}\right]=3 \Delta_{n}^{2}$ and for $n$ large enough,

$$
\left|\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}}\left[\left(\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)}\right)^{4} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right| \leq C \Delta_{n},
$$

for some constant $C>0$, by using the same arguments as in the proof of Lemma 3.2.7.
Proof of (3.20). Using again Lemma 3.2.7, we get that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=-\frac{u^{2}}{2 \sigma_{0}^{2} n} \sum_{k=0}^{n-1}\left(-\frac{w^{2}}{2 \sigma_{0}^{2} n}+\frac{u w}{\sigma_{0}^{2} n}\right. \\
& +\frac{w}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}, \sigma_{0}}, \sigma_{0}, \lambda(\ell)\right. \\
& \left.\left.\left.\xrightarrow[M_{t_{k+1}}^{\lambda(\ell)}]{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0 . \widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell\right)
\end{aligned}
$$

Moreover, basic computations yield that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n} \beta_{k, n} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=-\frac{u w}{\sigma_{0}^{2}}+\frac{u^{2} w}{4 n \sigma_{0}^{2}}(w-2 u) \\
& -\sum_{k=0}^{n-1} \frac{u^{2} w \Delta_{n}}{2 \sigma_{0}^{2} n \Delta_{n} \sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
& +\sum_{k=0}^{n-1} \frac{u w}{n \Delta_{n}} \frac{1}{\sigma_{0}} \int_{0}^{1} \frac{1}{\lambda(\ell)} \mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}\left[\widetilde{M}_{t_{k+1}}^{\lambda(\ell)}-\widetilde{M}_{t_{k}}^{\lambda(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \sigma_{0}, \lambda(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell, \\
& \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \sigma_{0}, \lambda_{0}}}-\frac{u w}{\sigma_{0}^{2}},
\end{aligned}
$$

where we have used again Lemma 3.2 .7 and proceeded as for the term $S_{n, 3,1}$.
Similarly, we can show (3.21) and the proof of Theorem 3.1.1 is now completed.

### 3.4 Conclusion and Final Comments

As we explained in the Introduction, the argument given here can be extended to more general cases with further arguments. We try to explain here in few words the strategy in the general
case. In fact, Lemma 3.2 .3 can be generalized to the case of stochastic differential equations with finite number of jumps and random jump size. Looking at the structure of the definition of $S_{j}^{p}$ just before Lemma 3.2 .4 one can see that the structure belongs to a large deviation principle for the process $X$. In fact, $S_{j}^{p}$ describes a conditional expectation under $\widetilde{J}_{j, k}^{c}$ while the observation process satisfies $\widehat{J}_{j, k}$. The corresponding large deviation estimates are obtained in Lemmas 3.2.5 and 3.2.6. Finally one has to take limits in the above argument to obtain the aforementioned result for general jump driving processes.

### 3.5 Maximum likelihood estimator

By the Markov property, the log-likelihood function based on $X^{n}$ can be written as follows

$$
\begin{align*}
\ell_{n}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right) & =\log p\left(X^{n} ;\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right) \\
& =\sum_{k=0}^{n-1} \log p^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \tag{3.25}
\end{align*}
$$

The maximum likelihood estimator $\left(\widehat{\theta}_{n}, \widehat{\sigma}_{n}, \widehat{\lambda}_{n}\right)$ of $\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)$ is defined as the solution to the system of equations

$$
\left\{\begin{array}{l}
\partial_{\theta} \ell_{n}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)=0  \tag{3.26}\\
\partial_{\sigma} \ell_{n}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)=0 \\
\partial_{\lambda} \ell_{n}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)=0
\end{array}\right.
$$

Theorem 3.5.1. Assume condition (3.2). Then, the maximum likelihood estimators $\left(\hat{\theta}_{n}, \widehat{\sigma}_{n}, \widehat{\lambda}_{n}\right)$ of $\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)$ are consistent and asymptotically efficient. That is, as $n \rightarrow \infty$,

$$
\left(\widehat{\theta}_{n}, \widehat{\sigma}_{n}, \widehat{\lambda}_{n}\right) \xrightarrow{\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right),
$$

and

$$
\left(\sqrt{n \Delta_{n}}\left(\hat{\theta}_{n}-\theta_{0}\right), \sqrt{n}\left(\widehat{\sigma}_{n}-\sigma_{0}\right), \sqrt{n \Delta_{n}}\left(\widehat{\lambda}_{n}-\lambda_{0}\right)\right)^{\mathcal{L}\left(\mathrm{P}^{\left.\theta_{0}, \sigma_{0}, \lambda_{0}\right)}\right.} \mathcal{N}\left(0, \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)^{-1}\right)
$$

where $\mathcal{N}\left(0, \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)^{-1}\right)$ is a centered $\mathbb{R}^{3}$-valued Gaussian vector with covariance matrix

$$
\Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)^{-1}=\left(\begin{array}{ccc}
\lambda_{0}+\sigma_{0}^{2} & 0 & \lambda_{0} \\
0 & \frac{\sigma_{0}^{2}}{2} & 0 \\
\lambda_{0} & 0 & \lambda_{0}
\end{array}\right)
$$

Proof. Using (3.25) and Propositions 3.2.1 and 3.2.2, 3.26) is equivalent to

$$
\left\{\begin{array}{l}
\sum_{k=0}^{n-1} \frac{1}{\sigma_{0}} \widetilde{\mathrm{E}}_{X_{t_{k}},,_{k}}^{\theta_{0}, \lambda_{0}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]=0 \\
\sum_{k=0}^{n-1}\left(\frac{1}{\sigma_{0} \Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}, t_{0}, \lambda_{0}}^{\theta_{0}}\left[\left(W_{t_{k+1}}-W_{t_{k}}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]-\frac{1}{\sigma_{0}}\right)=0 \\
\sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[\left.-\frac{W_{t_{k+1}}-W_{t_{k}}}{\sigma_{0}}+\frac{\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}}{\lambda_{0}} \right\rvert\, Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]=0
\end{array}\right.
$$

Using (3.11) with $\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)$ instead of $\left(\theta(\ell), \sigma_{0}, \lambda_{0}\right)$ and taking the conditional expectation,
we obtain that

$$
\begin{aligned}
& \widehat{\theta}_{n}=\theta_{0}+\frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right) \\
&+\widehat{\lambda}_{n}-\frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \\
& \widehat{\sigma}_{n}^{2}=\frac{\sigma_{0}^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}+\frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1}\left\{\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\right. \\
& \times\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right)^{2}\right. \\
&\left.\left.+2 \sigma_{0}\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right\}, \\
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \\
& \widehat{\lambda}_{n}= \frac{1}{\sigma_{0} n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]+1
\end{aligned}
$$

Next, using the fact that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0 \\
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} \lambda_{0} \\
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \xrightarrow{\mathrm{P}_{\theta_{0}, \sigma_{0}, \lambda_{0}}} 1, \\
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0
\end{aligned}
$$

and, by proceeding as for the term $M_{k, n}$,

$$
\begin{aligned}
& \frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1}\left\{\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)\right. \\
& \quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right)^{2}\right. \\
& \left.\left.\quad+2 \sigma_{0}\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right\} \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}} 0
\end{aligned}
$$

we conclude that as $n \rightarrow \infty$,

$$
\left(\widehat{\theta}_{n}, \widehat{\sigma}_{n}, \widehat{\lambda}_{n}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \sigma_{0}, \lambda_{0}}}\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)
$$

On the other hand, we can write

$$
\begin{aligned}
& \sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\sum_{k=0}^{n-1} \zeta_{k, n, 1}+\sum_{k=0}^{n-1} R_{k, n, 1} \\
& \sqrt{n}\left(\widehat{\sigma}_{n}^{2}-\sigma_{0}^{2}\right)=\sum_{k=0}^{n-1} \zeta_{k, n, 2}+\sum_{k=0}^{n-1} R_{k, n, 2} \\
& \sqrt{n \Delta_{n}}\left(\widehat{\lambda}_{n}-\lambda_{0}\right)=\sum_{k=0}^{n-1} \zeta_{k, n, 3}-\sum_{k=0}^{n-1} R_{k, n, 3}
\end{aligned}
$$

where

$$
\begin{aligned}
\zeta_{k, n, 1} & =\frac{1}{\sqrt{n \Delta_{n}}}\left(\sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right) \\
\zeta_{k, n, 2} & =\frac{\sigma_{0}^{2}}{\sqrt{n} \Delta_{n}}\left(\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\Delta_{n}\right) \\
\zeta_{k, n, 3} & =\frac{1}{\sqrt{n \Delta_{n}}}\left(\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
R_{k, n, 1}= & \sqrt{n \Delta_{n}}\left(\widehat{\lambda}_{n}-\frac{1}{n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right) \\
R_{k, n, 2}= & \frac{1}{\sqrt{n} \Delta_{n}} \sum_{k=0}^{n-1}\left\{\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)^{2}+2 \sigma_{0}\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{N}_{t_{k+1}}^{\lambda_{0}}-\widetilde{N}_{t_{k}}^{\lambda_{0}}\right)\right. \\
& -\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right)^{2}\right. \\
& \left.\left.+2 \sigma_{0}\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(\theta_{0} \Delta_{n}+\widetilde{M}_{t_{k+1}}^{\lambda_{0}}-\widetilde{M}_{t_{k}}^{\lambda_{0}}\right) \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right\}, \\
R_{k, n, 3}= & \frac{1}{\sqrt{n \Delta}} \sum_{k=0}^{n-1}\left(N_{t_{k+1}}-N_{t_{k}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]\right) \\
& +\frac{1}{\sqrt{n \Delta_{n}}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[M_{t_{k+1}}-M_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right] \\
& \times \frac{\frac{1}{\sigma_{0} n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]}{\frac{1}{\sigma_{0} n \Delta_{n}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}\left[W_{t_{k+1}}-W_{t_{k}} \mid Y_{t_{k+1}}^{\theta_{0}, \sigma_{0}, \lambda_{0}}=X_{t_{k+1}}\right]+1}
\end{aligned}
$$

Notice that the random variables $\zeta_{k, n, 1}, \zeta_{k, n, 2}, \zeta_{k, n, 3}$ are the terms that contribute to the limit in Theorem 3.5.1. On the other hand, it can be checked that the random variables $R_{k, n, 1}, R_{k, n, 2}$ and $R_{k, n, 3}$ are the negligible terms. Then, applying the central limit theorem for triangular arrays, we obtain that as $n \rightarrow \infty$,

$$
\left(\sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right), \sqrt{n}\left(\widehat{\sigma}_{n}^{2}-\sigma_{0}^{2}\right), \sqrt{n \Delta_{n}}\left(\widehat{\lambda}_{n}-\lambda_{0}\right)\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}\right)} \mathcal{N}\left(0, I\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)\right),
$$

where

$$
I\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)=\left(\begin{array}{ccc}
\lambda_{0}+\sigma_{0}^{2} & 0 & \lambda_{0} \\
0 & 2 \sigma_{0}^{4} & 0 \\
\lambda_{0} & 0 & \lambda_{0}
\end{array}\right)
$$

This, together with the fact that $\widehat{\sigma}_{n} \xrightarrow{\mathrm{P}_{0}, \sigma_{0}, \lambda_{0}} \sigma_{0}$ as $n \rightarrow \infty$, yields

$$
\left(\sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right), \sqrt{n}\left(\widehat{\sigma}_{n}-\sigma_{0}\right), \sqrt{n \Delta_{n}}\left(\widehat{\lambda}_{n}-\lambda_{0}\right)\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\left.\theta_{0}, \sigma_{0}, \lambda_{0}\right)}\right.} \mathcal{N}\left(0, \Gamma\left(\theta_{0}, \sigma_{0}, \lambda_{0}\right)^{-1}\right)
$$

which finishes the proof of Theorem 3.5.1.

## Chapitre 4

## LAN property for a jump-diffusion process : drift parameter

In this chapter, we consider an ergodic diffusion process with jumps driven by a Brownian motion and a Poisson random measure associated with a centered pure-jump Lévy process with finite Lévy measure, whose drift coefficient depends on an unknown parameter. Supposing that the process is observed discretely at high frequency, we derive the local asymptotic normality (LAN) property. In order to obtain this result, Malliavin calculus and Girsanov's theorem are applied in order to write the log-likelihood ratio in terms of sums of conditional expectations, for which a central limit theorem for triangular arrays can be applied.

### 4.1 Introduction and main result

On a complete probability space $(\Omega, \mathcal{F}, \mathrm{P})$ defined in Definition 1.1.3, we consider the process $X^{\theta}=\left(X_{t}^{\theta}\right)_{t \geq 0}$ solution to the following stochastic differential equation with jumps

$$
\begin{equation*}
d X_{t}^{\theta}=b\left(\theta, X_{t}^{\theta}\right) d t+\sigma\left(X_{t}^{\theta}\right) d B_{t}+\int_{\mathbb{R}_{0}} c\left(X_{t-}^{\theta}, z\right)(N(d t, d z)-\nu(d z) d t), \tag{4.1}
\end{equation*}
$$

where $X_{0}^{\theta}=x_{0} \in \mathbb{R}, \mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}, B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, and $N(d t, d z)$ is a Poisson random measure in $\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)\right)$ independent of $B$, with intensity measure $\nu(d z) d t$, and finite Lévy measure $\lambda=\int_{\mathbb{R}_{0}} \nu(d z)<\infty$. The compensated Poisson random measure is denoted by $\widetilde{N}(d t, d z):=N(d t, d z)-\nu(d z) d t$. Let $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ be a centered pure-jump Lévy process associated with $N(d t, d z)$, i.e., $\widehat{Z}_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z(N(d s, d z)-\nu(d z) d s)$, for $t \geq 0$. Let $\left\{\widehat{\mathcal{F}}_{t}\right\}_{t \geq 0}$ denote the natural filtration generated by $B$ and $N$. The unknown parameter $\theta$ belongs to $\Theta$ which is a closed interval of $\mathbb{R}$. The coefficients $b: \Theta \times \mathbb{R} \rightarrow \mathbb{R}, \sigma: \mathbb{R} \rightarrow \mathbb{R}$ and $c: \mathbb{R} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ are measurable functions satisfying condition (A1) below under which equation (4.1) has a unique $\widehat{\mathcal{F}}_{t}$-adapted càdlàg solution $X^{\theta}$. We denote by $\mathrm{P}^{\theta}$ the probability law induced by $X^{\theta}$, and by $\mathrm{E}^{\theta}$ the expectation with respect to $P^{\theta}$. Let $\xrightarrow{\mathrm{P}^{\theta}}$ and $\xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta}\right)}$ denote the convergence in $\mathrm{P}^{\theta}$-probability and in $\mathrm{P}^{\theta}$-law, respectively.

Recall that the structure of the probability space is given by $\widehat{\Omega}=\Omega^{1} \times \Omega^{2}, \widetilde{\Omega}=\Omega^{3} \times \Omega^{4}$, $\widehat{\mathcal{F}}=\mathcal{F}^{1} \otimes \mathcal{F}^{2}, \widetilde{\mathcal{F}}=\mathcal{F}^{3} \otimes \mathcal{F}^{4}, \widehat{\mathrm{P}}=\mathrm{P}^{1} \otimes \mathrm{P}^{2}, \widetilde{\mathrm{P}}=\mathrm{P}^{3} \otimes \mathrm{P}^{4}$, and $\Omega=\widehat{\Omega} \times \widetilde{\Omega}, \mathcal{F}=\widehat{\mathcal{F}} \otimes \widetilde{\mathcal{F}}, \mathrm{P}=\widehat{\mathrm{P}} \otimes \widetilde{\mathrm{P}}$. We denote by $\mathrm{E}, \widehat{\mathrm{E}}, \widetilde{\mathrm{E}}$ the expectation with respect to $\mathrm{P}, \widehat{\mathrm{P}}$ and $\widetilde{\mathrm{P}}$, respectively.

For fixed $\theta_{0} \in \Theta$ and $n \geq 1$, we consider a discrete observation scheme at equidistant times $t_{k}=k \Delta_{n}, k \in\{0, \ldots, n\}$ of the diffusion process $X^{\theta_{0}}$, which is denoted by $X^{n}=$ $\left(X_{t_{0}}, X_{t_{1}}, \ldots, X_{t_{n}}\right)$, where $\Delta_{n} \leq 1$. We assume that the sequence of time-step sizes $\Delta_{n}$ satisfies the high-frequency observation condition

$$
n \Delta_{n} \rightarrow \infty, \quad \text { and } \quad \Delta_{n} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

We consider the following hypotheses on equation (4.1).
(A1) For any $\theta \in \Theta$, there exists a constant $C>0$ such that for all $x, y \in \mathbb{R}, z, z_{1}, z_{2} \in \mathbb{R}_{0}$,

$$
\begin{aligned}
& |b(\theta, x)-b(\theta, y)|+|\sigma(x)-\sigma(y)| \leq C|x-y|, \quad|b(\theta, x)| \leq C(1+|x|) \\
& |c(x, z)-c(y, z)| \leq C|x-y||z|, \quad|c(x, z)| \leq C(1+|x|)|z| \\
& \left|c\left(x, z_{1}\right)-c\left(x, z_{2}\right)\right| \leq C(1+|x|)\left|z_{1}-z_{2}\right|
\end{aligned}
$$

(A2) There exists a constant $c \geq 1$ such that for all $x \in \mathbb{R}$,

$$
\frac{1}{c} \leq|\sigma(x)| \leq c
$$

(A3) For all $(x, z) \in \mathbb{R} \times \mathbb{R}_{0}, c(x, z) \neq 0$, and $c(x, 0)=0$. Moreover, there exists a constant $C>0$ such that for all $z \in \mathbb{R}_{0}$,

$$
\inf _{x \in \mathbb{R}}|c(x, z)| \geq C|z|
$$

(A4) The functions $b, \sigma$ and $c$ are of class $C^{1}$ w.r.t. $\theta$ and $x$. Each partial derivative $\partial_{\theta} b$, $\partial_{x} b, \partial_{x} \sigma$ and $\partial_{x} c$ is of class $C^{1}$ w.r.t. $x$. Moreover, there exist positive constants $C, q, \epsilon, \eta$, independent of $\left(\theta, \theta_{1}, \theta_{2}, x, y, z\right) \in \Theta^{3} \times \mathbb{R}^{2} \times \mathbb{R}_{0}$ such that
(a) $\left|\partial_{x} b(\theta, x)\right|+\left|\partial_{x} \sigma(x)\right|+\left|\partial_{x} c(x, z)\right| \leq C$;
(b) $|h(\cdot, x)| \leq C\left(1+|x|^{q}\right)$ for $h(\cdot, x)=\partial_{\theta} b(\theta, x), \partial_{x}^{2} b(\theta, x), \partial_{x, \theta}^{2} b(\theta, x)$ or $\partial_{x}^{2} \sigma(x)$;
(c) $\left|\partial_{\theta} b\left(\theta_{1}, x\right)-\partial_{\theta} b\left(\theta_{2}, x\right)\right| \leq C\left|\theta_{1}-\theta_{2}\right|^{\epsilon}\left(1+|x|^{q}\right)$;
(d) $\left|\partial_{\theta} b(\theta, x)-\partial_{\theta} b(\theta, y)\right| \leq C|x-y|$;
(e) $\left|\partial_{x}^{2} c(x, z)\right| \leq C|z|(1+|x|)$ and $\left|1+\partial_{x} c(x, z)\right| \geq \eta$.
(A5) For any $p \geq 2, \int_{\mathbb{R}_{0}}|z|^{p} \nu(d z)<\infty$.
(A6) The process $X^{\theta_{0}}$ is ergodic in the sense that there exists a unique probability measure $\pi_{\theta_{0}}(d x)$ such that as $T \rightarrow \infty$,

$$
\frac{1}{T} \int_{0}^{T} g\left(X_{t}^{\theta_{0}}\right) d t \xrightarrow{\mathrm{P}^{\theta_{0}}} \int_{\mathbb{R}} g(x) \pi_{\theta_{0}}(d x)
$$

for any $\pi_{\theta_{0}}$-integrable function $g: \mathbb{R} \rightarrow \mathbb{R}$.
(A7) There exist constants $\epsilon>0, q>1, \rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ such that as $n \rightarrow \infty$,

$$
\frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n}\left(\int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)+\int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}} \rightarrow 0\right.
$$

(A8) There exist constants $n_{0} \geq 1$ and $C>0$ such that

$$
\sup _{n \geq n_{0}} \max _{k \in\{0, \ldots, n\}} \mathrm{E}\left[e^{C \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}\right]<\infty
$$

where $\gamma$ is as in (A7).
Remark 4.1.1. In the case where the jump coefficient $c$ is lower bounded, then (A8) implies that $\int_{\mathbb{R}} e^{C z^{2}} \nu(d z)<\infty$ for some $C>0$, which in particular implies $(\mathbf{A} 5)$.

A detailed explanation on the hypotheses is given in the subsection 1.3 .3 of the introductory chapter.

Conditions (A1)-(A2) imply that the law of the discrete observation $\left(X_{t_{0}}^{\theta}, X_{t_{1}}^{\theta}, \ldots, X_{t_{n}}^{\theta}\right)$ of the process $\left(X_{t}^{\theta}\right)_{t \geq 0}$ has a density in $\mathbb{R}^{n+1}$ that we denote by $p(\cdot ; \theta)$. In particular, $p\left(\cdot ; \theta_{0}\right)$ denotes the density of the random vector $X^{n}$. The main result of this chapter is the following LAN property.

Theorem 4.1.1. Assume conditions (A1)-(A8). Then, the LAN property holds for the likelihood at $\theta_{0}$ with rate of convergence $\sqrt{n \Delta_{n}}$ and asymptotic Fisher information $\Gamma\left(\theta_{0}\right)$. That is, for all $u \in \mathbb{R}$, as $n \rightarrow \infty$,

$$
\log \frac{p\left(X^{n} ; \theta_{n}\right)}{p\left(X^{n} ; \theta_{0}\right)} \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta_{0}}\right)} u \mathcal{N}\left(0, \Gamma\left(\theta_{0}\right)\right)-\frac{u^{2}}{2} \Gamma\left(\theta_{0}\right)
$$

where $\theta_{n}=\theta_{0}+\frac{u}{\sqrt{n \Delta_{n}}}$, and $\mathcal{N}\left(0, \Gamma\left(\theta_{0}\right)\right)$ is a centered Gaussian random variable with variance

$$
\Gamma\left(\theta_{0}\right)=\int_{\mathbb{R}}\left(\frac{\partial_{\theta} b\left(\theta_{0}, x\right)}{\sigma(x)}\right)^{2} \pi_{\theta_{0}}(d x)
$$

Remark 4.1.2. In the case where the drift coefficient is bounded, condition (A8) is not needed.
Remark 4.1.3. We remark that $\Gamma\left(\theta_{0}\right)$ is identical to the asymptotic Fisher information for ergodic diffusion processes without jumps (see [25, Theorem 4.1]). This is due to the fact that the jump component is dominated over by the Gaussian component, which will be seen in the discussion of the subsection 4.3.1.

Example 4.1.1. 1) Consider the Ornstein-Uhlenbeck process with jumps defined as

$$
X_{t}^{\theta}=x_{0}-\theta \int_{0}^{t} X_{s}^{\theta} d s+\sigma B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \tilde{N}(d s, d z)
$$

where $\theta>0, \sigma \in \mathbb{R}_{0}$ and the Lévy measure satisfies (A5), (A7), and is finite. Then $X^{\theta}$ is ergodic in the sense of (A6), and the invariant probability measure $\pi_{\theta}(d x)$ can be calculated explicitly (see [65, Theorem 17.5 and Corollary 17.9] and [53, Theorem 2.6]). In particular,

$$
\Gamma(\theta):=\int_{\mathbb{R}} \frac{x^{2}}{\sigma^{2}} \pi_{\theta}(d x)=\frac{1}{2 \theta}\left(1+\frac{1}{\sigma^{2}} \int_{\mathbb{R}_{0}} z^{2} \nu(d z)\right)
$$

In addition, assume that there exists a constant $C>0$ such that $\int_{\mathbb{R}_{0}} e^{C z^{2}} \nu(d z)<\infty$. Then, the infinitesimal generator of $X^{\theta}$ satisfies that $\mathcal{A} e^{C x^{2}} \leq-c_{1} e^{C x^{2}}+c_{2}$, for some constants $c_{1}, c_{2}>0$. Then, by [53, Theorem 2.2], condition (A8) is satisfied.

As a consequence of Theorem 4.1.1, the LAN property holds with rate of convergence $\sqrt{n \Delta_{n}}$ and asymptotic Fisher information $\Gamma\left(\theta_{0}\right)$.
2) Consider the process

$$
X_{t}^{\theta}=x_{0}+\theta t+\sigma B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \tilde{N}(d s, d z)
$$

where $\theta \in \mathbb{R}$ and $\sigma \in \mathbb{R}_{0}$, and the Lévy measure is finite. Under conditions (A5) and (A7)(A8), the LAN property holds with rate of convergence $\sqrt{n \Delta_{n}}$ and asymptotic Fisher information $\Gamma\left(\theta_{0}\right)=\frac{1}{\sigma^{2}}$. In this case condition (A6) fails.
3) Assume that $\nu(d z)$ has compact support on $\{c \leq|z| \leq C\}$, for some constants $c, C>0$. In this case, condition (A7) holds.
4) Assume that $\nu(d z)=\varphi(z) \mathbf{1}_{\{|z| \geq 1\}} d z$, where $\varphi$ is the standard Gaussian density. Then, for $n$ sufficiently large,

$$
\begin{aligned}
& \frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n}\left(\int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)+\int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)\right)^{\frac{1}{q}} \\
& =\frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n} \int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)\right)^{\frac{1}{q}} \leq c_{q} \frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n}\right)^{\frac{1}{q}} e^{-c_{q} \Delta_{n}^{-2 \gamma}}
\end{aligned}
$$

which tends to zero as $n \rightarrow \infty$ for all $\epsilon>0, q>1, \rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$, and thus (A7) holds.

As usual, constants will be denoted by $C$ or $c$ and they will always be independent of time and $\Delta_{n}$ but may depend on bounds for the set $\Theta$. They may change of value from one line to the next.

### 4.2 Preliminaries

In this section we introduce some preliminary results needed for the proof of Theorem 4.1.1.
We start as in Gobet [24] applying the integration by parts formula of the Malliavin calculus on the Wiener space to analyze the log-likelihood function. In order to avoid confusion with the observed process $X^{\theta}$, we introduce an extra probabilistic representation of $X^{\theta}$ where the Malliavin calculus will be applied. That is, consider the flow $Y^{\theta}(s, x)=\left(Y_{t}^{\theta}(s, x), t \geq s\right), x \in \mathbb{R}$ on the time interval $[s, \infty)$ and with initial condition $Y_{s}^{\theta}(s, x)=x$ satisfying

$$
\begin{align*}
Y_{t}^{\theta}(s, x)=x & +\int_{s}^{t} b\left(\theta, Y_{u}^{\theta}(s, x)\right) d u+\int_{s}^{t} \sigma\left(Y_{u}^{\theta}(s, x)\right) d W_{u} \\
& +\int_{s}^{t} \int_{\mathbb{R}_{0}} c\left(Y_{u-}^{\theta}(s, x), z\right)(M(d u, d z)-\nu(d z) d u) \tag{4.2}
\end{align*}
$$

where $W=\left(W_{t}\right)_{t \geq 0}$ is a Brownian motion, $M(d t, d z)$ is a Poisson random measure with intensity measure $\nu(d z) d t$ associated with a centered pure-jump Lévy process $\widetilde{Z}=\left(\widetilde{Z}_{t}\right)_{t \geq 0}$ independent of $W$, and we denote by $\widetilde{M}(d t, d z):=M(d t, d z)-\nu(d z) d t$ the compensated Poisson random measure. In particular, we write $Y_{t}^{\theta} \equiv Y_{t}^{\theta}\left(0, x_{0}\right)$, for all $t \geq 0$. That is,

$$
\begin{equation*}
Y_{t}^{\theta}=x_{0}+\int_{0}^{t} b\left(\theta, Y_{u}^{\theta}\right) d u+\int_{0}^{t} \sigma\left(Y_{u}^{\theta}\right) d W_{u}+\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(Y_{u-}^{\theta}, z\right)(M(d u, d z)-\nu(d z) d u) \tag{4.3}
\end{equation*}
$$

Here, we consider the Malliavin calculus on the Wiener space induced by the Brownian motion $W$, and we denote by $D$ and $\delta$ the Malliavin derivative and the Skorohod integral with respect to $W$ on each interval $\left[t_{k}, t_{k+1}\right]$, respectively (see the Definition 1.1.3 and the discussion following it). For all $A \in \widetilde{\mathcal{F}}$, let us denote $\widetilde{\mathrm{P}}_{x}^{\theta}(A)=\widetilde{\mathrm{E}}\left[\mathbf{1}_{A} \mid Y_{t_{k}}^{\theta}=x\right]$. We denote by $\widetilde{\mathrm{E}}_{x}^{\theta}$ the expectation with respect to $\widetilde{\mathrm{P}}_{x}^{\theta}$. That is, for all $\widetilde{\mathcal{F}}$-measurable random variable $V$, we have that $\widetilde{\mathrm{E}}_{x}^{\theta}[V]=\widetilde{\mathrm{E}}\left[V \mid Y_{t_{k}}^{\theta}=x\right]$.

Under conditions (A1)-(A4), for any $t>s$ the law of $Y_{t}^{\theta}$ conditioned on $Y_{s}^{\theta}=x$ admits a positive transition density $p^{\theta}(t-s, x, y)$, which is differentiable w.r.t. $\theta$. As a consequence of [24, Proposition 4.1], we have the following expression for the derivative of the log-likelihood function w.r.t. $\theta$ in terms of a conditional expectation, although one can also follow the same steps as in the proof of Proposition 3.2.1.

Proposition 4.2.1. Assume conditions (A1)-(A4). Then for all $k \in\{0, \ldots, n-1\}$ and $\theta \in \Theta$,

$$
\frac{\partial_{\theta} p^{\theta}}{p^{\theta}}\left(\Delta_{n}, x, y\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right) U^{\theta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta}=y\right]
$$

where $U_{t}^{\theta}\left(t_{k}, x\right)=\left(D_{t} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)\right)^{-1}=\left(\partial_{x} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)\right)^{-1} \partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right) \sigma^{-1}\left(Y_{t}^{\theta}\left(t_{k}, x\right)\right)$ for all $t \in$ $\left[t_{k}, t_{k+1}\right]$, and the processes $\left(\partial_{\theta} Y_{t}^{\theta}\left(t_{k}, x\right), t \in\left[t_{k}, t_{k+1}\right]\right)$ and $\left(\partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right), t \in\left[t_{k}, t_{k+1}\right]\right)$ denote the solutions to linear equations

$$
\begin{aligned}
& \partial_{\theta} Y_{t}^{\theta}\left(t_{k}, x\right)=\int_{t_{k}}^{t}\left(\partial_{\theta} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)+\partial_{x} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{s}^{\theta}\left(t_{k}, x\right)\right) d s \\
& \quad+\int_{t_{k}}^{t} \partial_{x} \sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{s}^{\theta}\left(t_{k}, x\right) d W_{s}+\int_{t_{k}}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right) \partial_{\theta} Y_{s}^{\theta}\left(t_{k}, x\right) \widetilde{M}(d s, d z), \\
& \partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)=1+\int_{t_{k}}^{t} \partial_{x} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right) \partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right) d s+\int_{t_{k}}^{t} \partial_{x} \sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right) \partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right) d W_{s} \\
& \quad+\int_{t_{k}}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right) \partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right) \widetilde{M}(d s, d z) .
\end{aligned}
$$

We have the following decomposition of the Skorohod integral appearing in the conditional expectation of Proposition 4.2.1.
Lemma 4.2.1. Under conditions (A1)-(A4), for all $\theta \in \Theta$ and $k \in\{0, \ldots, n-1\}$,

$$
\begin{gathered}
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right) U^{\theta}\left(t_{k}, x\right)\right)=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\right) \sigma^{-2}\left(Y_{t_{k}}^{\theta}\right)\left(Y_{t_{k+1}}^{\theta}-Y_{t_{k}}^{\theta}-b\left(\theta, Y_{t_{k}}^{\theta}\right) \Delta_{n}\right) \\
+R_{1}^{\theta, k}+R_{2}^{\theta, k}+R_{3}^{\theta, k}-R_{4}^{\theta, k}-R_{5}^{\theta, k}-R_{6}^{\theta, k},
\end{gathered}
$$

where

$$
\begin{aligned}
& R_{1}^{\theta, k}:=-\int_{t_{k}}^{t_{k+1}} D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}\right) \frac{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)} d s, \\
& R_{2}^{\theta, k}:=\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} d s \int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)}-\frac{\partial_{x} Y_{t_{k}}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right)}\right) d W_{s}, \\
& R_{3}^{\theta, k}:=\int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)}-\frac{\partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}}^{\theta}\left(t_{k}, x\right)}\right) d s \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{t_{k}}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right)} d W_{s}, \\
& R_{4}^{\theta, k}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\right) \sigma^{-2}\left(Y_{t_{k}}^{\theta}\right) \int_{t_{k}}^{t_{k+1}}\left(b\left(\theta, Y_{s}^{\theta}\right)-b\left(\theta, Y_{t_{k}}^{\theta}\right)\right) d s, \\
& R_{5}^{\theta, k}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\right) \sigma^{-2}\left(Y_{t_{k}}^{\theta}\right) \int_{t_{k}}^{t_{k+1}}\left(\sigma\left(Y_{s}^{\theta}\right)-\sigma\left(Y_{t_{k}}^{\theta}\right)\right) d W_{s}, \\
& R_{6}^{\theta, k}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\right) \sigma^{-2}\left(Y_{t_{k}}^{\theta}\right) \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{s-}^{\theta}, z\right) \widetilde{M}(d s, d z),
\end{aligned}
$$

and

$$
\begin{aligned}
D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}\right)= & \int_{s}^{t_{k+1}}\left(-\frac{\partial_{\theta} b\left(\theta, Y_{u}^{\theta}\left(t_{k}, x\right)\right)}{\left(\partial_{x} Y_{u}^{\theta}\left(t_{k}, x\right)\right)^{2}} D_{s}\left(\partial_{x} Y_{u}^{\theta}\left(t_{k}, x\right)\right)\right. \\
& \left.+\partial_{x, \theta}^{2} b\left(\theta, Y_{u}^{\theta}\left(t_{k}, x\right)\right) \frac{D_{s} Y_{u}^{\theta}\left(t_{k}, x\right)}{\partial_{x} Y_{u}^{\theta}\left(t_{k}, x\right)}\right) d u
\end{aligned}
$$

Proof. By Itô's formula,

$$
\begin{aligned}
\frac{1}{\partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)}=1 & -\int_{t_{k}}^{t} \frac{\partial_{x} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)-\left(\partial_{x} \sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)\right)^{2}}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} d s-\int_{t_{k}}^{t} \frac{\partial_{x} \sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} d W_{s} \\
& +\int_{t_{k}}^{t} \int_{\mathbb{R}_{0}} \frac{\left(\partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right)\right)^{2}}{\left(1+\partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right)\right) \partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} \nu(d z) d s \\
& -\int_{t_{k}}^{t} \int_{\mathbb{R}_{0}} \frac{\partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right)}{\left(1+\partial_{x} c\left(Y_{s-}^{\theta}\left(t_{k}, x\right), z\right)\right) \partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} \widetilde{M}(d s, d z),
\end{aligned}
$$

which implies that

$$
\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}=\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} d s
$$

Then, using the product rule [57, (1.48)], we obtain that

$$
\begin{aligned}
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right) U^{\theta}\left(t_{k}, x\right)\right)= & \int_{t_{k}}^{t_{k+1}} \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)} d s \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)} d W_{s} \\
& -\int_{t_{k}}^{t_{k+1}} D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right)}\right) \frac{\partial_{x} Y_{s}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{s}^{\theta}\left(t_{k}, x\right)\right)} d s
\end{aligned}
$$

We next add and substract the term $\frac{\partial_{x} Y_{t_{k}}^{\theta}\left(t_{k}, x\right)}{\sigma\left(Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right)}$ in the second integral above, and next we add and substract the term $\frac{\partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}}^{\theta}\left(t_{k}, x\right)}$ in the first one. This, together the fact that $Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=$ $Y_{t_{k}}^{\theta}=x$, yields

$$
\begin{equation*}
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right) U^{\theta}\left(t_{k}, x\right)\right)=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta}\right) \sigma^{-1}\left(Y_{t_{k}}^{\theta}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)+R_{1}^{\theta, k}+R_{2}^{\theta, k}+R_{3}^{\theta, k} \tag{4.4}
\end{equation*}
$$

On the other hand, by equation 4.3 we have that

$$
\begin{aligned}
W_{t_{k+1}}-W_{t_{k}}= & \sigma^{-1}\left(Y_{t_{k}}^{\theta}\right)\left(Y_{t_{k+1}}^{\theta}-Y_{t_{k}}^{\theta}-b\left(\theta, Y_{t_{k}}^{\theta}\right) \Delta_{n}-\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta, Y_{s}^{\theta}\right)-b\left(\theta, Y_{t_{k}}^{\theta}\right)\right) d s\right. \\
& \left.-\int_{t_{k}}^{t_{k+1}}\left(\sigma\left(Y_{s}^{\theta}\right)-\sigma\left(Y_{t_{k}}^{\theta}\right)\right) d W_{s}-\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{s-}^{\theta}, z\right) \widetilde{M}(d s, d z)\right)
\end{aligned}
$$

which concludes the desired result.
We will use the following estimates for the solution to (4.2).
Lemma 4.2.2. Assume conditions (A1) and (A5).
(i) For any $p \geq 2$ and $\theta \in \Theta$, there exists a constant $C_{p}>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\mathrm{E}\left[\left|Y_{t}^{\theta}\left(t_{k}, x\right)-Y_{t_{k}}^{\theta}\left(t_{k}, x\right)\right|^{p} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C_{p}\left|t-t_{k}\right|^{\frac{p}{2} \wedge 1}\left(1+|x|^{p}\right)
$$

(ii) For any function $g: \Theta \times \mathbb{R} \rightarrow \mathbb{R}$ with polynomial growth in $x$ uniformly in $\theta \in \Theta$, there exist constants $C, q>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\mathrm{E}\left[\left|g\left(\theta, Y_{t}^{\theta}\left(t_{k}, x\right)\right)\right| \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C\left(1+|x|^{q}\right)
$$

Moreover, all these statements remain valid for $X^{\theta}$.
Under conditions (A1), (A2) and (A4), for any $k \in\{0, \ldots, n-1\}$ and $t \geq t_{k}$, the random variables $Y_{t}^{\theta}\left(t_{k}, x\right), \partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right),\left(\partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)\right)^{-1}$ and $\partial_{\theta} Y_{t}^{\theta}\left(t_{k}, x\right)$ belong to $\mathbb{D}^{1,2}$ (see [61, Theorem 3]).

Assuming conditions (A1)-(A5) and using Gronwall's inequality, one can easily check that for any $\theta \in \Theta$ and $p \geq 2$, there exist constants $C_{p}, q>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\begin{aligned}
& \left.\left.\left.\mathrm{E}\left[\mid \partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)\right)\right|^{p}+\frac{1}{\left.\mid \partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)\right)\left.\right|^{p}} \right\rvert\, Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \\
& \quad+\sup _{s \in\left[t_{k}, t_{k+1}\right]} \mathrm{E}\left[\left|D_{s} Y_{t}^{\theta}\left(t_{k}, x\right)\right|^{p} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C_{p}, \quad \text { and } \\
& \sup _{s \in\left[t_{k}, t_{k+1}\right]} \mathrm{E}\left[\left|D_{s}\left(\partial_{x} Y_{t}^{\theta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C_{p}\left(1+|x|^{q}\right) .
\end{aligned}
$$

As a consequence, we have the following estimates, which follow easily from (4.4), Lemma 4.2.2 and properties of the moments of the Brownian motion.

Lemma 4.2.3. Under conditions (A1)-(A5), for any $\theta \in \Theta$ and $p \geq 2$, there exist constants $C_{p}, q>0$ such that for all $k \in\{0, \ldots, n-1\}$,

$$
\begin{align*}
& \mathrm{E}\left[R_{1}^{\theta, k}+R_{2}^{\theta, k}+R_{3}^{\theta, k}-R_{5}^{\theta, k} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right]=0  \tag{4.5}\\
& \mathrm{E}\left[\left|R_{1}^{\theta, k}+R_{2}^{\theta, k}+R_{3}^{\theta, k}-R_{5}^{\theta, k}\right|^{p} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{\frac{3 p+1}{2}}\left(1+|x|^{q}\right),  \tag{4.6}\\
& \mathrm{E}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta}\left(t_{k}, x\right) U^{\theta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k}}^{\theta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{\frac{3 p}{2}}\left(1+|x|^{q}\right) \tag{4.7}
\end{align*}
$$

We next recall Girsanov's theorem on each interval $\left[t_{k}, t_{k+1}\right]$.
Lemma 4.2.4. Under conditions (A1) and (A2), for all $\theta, \theta_{1} \in \Theta$, and $k \in\{0, \ldots, n-1\}$, define a measure

$$
\widehat{Q}_{k}^{\theta_{1}, \theta}=\widehat{\mathrm{E}}\left[\mathbf{1}_{A} e^{-\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)} d B_{t}+\frac{1}{2} \int_{t_{k}}^{t_{k+1}}\left(\frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)}\right)^{2} d t}\right]
$$

for all $A \in \widehat{\mathcal{F}}$. Then $\widehat{Q}_{k}^{\theta_{1}, \theta}$ is a probability measure and under $\widehat{Q}_{k}^{\theta_{1}, \theta}$, the process $B_{t}^{\widehat{Q}_{k}^{\theta_{1}, \theta}}=B_{t}+$ $\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)} d t$ is a Brownian motion, for all $t \in\left[t_{k}, t_{k+1}\right]$.
Lemma 4.2.5. Assume conditions (A1), (A2), and (A4)(b). Let $\theta, \theta_{1} \in \Theta$ such that $\left|\theta-\theta_{1}\right| \leq$ $\frac{C}{\sqrt{n \Delta_{n}}}$, for some constant $C>0$. Then there exist constants $C, q>0$ such that for any random variable $V$, and $k \in\{0, \ldots, n-1\}$,

$$
\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta_{1}, \theta}}\left[\left.V\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta}}-1\right) \right\rvert\, X_{t_{k}}^{\theta}\right]\right| \leq \frac{C}{\sqrt{n}}\left(1+\left|X_{t_{k}}^{\theta}\right|^{q}\right) \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[V^{2} \mid X_{t_{k}}^{\theta}\right]\right)^{1 / 2} d \alpha
$$

where $\mathrm{E}_{\widehat{\mathrm{P}} \alpha}$ denotes the expectation under the probability measure $\widehat{\mathrm{P}}^{\alpha}$ defined as

$$
\frac{d \widehat{\mathrm{P}}^{\alpha}}{d \widehat{Q}_{k}^{\theta_{1}, \theta}}:=e^{\alpha \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)} d B_{t}-\frac{\alpha^{2}}{2} \int_{t_{k}}^{t_{k+1}}\left(\frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)}\right)^{2} d t}
$$

for all $\alpha \in[0,1]$.
Proof. Observe that

$$
\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta}}-1=\int_{0}^{1} \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)}\left(d B_{t}-\alpha \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(X_{t}\right)} d t\right) \frac{d \widehat{\mathrm{P}}^{\alpha}}{d \widehat{Q}_{k}^{\theta_{1}, \theta}} d \alpha
$$

Consider the process $W=\left(W_{t}\right)_{t \in\left[t_{k}, t_{k+1}\right]}$ defined by

$$
W_{t}:=B_{t}-\alpha \int_{t_{k}}^{t} \frac{b\left(\theta, X_{s}\right)-b\left(\theta_{1}, X_{s}\right)}{\sigma\left(X_{s}\right)} d s
$$

By Girsanov's theorem, $W$ is a Brownian motion under $\widehat{\mathrm{P}}^{\alpha}$.
Then, using Girsanov's theorem, Cauchy-Schwarz inequality, and hypotheses (A2), (A4)(b), together with Lemma 4.2.2 (ii), we get that

$$
\begin{aligned}
& \left|\mathrm{E}_{\widehat{Q}_{k}^{\theta_{1}, \theta}}\left[\left.V\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta}}-1\right) \right\rvert\, X_{t_{k}}^{\theta}\right]\right|=\left|\int_{0}^{1} \mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[\left.V \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)}{\sigma\left(X_{t}\right)} d W_{t} \right\rvert\, X_{t_{k}}^{\theta}\right] d \alpha\right| \\
& \leq \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[V^{2} \mid X_{t_{k}}^{\theta}\right]\right)^{1 / 2}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[\left.\left|\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)}{\sigma\left(X_{t}\right)} d W_{t}\right|^{2} \right\rvert\, X_{t_{k}}^{\theta}\right]\right)^{1 / 2} d \alpha \\
& \leq \frac{C}{\sqrt{n}}\left(1+\mid X_{t_{k}}^{\theta} q^{q}\right) \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[V^{2} \mid X_{t_{k}}^{\theta}\right]\right)^{1 / 2} d \alpha,
\end{aligned}
$$

for some constants $C, q>0$. Thus, the result follows.

For any $t>s$ and $i \geq 0$, we denote by $q_{(i)}^{\theta}(t-s, x, y)$ the transition density of $Y_{t}^{\theta}$ conditioned on $Y_{s}^{\theta}=x$ and $M_{t}-M_{s}=i$, where $M_{t}=M([0, t] \times \mathbb{R})$. That is,

$$
\begin{equation*}
p^{\theta}(t-s, x, y)=\sum_{i=0}^{\infty} q_{(i)}^{\theta}(t-s, x, y) e^{-\lambda(t-s)} \frac{(\lambda(t-s))^{i}}{i!} \tag{4.8}
\end{equation*}
$$

From [25, Proposition 1.2], for any $\theta \in \Theta$ there exist constants $c, C>1$ such that for all $0<t \leq 1$, and $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\frac{1}{C \sqrt{t}} e^{-c \frac{(y-x)^{2}}{t}} e^{-c t x^{2}} \leq q_{(0)}^{\theta}(t, x, y) \leq \frac{C}{\sqrt{t}} e^{-\frac{(y-x)^{2}}{c t}} e^{c t x^{2}} \tag{4.9}
\end{equation*}
$$

For any $t>s$ and $i \geq 1$, we denote by $q_{(i)}^{\theta}\left(t-s, x, y ; a_{1}, \ldots, a_{i}\right)$ the transition density of $Y_{t}^{\theta}$ conditioned on $Y_{s}^{\theta}=x, M_{t}-M_{s}=\underset{\sim}{i}$ and $\widetilde{\Lambda}_{[s, t]}=\left\{a_{1}, \ldots, a_{i}\right\}$, where $\widetilde{\Lambda}_{[s, t]}$ are the jump amplitudes of $\widetilde{Z}$ on the interval $[s, t]$, i.e, $\widetilde{\Lambda}_{[s, t]}:=\left\{\Delta \widetilde{Z}_{u} ; s \leq u \leq t\right\}$.

Lemma 4.2.6. Under conditions (A1)-(A4), for all $\theta \in \Theta$ and $n$ large enough, there exist constants $C_{1}, C_{2}, C_{3}>0$ such that for all $a, x, y \in \mathbb{R}$,

$$
q_{(1)}^{\theta}\left(\Delta_{n}, x, y ; a\right) \leq C_{1} e^{C_{2} \Delta_{n}\left(x^{2}+\left(1+x^{2}\right) a^{2}\right)} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{(y-x-c(x, a))^{2}}{C_{3} \Delta_{n}}} .
$$

Proof. Using the Chapman-Kolmogorov equation in terms of transition density and the fact that the distribution of the jump time conditioned on $M_{t_{k+1}}-M_{t_{k}}=1$ is a uniform distribution on [ $t_{k}, t_{k+1}$ ], together with 4.9), we get that

$$
\begin{aligned}
& q_{(1)}^{\theta}\left(\Delta_{n}, x, y ; a\right)=\frac{1}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}} q_{(0)}^{\theta}\left(t-t_{k}, x, z\right) q_{(0)}^{\theta}\left(t_{k+1}-t, z+c(z, a), y\right) d z d t \\
& \leq \frac{C}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}} \frac{1}{\sqrt{t-t_{k}}} e^{-\frac{(z-x)^{2}}{c\left(t-t_{k}\right)}} e^{c\left(t-t_{k}\right) x^{2}} \frac{1}{\sqrt{t_{k+1}-t}} e^{-\frac{(y-z-c(z, a))^{2}}{c\left(t_{k+1}-t\right)}} e^{c\left(t_{k+1}-t\right)(z+c(z, a))^{2}} d z d t
\end{aligned}
$$

for some constants $c, C>1$.
We next use the change of variables $u:=\varphi(z):=z+c(z, a)-x-c(x, a)$. Observe that $\varphi(x)=0$. Moreover, from hypotheses (A4)(a) and (e),

$$
\eta \leq\left|\varphi^{\prime}(z)\right|=\left|1+\partial_{z} c(z, a)\right| \leq \beta
$$

for some constants $\beta, \eta>0$. Therefore, the mapping $z \rightarrow \varphi(z)$ admits an inverse function $\varphi^{-1}$. Thus, for any $u \in \mathbb{R}$, there exists $\xi \in(0, u)$ or $\xi \in(u, 0)$ such that

$$
\frac{|u|}{\beta} \leq\left|\varphi^{-1}(u)-\varphi^{-1}(0)\right|=\frac{|u|}{\left|\varphi^{\prime}\left(\varphi^{-1}(\xi)\right)\right|} \leq \frac{|u|}{\eta}
$$

which yields

$$
\begin{aligned}
& q_{(1)}^{\theta}\left(\Delta_{n}, x, y ; a\right) \leq \frac{C}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}} \frac{1}{\sqrt{t-t_{k}}} e^{-\frac{\left(\varphi^{-1}(u)-\varphi^{-1}(0)\right)^{2}}{c\left(t-t_{k}\right)}} \frac{1}{\sqrt{t_{k+1}-t}} e^{-\frac{(y-u-x-c(x, a))^{2}}{c\left(t_{k+1}-t\right)}} \\
& \times e^{c\left(t-t_{k}\right) x^{2}} e^{c\left(t_{k+1}-t\right)(u+x+c(x, a))^{2}} d u d t \\
& \leq \frac{C}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}} \frac{1}{\sqrt{t-t_{k}}} e^{-\frac{u^{2}}{c \beta^{2}\left(t-t_{k}\right)}} \frac{1}{\sqrt{t_{k+1}-t}} e^{-\frac{(y-u-x-c(x, a))^{2}}{c\left(t_{k+1}-t\right)}} \\
& \times e^{2 c\left(t_{k+1}-t\right) u^{2}} e^{c \Delta_{n} x^{2}} e^{2 c \Delta_{n}(x+c(x, a))^{2}} d u d t .
\end{aligned}
$$

We next use the fact that

$$
e^{-\frac{u^{2}}{c \beta^{2}\left(t-t_{k}\right)}+2 c\left(t_{k+1}-t\right) u^{2}}=e^{-\frac{1-2 c^{2} \beta^{2}\left(t-t_{k}\right)\left(t_{k+1}-t\right)}{c \beta^{2}\left(t-t_{k}\right)} u^{2}} \leq e^{-\frac{\left(1-c^{2} \beta^{2} \Delta_{n}^{2}\right) u^{2}}{c \beta^{2}\left(t-t_{k}\right)}}
$$

to get that for $n$ large enough, there exists $C>0$ such that

$$
\begin{aligned}
& q_{(1)}^{\theta}\left(\Delta_{n}, x, y ; a\right) \leq e^{5 c \Delta_{n} x^{2}} e^{4 c \Delta_{n} c^{2}(x, a)} \frac{C}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}} \frac{1}{\sqrt{\frac{\beta^{2}}{1-c^{2} \beta^{2} \Delta_{n}^{2}}\left(t-t_{k}\right)}} e^{-\frac{\left.\left(1-c^{2} \beta^{2} \Delta_{n}^{2}\right)\right)^{2}}{c \beta^{2}\left(t-t_{k}\right)}} \\
& \times \frac{1}{\sqrt{t_{k+1}-t}} e^{-\frac{(y-u-x-c(x, a))^{2}}{c\left(t_{k+1}-t\right)}} d u d t \\
& =e^{5 c \Delta_{n} x^{2}} e^{4 c \Delta_{n} c^{2}(x, a)} \frac{C}{\Delta_{n}} \int_{t_{k}}^{t_{k+1}} \frac{1}{\sqrt{\left.\frac{\beta^{2}}{1-c^{2} \beta^{2} \Delta_{n}^{2}}\left(t-t_{k}\right)+t_{k+1}-t\right)}} e^{\left.-\frac{(y-x-c(x, a))^{2}}{c\left(\frac{\beta^{2}}{1-c^{2} \beta^{2} \Delta_{n}^{2}}\left(t-t_{k}\right)+t_{k+1}-t\right.}\right)} d t .
\end{aligned}
$$

Next, observe that for $n$ large enough there exist constants $\beta_{1}, \beta_{2}>0$ such that

$$
\beta_{1} \Delta_{n} \leq \frac{\beta^{2}}{1-\frac{1}{2} c^{2} \beta^{2} \Delta_{n}^{2}}\left(t-t_{k}\right)+t_{k+1}-t \leq \beta_{2} \Delta_{n}
$$

from where we deduce that

$$
q_{(1)}^{\theta}\left(\Delta_{n}, x, y ; a\right) \leq C e^{5 c \Delta_{n} x^{2}} e^{4 c \Delta_{n} c^{2}(x, a)} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{(y-x-c(x, a))^{2}}{c \Delta_{n}}} .
$$

Finally, hypothesis (A1) implies the desired result.
Consider the events $\widehat{J}_{i, k}=\left\{N_{t_{k+1}}-N_{t_{k}}=i\right\}$ and $\widetilde{J}_{i, k}=\left\{M_{t_{k+1}}-M_{t_{k}}=i\right\}$, for $i=0,1$ and $k \in\{0, \ldots, n-1\}$, where $N_{t}=N([0, t] \times \mathbb{R})$. We denote by $\widehat{\Lambda}_{[s, t]}$ the jump amplitudes of $\widehat{Z}$ on the interval $[s, t]$, i.e, $\widehat{\Lambda}_{[s, t]}:=\left\{\Delta \widehat{Z}_{u} ; s \leq u \leq t\right\}$, and by $\mu(d z)=\frac{\nu(d z)}{\lambda}$ the jump size distribution of $\widehat{Z}$. As in Lemma 3.2.4, we have the following expressions for the conditional expectations in terms of the transition densities.

Lemma 4.2.7. Under conditions (A1)-(A4), for all $k \in\{0, \ldots, n-1\}$ and $\theta \in \Theta$,

$$
\begin{align*}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\tilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\int_{\mathbb{R}}\left(\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) c\left(X_{t_{k}}, a\right) \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)} q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}} d y,\right.  \tag{4.10}\\
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\tilde{J}_{0, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\int_{\mathbb{R}_{0}} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) e^{-\lambda \Delta_{n}} \lambda \Delta_{n} c^{2}\left(X_{t_{k}}, a\right) d y \mu(d a), \tag{4.11}
\end{align*}
$$

and

$$
\begin{align*}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}[ \mathbf{1}_{\widehat{J}_{1, k}} \\
&\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\tilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right.  \tag{4.12}\\
&\left.\left.\quad \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
&=\int_{\mathbb{R}_{0}} \int_{\mathbb{R}}\left(\frac{\int_{\mathbb{R}_{0}}\left(c\left(X_{t_{k}}, z\right)-c\left(X_{t_{k}}, a\right)\right) q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right. \\
& \quad \times q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda \Delta_{n}} \lambda \Delta_{n} d y \mu(d z) .
\end{align*}
$$

Proof. Using Bayes' formula, we get that

$$
\begin{aligned}
& \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right] \\
& =\frac{\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[c\left(Y_{t_{k}}^{\theta}, \widetilde{\Lambda}_{\left[t_{k}, t_{k+1}\right]}\right) \mathbf{1}_{\left\{Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right\}} \mid \widetilde{J}_{1, k}\right] \widetilde{\mathrm{P}}_{X_{t_{k}}}^{\theta}\left(\widetilde{J}_{1, k}\right)}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} \\
& =\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a\right) c\left(X_{t_{k}}, a\right) \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} .
\end{aligned}
$$

This, together with Bayes' formula again, implies that

$$
\begin{aligned}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\widehat{Q}_{k}^{\theta, \theta_{0}}\left(\widehat{J}_{0, k} \mid X_{t_{k}}\right) \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\left(\left.\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a\right) c\left(X_{t_{k}}, a\right) \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} \right\rvert\, \widehat{J}_{0, k}, X_{t_{k}}\right]\right.
\end{aligned}
$$

which implies 4.10). Similarly,

$$
\begin{aligned}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{0, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\left.\mathbf{1}_{\widehat{J}_{1, k}}\left(c\left(X_{t_{k}}, \widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]}\right)\right)^{2}\left(\frac{q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)}\right)^{2} \right\rvert\, X_{t_{k}}\right] \\
& =\int_{\mathbb{R}_{0}} \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\left.\left(\frac{q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)}\right)^{2} \right\rvert\, \widehat{J}_{1, k}, \widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]}=\{a\}, X_{t_{k}}\right] c^{2}\left(X_{t_{k}}, a\right) \\
& \quad \times \widehat{Q}_{k}^{\theta, \theta_{0}}\left(\widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]} \in d a, \widehat{J}_{1, k} \mid X_{t_{k}}\right) \\
& =\int_{\mathbb{R}_{0}} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) e^{-\lambda \Delta_{n}} \lambda \Delta_{n} c^{2}\left(X_{t_{k}}, a\right) d y \mu(d a),
\end{aligned}
$$

which shows (4.11). The proof of 4.12 follows along the same lines and is therefore omitted.
By abuse of notation, consider the events $\widehat{J}_{2, k}=\left\{N_{t_{k+1}}-N_{t_{k}} \geq 2\right\}$ and $\widetilde{J}_{2, k}=\left\{M_{t_{k+1}}-M_{t_{k}} \geq\right.$ $2\}$. Set $I=\left\{\rho_{1} \Delta_{n}^{v} \leq|a| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\}$ and $\lambda_{n}=\int_{I} \nu(d a)$, where $\rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ are from hypothesis (A7). For $i=0,1,2$, set

$$
\begin{aligned}
& M_{i}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf { 1 } _ { \widehat { J } _ { i , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right. \\
&\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]
\end{aligned}
$$

Recall that for the simple Lévy process (3.1), we used a large deviation principle by conditioning on the number of jumps within the conditional expectation in order to obtain the large deviation estimates (see Lemma 3.2.6). For the non-linear model 4.1, now we will obtain the parallel of Lemma 3.2.6 in our case.

Lemma 4.2.8. Under conditions (A1)-(A5), for any $\theta \in \Theta$ and $n$ large enough, there exist constants $C, C_{0}, C_{1}>0$, such that for all $\alpha \in\left(v, \frac{1}{2}\right), \alpha_{0} \in\left(\frac{1}{4}, \frac{1}{2}\right)$, and $k \in\{0, \ldots, n-1\}$,

$$
\begin{align*}
& M_{0}^{\theta} \leq C e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}\left(1+\left|X_{t_{k}}\right|^{2}\right)\left(\lambda_{n} \Delta_{n}^{3 / 2}+\Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha-1}}\right)  \tag{4.13}\\
& M_{1}^{\theta} \leq C e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}\left(1+\left|X_{t_{k}}\right|^{3}\right)\left(\lambda_{n} \Delta_{n}^{3 / 2}+\Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2\left(\alpha \vee \alpha_{0}\right)-1}}\right)  \tag{4.14}\\
& M_{2}^{\theta} \leq C \lambda_{n} \Delta_{n}^{3 / 2}\left(1+\left|X_{t_{k}}\right|^{2}\right) \tag{4.15}
\end{align*}
$$

In particular, 4.15 holds for all $n \geq 1$.
Proof. We start showing 4.13). Multiplying the random variable inside the conditional expectation of $M_{0}^{\theta}$ by $\left(\mathbf{1}_{\tilde{J}_{0, k}}+\mathbf{1}_{\tilde{J}_{1, k}}+\mathbf{1}_{\tilde{J}_{2, k}}\right)$, we get that $M_{0}^{\theta} \leq 2\left(M_{0,1}^{\theta}+M_{0,2}^{\theta}\right)$, where for $i=1,2$,

$$
M_{0, i}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\tilde{J}_{i, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] .
$$

By 4.10, we have that

$$
M_{0,1}^{\theta}=\int_{\mathbb{R}}\left(\frac{\int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) c\left(X_{t_{k}}, a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} d y
$$

We next divide the integral in $M_{0,1}^{\theta}$ into the subdomains $\left\{y:\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}$ and $\left\{y:\left|y-X_{t_{k}}\right| \leq\right.$ $\left.\Delta_{n}^{\alpha}\right\}$, where $\alpha \in\left(v, \frac{1}{2}\right)$, and call each integral $M_{0,1,1}^{\theta}$ and $M_{0,1,2}^{\theta}$. Therefore, the estimation of $M_{0,1}^{\theta}$ will be divided into two parts. One will use large deviation for the continuous process in the first part. The other will use the fact that the jump parts are significantly bigger than the continuous parts. This fact will be obtained under condition (A3).

We start bounding $M_{0,1,1}^{\theta}$. By (4.8),

$$
\begin{equation*}
p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) \geq \int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} . \tag{4.16}
\end{equation*}
$$

Then, using the fact that by (A1), on $I,\left|c\left(X_{t_{k}}, a\right)\right| \leq C \Delta_{n}^{-\gamma}\left(1+\left|X_{t_{k}}\right|\right)$ for some constant $C>0$, and (4.9), we get that

$$
\begin{aligned}
M_{0,1,1}^{\theta} & \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) d y \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{t_{k}}\right)^{2}}{c \Delta_{n}}} e^{c \Delta_{n} X_{t_{k}}^{2}} d y \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{c \Delta_{n} X_{t_{k}}^{2}} e^{-C_{1} \Delta_{n}^{2 \alpha-1}},
\end{aligned}
$$

for some constants $C, C_{1}>0$ and $c>1$. We next treat $M_{0,1,2}^{\theta}$. Observe that 4.8) yields

$$
\begin{equation*}
\left(p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)\right)^{2} \geq q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} \int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \tag{4.17}
\end{equation*}
$$

Therefore, using hypothesis (A1) and Lemma 4.2.6, we get that for $n$ large enough

$$
\begin{aligned}
& M_{0,1,2}^{\theta} \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) d y \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \int_{I} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{\left.t_{k}-c\left(X_{t_{k}}, a\right)\right)^{2}}^{C_{3} \Delta_{n}}\right.}{} d y \mu(d a)} \begin{array}{l}
\leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \int_{I}\left\{\int_{-\infty}^{\frac{\Delta_{n}^{n-C \rho_{1} \Delta_{n}^{v}}}{\sqrt{C_{3} \Delta_{n}}}} e^{-w^{2}} d w \mathbf{1}_{\left\{c\left(X_{t_{k}}, a\right) \geq C \rho_{1} \Delta_{n}^{v}\right\}}\right. \\
\left.\quad+\int_{\frac{-\Delta_{n}^{\alpha}+C \rho_{1} \Delta_{n}^{v}}{\sqrt{C_{3} \Delta_{n}}}}^{+\infty} e^{-w^{2}} d w \mathbf{1}_{\left\{c\left(X_{t_{k}}, a\right) \leq-C \rho_{1} \Delta_{n}^{v}\right\}}\right\} \mu(d a) \\
\leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} e^{-C_{0} \Delta_{n}^{2 v-1}}
\end{array}
\end{aligned}
$$

for some constants $C, C_{0}, C_{2}, C_{3}>0$, where we have applied Fubini's theorem, the change of variables $w=\frac{y-X_{t_{k}}-c\left(X_{t_{k}}, a\right)}{\sqrt{C_{3} \Delta_{n}}}$, and the fact that by (A3), on $I,\left|c\left(X_{t_{k}}, a\right)\right| \geq C|a| \geq C \rho_{1} \Delta_{n}^{v}$ for some constant $C>0$, together with $e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \leq \lambda$. This shows that for $n$ large enough and $\alpha \in\left(v, \frac{1}{2}\right)$,

$$
\begin{equation*}
M_{0,1}^{\theta} \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} \tag{4.18}
\end{equation*}
$$

for some constants $C, C_{0}, C_{1}>0$.
In order to treat $M_{0,2}^{\theta}$, observe that by Jensen and Cauchy-Schwarz inequalities, and hypotheses (A1) and (A5), it holds that

$$
M_{0,2}^{\theta} \leq \mathrm{E}\left[\mathbf{1}_{\widetilde{J}_{2, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z)\right)^{2} \mid Y_{t_{k}}^{\theta}=X_{t_{k}}\right] \leq C \lambda_{n} \Delta_{n}^{3 / 2}\left(1+\left|X_{t_{k}}\right|^{2}\right)
$$

This shows 4.13).
We next show 4.14 . As for the term $M_{0}^{\theta}$, we have that $M_{1}^{\theta} \leq 2\left(M_{1,1}^{\theta}+M_{1,2}^{\theta}\right)$, where

$$
\begin{aligned}
& M_{1,1}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}( \right. \int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z) \\
&\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& M_{1,2}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{2, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]
\end{aligned}
$$

We start bounding $M_{1,1}^{\theta}$. Adding and substracting the term

$$
\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]
$$

inside the square, we get that $M_{1,1}^{\theta} \leq 2\left(M_{1,1,1}^{\theta}+M_{1,1,2}^{\theta}\right)$, where

$$
\begin{aligned}
M_{1,1,1}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}} & {\left[\mathbf { 1 } _ { \widehat { J } _ { 1 , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right.} \\
& \left.\left.-\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
M_{1,1,2}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}} & {\left[\mathbf { 1 } _ { \widehat { J } _ { 1 , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right.\right.} \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]
\end{aligned}
$$

Observe that $M_{1,1,1}^{\theta} \leq 2\left(M_{1,1,1,0}^{\theta}+M_{1,1,1,2}^{\theta}\right)$, where for $i=0,2$,

$$
M_{1,1,1, i}^{\theta}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta}\left[\mathbf{1}_{\tilde{J}_{i, k}} \mid Y_{t_{k+1}}^{\theta}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] .
$$

By (4.11),

$$
M_{1,1,1,0}^{\theta}=\int_{I} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} c^{2}\left(X_{t_{k}}, a\right) d y \mu(d a) .
$$

Again we divide the $d y$ integral into the subdomains $\left\{y:\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}$ and $\left\{y:\left|y-X_{t_{k}}\right| \leq\right.$ $\left.\Delta_{n}^{\alpha}\right\}$, where $\alpha \in\left(v, \frac{1}{2}\right)$, and call the terms $M_{1,1,1,0,1}^{\theta}$ and $M_{1,1,1,0,2}^{\theta}$. In the same way the term $M_{0,1,1}^{\theta}$ was treated, we use 4.17) and hypothesis (A1), we obtain that

$$
\begin{aligned}
M_{1,1,1,0,1}^{\theta} & \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) d y \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{c \Delta_{n} X_{t_{k}}^{2}} e^{-C_{1} \Delta_{n}^{2 \alpha-1}}
\end{aligned}
$$

for some constants $C, C_{1}>0$ and $c>1$. Next, 4.8) yields

$$
\begin{equation*}
p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) \geq q_{(0)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} . \tag{4.19}
\end{equation*}
$$

Then, as for the term $M_{0,1,2}^{\theta}$, using hypothesis (A1) and Lemma 4.2.6. we get that for $n$ large enough

$$
\begin{aligned}
M_{1,1,1,0,2}^{\theta} & \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{I} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) d y \mu(d a) \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} e^{-C_{0} \Delta_{n}^{2 v-1}},
\end{aligned}
$$

for some constants $C, C_{0}, C_{2}>0$. Therefore, the term $M_{1,1,1,0}^{\theta}$ satisfies 4.18.
As for the term $M_{0,2}^{\theta}$, we have that $M_{1,1,1,2}^{\theta} \leq C \lambda_{n} \Delta_{n}^{3 / 2}\left(1+\left|X_{t_{k}}\right|^{2}\right)$ for some constant $C>0$. Therefore, the term $M_{1,1,1}^{\theta}$ satisfies (4.13).

We next treat $M_{1,1,2}^{\theta}$. Using 4.12, we have that

$$
\begin{gathered}
M_{1,1,2}^{\theta}=\int_{I} \int_{\mathbb{R}}\left(\frac{\int_{I}\left(c\left(X_{t_{k}}, z\right)-c\left(X_{t_{k}}, a\right)\right) q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} \\
\times q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} d y \mu(d z) .
\end{gathered}
$$

We next fix $\alpha_{0}$ and $\varepsilon$ such that $\frac{1}{4}<\varepsilon<\alpha_{0}<\frac{1}{2}$, and consider the set

$$
E_{z}^{k}=\left\{a \in I:\left|c\left(X_{t_{k}}, z\right)-c\left(X_{t_{k}}, a\right)\right| \leq \Delta_{n}^{\varepsilon}, \text { for all } z \in I\right\} .
$$

We next split the integral inside the square of $M_{1,1,2}^{\theta}$ over the sets $\mathbf{1}_{E_{z}^{k}}$ and $\mathbf{1}_{\left(E_{z}^{k}\right)^{c}}$ and call both terms $M_{1,1,2,1}^{\theta}$ and $M_{1,1,2,2}^{\theta}$. First, 4.16) and Lemma 4.2.6 yield that

$$
\begin{equation*}
M_{1,1,2,1}^{\theta} \leq C e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}^{1+2 \varepsilon} \int_{I} \int_{\mathbb{R}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) d y \mu(d z) \leq C \lambda_{n} \Delta_{n}^{1+2 \varepsilon} e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}, \tag{4.20}
\end{equation*}
$$

for some constants $C, C_{1}>0$.
Next, we treat $M_{1,1,2,2}^{\theta}$ by dividing the domain of the $d y$ integral into the subdomains $I_{1}:=$ $\left\{y:\left|y-X_{t_{k}}-c\left(X_{t_{k}}, z\right)\right|>\Delta_{n}^{\alpha_{0}}\right\}$ and $I_{2}:=\left\{y:\left|y-X_{t_{k}}-c\left(X_{t_{k}}, z\right)\right| \leq \Delta_{n}^{\alpha_{0}}\right\}$, and call both terms
$M_{1,1,2,2,1}^{\theta}$ and $M_{1,1,2,2,2}^{\theta}$. Then, using hypothesis (A1), together with 4.16) and Lemma 4.2.6. we get that

$$
\begin{aligned}
M_{1,1,2,2,1}^{\theta} & \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{I} \int_{I_{1}} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \int_{I} \int_{I_{1}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{t_{k}}-c\left(X_{t_{k}}, z\right)\right)^{2}}{C_{3} \Delta_{n}}} d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} e^{-C_{0} \Delta_{n}^{2 \alpha}-1}
\end{aligned}
$$

for some constants $C, C_{0}, C_{2}, C_{3}>0$.
Next, (4.8) yields

$$
\left(p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)\right)^{2} \geq p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right) \int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}
$$

Then, using hypothesis (A1) and Lemma 4.2.6, we obtain that

$$
\begin{aligned}
& M_{1,1,2,2,2}^{\theta} \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \\
& \quad \times \int_{I} \int_{I_{2}} \int_{I} \mathbf{1}_{\left(E_{z}^{k}\right) c} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) \frac{q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \int_{I} \int_{I_{2}} \int_{I} \mathbf{1}_{\left(E_{z}^{k}\right)^{c}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-x_{t_{k}-c\left(X_{\left.t_{k}, a\right)}\right)^{2}}^{C_{3} \Delta_{n}}\right.}{} \mu(d a)} \\
& \quad \times \frac{q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \int_{I} \int_{I} \int_{\left\{|h| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\left(E_{z}^{k}\right)^{c}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(h+c\left(X_{\left.\left.t_{k}, z\right)-c\left(X_{t_{k}}, a\right)\right)^{2}}^{C_{3} \Delta_{n}}\right.\right.}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+c\left(X_{t_{k}}, z\right)\right)}} \\
& \quad \times \frac{q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+c\left(X_{t_{k}}, z\right) ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{D_{n}} d h \mu(d a) \mu(d z),
\end{aligned}
$$

for some constants $C, C_{2}, C_{3}>0$, where we have used the change of variable $h:=y-X_{t_{k}}-$ $c\left(X_{t_{k}}, z\right)$.

Since $|h| \leq \Delta_{n}^{\alpha_{0}}$ and $\left|c\left(X_{t_{k}}, z\right)-c\left(X_{t_{k}}, a\right)\right|>\Delta_{n}^{\varepsilon}$ on $\left(E_{z}^{k}\right)^{c}$, for $n$ large enough there exists a
constant $C_{4} \in(0,1)$ such that $\left|h+c\left(X_{t_{k}}, z\right)-c\left(X_{t_{k}}, a\right)\right| \geq C_{4} \Delta_{n}^{\varepsilon}$. Then, we deduce that

$$
\begin{aligned}
& M_{1,1,2,2,2}^{\theta} \leq C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{4}^{2} \Delta_{n}^{2 \varepsilon-1}}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \\
& \times \int_{I} \int_{\left\{|h| \leq \Delta_{n}^{\alpha_{0}}\right\}} \frac{q_{(1)}^{\theta}}{}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+c\left(X_{t_{k}}, z\right) ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \\
& p^{\theta}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+c\left(X_{t_{k}}, z\right)\right) \\
&=C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{4}^{2} \Delta_{n}^{\varepsilon /-1}}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \\
& \times \int_{I} \int_{\left\{\left|y-X_{t_{k}}-c\left(X_{t_{k}}, z\right)\right| \leq \Delta_{n}^{\alpha_{0}}\right\}} \frac{q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{4}^{2} \Delta_{n}^{\varepsilon \varepsilon}-1}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \\
& \times \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha_{0}}+C \Delta_{n}^{-\gamma}\left(1+\left|X_{t_{k}}\right|\right)\right\}} \frac{\int_{I} q_{(1)}^{\theta}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) \mu(d z) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \\
&=C \Delta_{n}^{-\frac{1}{2}-2 \gamma+\alpha_{0}} e^{-\frac{C_{4}^{C_{4}^{2} \Delta_{n}^{2 \varepsilon}-1}}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{2}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \\
& \quad+C \Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-\frac{C_{4}^{2} \Delta_{n}^{2 \varepsilon-1}}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{3}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} \\
& \leq C \Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-\frac{C_{4}^{2} \Delta_{n}^{2 \varepsilon-1}}{C_{3}}}\left(1+\left|X_{t_{k}}\right|^{3}\right) e^{C_{2} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}},
\end{aligned}
$$

where we have used the change of variable $y:=h+X_{t_{k}}+c\left(X_{t_{k}}, z\right)$, the linear growth condition on $c$, together with 4.16).

Therefore, we have shown that for $n$ large enough and $\alpha_{0} \in\left(\epsilon, \frac{1}{2}\right)$,

$$
M_{1,1,2,2}^{\theta} \leq C \Delta_{n}^{-\frac{1}{2}-3 \gamma}\left(1+\left|X_{t_{k}}\right|^{3}\right) e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}} e^{-C_{0} \Delta_{n}^{2 \alpha_{0}-1}},
$$

for some constants $C, C_{0}, C_{1}>0$, which together with 4.20 gives

$$
M_{1,1,2}^{\theta} \leq C e^{C_{1} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}\left(1+\left|X_{t_{k}}\right|^{3}\right)\left(\lambda_{n} \Delta_{n}^{1+2 \epsilon}+\Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha_{0}-1}}\right)
$$

Finally, as for the term $M_{0,2}^{\theta}$, we obtain that $M_{1,2}^{\theta}+M_{2}^{\theta} \leq C \lambda_{n} \Delta_{n}^{3 / 2}\left(1+\left|X_{t_{k}}\right|^{2}\right)$, which concludes the proof of (4.14) and (4.15).

Finally, we recall a discrete ergodic theorem.
Lemma 4.2.9. [40, Lemma 8] Assume conditions (A1) and (A6). Consider a differentiable function $g: \mathbb{R} \rightarrow \mathbb{R}$, whose derivatives have polynomial growth in $x$. Then, as $n \rightarrow \infty$,

$$
\frac{1}{n} \sum_{k=0}^{n-1} g\left(X_{t_{k}}\right) \xrightarrow{\mathrm{P}^{\theta_{0}}} \int_{\mathbb{R}} g(x) \pi_{\theta_{0}}(d x) .
$$

### 4.3 Proof of Theorem 4.1.1

In this section, the proof of Theorem 4.1.1 will be divided into several steps. We begin deriving a stochastic expansion of the log-likelihood ratio using Proposition 4.2.1 and Lemma 4.2.1. The second step is devoted to treat the negligible contributions of this expansion. Finally, the last step concludes the LAN property by applying the central limit theorem for triangular arrays.

### 4.3.1 Expansion of the log-likelihood ratio

By the Markov property and Proposition 4.2.1,

$$
\begin{aligned}
\log \frac{p\left(X^{n} ; \theta_{n}\right)}{p\left(X^{n} ; \theta_{0}\right)} & =\sum_{k=0}^{n-1} \log \frac{p^{\theta_{n}}}{p^{\theta_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \\
& =\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} p^{\theta(\ell)}}{p^{\theta(\ell)}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& =\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell
\end{aligned}
$$

where $\theta(\ell):=\theta_{n}(\ell, u):=\theta_{0}+\frac{\ell u}{\sqrt{n \Delta_{n}}}$.
We next consider the stopping time

$$
\begin{equation*}
\widehat{\tau}:=\inf \left\{s \geq 0:\left|\Delta \widehat{Z}_{s}\right|<\rho_{1} \Delta_{n}^{v} \text { or }\left|\Delta \widehat{Z}_{s}\right|>\rho_{2} \Delta_{n}^{-\gamma}\right\} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\tau}:=\inf \left\{s \geq 0:\left|\Delta \widetilde{Z}_{s}\right|<\rho_{1} \Delta_{n}^{v} \text { or }\left|\Delta \widetilde{Z}_{s}\right|>\rho_{2} \Delta_{n}^{-\gamma}\right\} \tag{4.22}
\end{equation*}
$$

where $\rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ are from hypothesis (A7).
Observe that on the event $\left\{\widehat{\tau}>n \Delta_{n}\right\}$, all the jumps of $\widehat{Z}$ in the interval $\left[0, n \Delta_{n}\right]$ are in the interval $\left[\rho_{1} \Delta_{n}^{v}, \rho_{2} \Delta_{n}^{-\gamma}\right]$. Hence, for all $\omega \in\left\{\widehat{\tau}>n \Delta_{n}\right\}, X^{\theta}$ satisfies

$$
\begin{equation*}
X_{t}^{\theta}=x_{0}+\int_{0}^{t} b\left(\theta, X_{s}^{\theta}\right) d s+\int_{0}^{t} \sigma\left(X_{s}^{\theta}\right) d B_{s}+\int_{0}^{t} \int_{I} c\left(X_{s-}^{\theta}, z\right)(N(d s, d z)-\nu(d z) d s) \tag{4.23}
\end{equation*}
$$

for all $t \in\left[0, n \Delta_{n}\right]$, where recall that $I=\left\{z \in \mathbb{R}_{0}: \rho_{1} \Delta_{n}^{v} \leq|z| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\}$. A similar statement is true for $Y^{\theta}$.

Then, multiplying by $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$ inside and $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ outside the conditional expectation above, we get that

$$
\log \frac{p\left(X^{n} ; \theta_{n}\right)}{p\left(X^{n} ; \theta_{0}\right)}=\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}+Z_{k, n}^{3, \ell}\right) d \ell
$$

where

$$
\begin{aligned}
Z_{k, n}^{1, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}} \\
Z_{k, n}^{2, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}}^{(\ell)}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} \\
Z_{k, n}^{3, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}
\end{aligned}
$$

We will later see that the terms concerning $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$ are negligible (Lemma 4.3.1). The main contribution in the asymptotics will be given by $Z_{k, n}^{3, \ell}$, which expresses the fact that the small and large jumps do not interfere with the Gaussian behaviour of the transition density. In fact to see this, applying Lemma 4.2 .1 to $Z_{k, n}^{3, \ell}$, and using equation 4.1 for the term $X_{t_{k+1}}-X_{t_{k}}$ coming from the term $Y_{t_{k+1}}^{\theta(\ell)}-Y_{t_{k}}^{\theta(\ell)}$ in Lemma 4.2.1. we obtain the following expansion of the log-likehood ratio

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ; \theta_{n}\right)}{p\left(X^{n} ; \theta_{0}\right)}=\sum_{k=0}^{n-1} \xi_{k, n}+\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left\{Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}\right. \\
&+\left(Z_{k, n}^{4, \ell}+Z_{k, n}^{5, \ell}+Z_{k, n}^{6, \ell}\right) \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[\mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \\
&\left.+\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[\left(R^{\theta(\ell), k}-R_{4}^{\theta(\ell), k}-R_{6}^{\theta(\ell), k}\right) \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right\} d \ell
\end{aligned}
$$

where

$$
\begin{aligned}
& \xi_{k, n}= \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\sigma\left(X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell, \\
& Z_{k, n}^{4, \ell}=\Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}}\left(b\left(\theta_{0}, X_{s}^{\theta_{0}}\right)-b\left(\theta_{0}, X_{t_{k}}\right)\right) d s, \\
& Z_{k, n}^{5, \ell}=\Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}}\left(\sigma\left(X_{s}^{\theta_{0}}\right)-\sigma\left(X_{t_{k}}\right)\right) d B_{s}, \\
& Z_{k, n}^{6, \ell}=\Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} c\left(X_{s-}^{\theta_{0}}, z\right) \widetilde{N}(d s, d z), \\
& R^{\theta(\ell), k}=R_{1}^{\theta(\ell), k}+R_{2}^{\theta(\ell), k}+R_{3}^{\theta(\ell), k}-R_{5}^{\theta(\ell), k} .
\end{aligned}
$$

In the next subsections we will show that $\xi_{k, n}$ is the only term that contributes to the limit in Theorem 4.1.1, and all the others are negligible contributions. Therefore again, the main behaviour is given by the Gaussian and drift components of the equation (4.1).

### 4.3.2 Negligible contributions

Lemma 4.3.1. Under conditions (A1)-(A5) and (A7), as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

Proof. It suffices to show that condition 1.16 of Lemma 1.4 .2 holds for each sequence $\left(Z_{k, n}^{i, \ell}\right)_{k \geq 1}$ under the measure $\mathrm{P}^{\theta_{0}}$.

First, applying Hölder's and Jensen's inequalities, Girsanov's theorem, Lemma 4.2.5, and (4.7), we obtain that for some constants $C, q_{0}>0$,

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{1, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \\
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{(\ell)}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{\frac{1}{p}} \\
& \quad \times\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} d \ell \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{E}_{\widehat{Q}_{k}^{\theta}(\ell), \theta_{0}}\left[\left.\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right. \\
& \left.\quad+\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid X_{t_{k}}\right]\right)^{\frac{1}{p}}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} d \ell \\
& \leq \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}},
\end{aligned}
$$

where $p, q>1$ and $\frac{1}{p}+\frac{1}{q}=1$. On the other hand,

$$
\begin{aligned}
& \mathrm{P}\left(\widehat{\tau}>n \Delta_{n} \mid X_{t_{k}}\right)=\mathrm{P}\left(\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma} \mid X_{t_{k}}\right) \\
& =\mathrm{P}\left(\forall s \in\left[0, k \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma} \mid X_{t_{k}}\right) \\
& \quad \times \sum_{j=0}^{\infty} \mathrm{P}\left(\left\{\forall s \in\left[k \Delta_{n}, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\} \cap\left\{N_{n \Delta_{n}}-N_{k \Delta_{n}}=j\right\}\right) \\
& \leq \sum_{j=0}^{\infty} e^{-\lambda_{n}(n-k) \Delta_{n}} \frac{\left(\lambda_{n}(n-k) \Delta_{n}\right)^{j}}{j!} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)^{j} \\
& =e^{-\lambda_{n}(n-k) \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)},
\end{aligned}
$$

where $\widehat{\Lambda}$ is a random variable with distribution $\frac{\nu}{\lambda}$. Therefore, we obtain that

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{1, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(1-e^{-\lambda_{n}(n-k) \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \\
& \leq\left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)
\end{aligned}
$$

Then, using the fact that $1-e^{-x} \leq x$, for all $x \geq 0$, and that $\lambda_{n} \leq \lambda$, we get that

$$
\begin{aligned}
& \left.\left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right.}\right)\right)^{\frac{1}{q}} \\
& \leq\left(\lambda n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)\right)^{\frac{1}{q}} \\
& \leq c_{q}\left\{\left(\lambda n \Delta_{n} \mathrm{P}\left(|\widehat{\Lambda}| \geq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)^{\frac{1}{q}}+\left(\lambda n \Delta_{n} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \geq|\widehat{\Lambda}|\right)\right)^{\frac{1}{q}}\right\} \\
& =c_{q}\left\{\left(n \Delta_{n} \int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)\right)^{\frac{1}{q}}+\left(n \Delta_{n} \int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}}\right\}
\end{aligned}
$$

Therefore, by (A7) we conclude that 1.16 holds true, and by Lemma 1.4.2, as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} Z_{k, n}^{1, \ell} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

Next, as for the term $Z_{k, n}^{1, \ell}$, applying Girsanov's theorem, Lemma 4.2.5, and (4.7), we obtain
that for some constants $C, q_{0}>0$,

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{2, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{(\ell)}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right|\right. \\
& \left.\quad+\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid X_{t_{k}}\right]\right) d \ell \\
& \leq \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\mid X_{t_{k}}{ }^{\mid q_{0}}\right)\left(\mathrm{P}\left(\widetilde{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}},
\end{aligned}
$$

where we have used Hölder's inequality with $p>1$ and $q>1$ conjugate. On the other hand,

$$
\begin{aligned}
& \mathrm{P}\left(\widetilde{\tau}>n \Delta_{n} \mid X_{t_{k}}\right)=\mathrm{P}\left(\widetilde{\tau}>n \Delta_{n}\right)=\mathrm{P}\left(\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widetilde{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right) \\
& =\sum_{j=0}^{\infty} \mathrm{P}\left(\left\{\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widetilde{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\} \cap\left\{M_{n \Delta_{n}}-M_{0}=j\right\}\right) \\
& =\sum_{j=0}^{\infty} e^{-\lambda_{n} n \Delta_{n}} \frac{\left(\lambda_{n} n \Delta_{n}\right)^{j}}{j!} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widetilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)^{j} \\
& =e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widetilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)},
\end{aligned}
$$

where $\widetilde{\Lambda}$ is a random variable with distribution $\frac{\nu}{\lambda}$. Therefore, we obtain that

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{2, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\tilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \\
& \leq c_{q}\left\{\left(n \Delta_{n} \int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)\right)^{\frac{1}{q}}+\left(n \Delta_{n} \int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}}\right\} \frac{|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right) .
\end{aligned}
$$

Therefore, by (A7) we conclude that 1.16) holds true, and by Lemma 1.4.2, as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} Z_{k, n}^{2, \ell} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

Thus, the result follows.

Lemma 4.3.2. Under conditions (A1)-(A5) and (A7), as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[R^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 .
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{\theta( }\left[R^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.24}\\
& \left.\left.\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}^{\theta\left(R^{\theta(\ell), k}\right.} \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \right\rvert\, Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.25}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{\theta()^{2}}\left[R^{\theta(\ell), k} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 . \tag{4.26}
\end{align*}
$$

The convergences (4.24) and 4.25) are treated similarly as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$. To treat (4.26), it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 hold under the measure $\mathrm{P}^{\theta_{0}}$. We start showing (i). Applying Girsanov's theorem, Lemma 4.2.5, (4.5), and 4.6) with $p=2$, we get that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[R^{\theta(\ell), k} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell\right| \\
& \leq \sum_{k=0}^{n-1} \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.R^{\theta(\ell), k}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell \\
& \leq \frac{C|u| \Delta_{n}^{1 / 4}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

for some constants $C, q>0$. Observe that (4.6) and 4.7) remain valid under the measure $\widehat{\mathrm{P}}^{\alpha}$ defined in Lemma 4.2.5. This shows Lemma 1.4.1(i). Similarly, applying Jensen's inequality, Girsanov's theorem, Lemma 4.2.5, and 4.6 with $p \in\{2,4\}$, we obtain that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \mathrm{E}\left[\left(\int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}^{(\ell)}\left[R^{\theta(\ell), k} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \int_{0}^{1}\left\{\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left(R^{\theta(\ell), k}\right)^{2} \mid X_{t_{k}}\right]+\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left(R^{\theta(\ell), k}\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right|\right\} d \ell \\
& \leq \frac{C u^{2} \Delta_{n}^{1 / 4}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

which concludes the desired result.
Lemma 4.3.3. Under conditions (A1)-(A2), (A4)-(A5) and (A7), as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 .
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0  \tag{4.27}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0  \tag{4.28}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 \tag{4.29}
\end{align*}
$$

The convergences (4.27) and (4.28) are treated similarly as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$. We next treat 4.29. Clearly, for all $n \geq 1$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[Z_{k, n}^{5, \ell} \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell=0
$$

and by Lemma 4.2.2(i),

$$
\sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \mathrm{E}\left[\left(\int_{0}^{1} Z_{k, n}^{5, \ell} d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{2} \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constants $C, q>0$. Thus, Lemma 1.4.1 concludes the desired result.
Lemma 4.3.4. Assume conditions (A1)-(A2), (A4)-(A5) and (A7). Then as $n \rightarrow \infty$,

$$
\left.\left.\left.\begin{array}{rl}
\sum_{k=0}^{n-1} & \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{4,} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right. \\
& \quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}
\end{array} R_{4}^{\theta(\ell), k} \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \right\rvert\, Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0.0 .
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{4, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[\mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.30}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{4, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.31}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[R_{4}^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.32}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[R_{4}^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.33}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{4, \ell}-\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{\theta( }\left[R_{4}^{\theta(\ell), k} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 . \tag{4.34}
\end{align*}
$$

The convergences (4.30), (4.31), 4.32) and (4.33) are treated similarly as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$. We next treat 4.34). By the mean value theorem,

$$
Z_{k, n}^{4, \ell}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[R_{4}^{\theta(\ell), k} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]=M_{k, n, 1}+M_{k, n, 2}
$$

where

$$
\begin{aligned}
M_{k, n, 1}:= & -\frac{\ell u \Delta_{n}}{\sqrt{n \Delta_{n}}} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)} \int_{t_{k}}^{t_{k+1}}\left(\partial_{\theta} b\left(\theta_{0}+\frac{\ell u w}{\sqrt{n \Delta_{n}}}, X_{s}^{\theta_{0}}\right)-\partial_{\theta} b\left(\theta_{0}+\frac{\ell u w}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right)\right) d s, \\
M_{k, n, 2}:= & \Delta_{n} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta(\ell), X_{s}^{\theta_{0}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) d s\right. \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{\theta\left(\int_{t_{k}}\right.}\left[b\left(\theta(\ell), Y_{s}^{\theta(\ell)}\right)-b\left(\theta(\ell), Y_{t_{k}}^{\theta(\ell)}\right)\right) d s \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right),
\end{aligned}
$$

for some $w \in(0,1)$.

Using Lemma 4.2.2(i), we get that

$$
\sum_{k=0}^{n-1} \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \mathrm{E}\left[\left|\int_{0}^{1} M_{k, n, 1} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{2} \sqrt{\Delta_{n}}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constants $C, q>0$. Therefore, by Lemma 1.4.2, we conclude that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} M_{k, n, 1} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

We next show that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} M_{k, n, 2} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 .
$$

Using Girsanov's theorem, and Lemmas 4.2.5 and 4.2.2(i), we obtain that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[M_{k, n, 2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell\right|=\left\lvert\, \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right. \\
& \times\left\{\int_{t_{k}}^{t_{k+1}} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left(b\left(\theta(\ell), X_{s}^{\theta(\ell)}\right)-b\left(\theta(\ell), X_{t_{k}}^{\theta(\ell)}\right)\right)\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right] d s\right. \\
& \left.-\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta(\ell), Y_{s}^{\theta(\ell)}\right)-b\left(\theta(\ell), Y_{t_{k}}^{\theta(\ell)}\right)\right) d s\left(\frac{d \widehat{\mathrm{P}}^{\theta(\ell), \theta_{0}}}{d \widehat{Q}_{k}^{(\ell)}}\right) \right\rvert\, X_{t_{k}}\right]\right\} d \ell \mid \\
& \leq \frac{C|u| \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

for some constants $C, q>0$, which shows Lemma 1.4.1(i).
Finally, proceeding as in the proof of Lemma 4.3.2, we get that condition (ii) of Lemma 1.4.1 holds. Thus, the result follows.

Lemma 4.3.5. Assume conditions (A1)-(A2), (A4)-(A5) and (A7). Then as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} & \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{6, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}\right. \\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[R_{6}^{\theta(\ell), k} \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}}\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
\end{aligned}
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to
show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{6, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.35}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{6, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[\mathbf{1}_{\left\{\widetilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.36}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[R_{6}^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.37}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[R_{6}^{\theta(\ell), k} \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0,  \tag{4.38}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{s-}^{\theta_{0}}, z\right) \widetilde{N}(d s, d z)\right.  \tag{4.39}\\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 . \tag{4.40}
\end{align*}
$$

The convergences 4.35 - 4.38 are treated similarly as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$. We next treat 4.40 . By Girsanov's theorem,

$$
\begin{aligned}
& \mathrm{E}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{s-}^{\theta_{0}}, z\right) \widetilde{N}(d s, d z)-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& =-\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z) \frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}} \right\rvert\, X_{t_{k}}\right] \\
& =0
\end{aligned}
$$

where we have used the independence between $\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z)$ and $\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}$ together with the fact that $\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z)\right]=0$. This shows that the term (i) of Lemma 1.4 .1 is actually equal to 0 for all $n \geq 1$.

We next show that condition (ii) of Lemma 1.4.1 holds. Cauchy-Schwarz inequality gives

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}} \mathrm{E}\left[\left(\int _ { 0 } ^ { 1 } \frac { \partial _ { \theta } b ( \theta ( \ell ) , X _ { t _ { k } } ) } { \sigma ^ { 2 } ( X _ { t _ { k } } ) } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{s-}^{\theta_{0}}, z\right) \widetilde{N}(d s, d z)\right.\right.\right. \\
& \left.\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{s-}^{\theta(\ell)}, z\right) \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right) d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq 3\left(D_{1}+D_{2}+D_{3}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
D_{1}= & \frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \\
& \times \mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I}\left(c\left(X_{s-}^{\theta_{0}}, z\right)-c\left(X_{t_{k}}, z\right)\right) \widetilde{N}(d s, d z)\right)^{2} \mid X_{t_{k}}\right] d \ell \\
D_{2}= & \frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \\
& \times \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}^{X_{k}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I}\left(c\left(Y_{s-}^{\theta(\ell)}, z\right)-c\left(Y_{t_{k}}^{\theta(\ell)}, z\right)\right) \widetilde{M}(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
D_{3}= & \frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right. \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell .
\end{aligned}
$$

Using Burkhölder's inequality, the Lipschitz property of $c$ and Lemma $4.2 .2(\mathrm{i})$, together with hypotheses (A1)-(A2) and (A4)-(A5), we get that for some constants $C, q>0$,

$$
D_{1} \leq \frac{C u^{2} \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

Moreover, using Girsanov's theorem, Burkhölder's inequality, Lemmas 4.2.5 and 4.2.2(i), together with hypotheses (A1)-(A2) and (A4)-(A5), we obtain that for some constants $C, q>$ 0 ,

$$
\begin{aligned}
D_{2} \leq & \frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2}\left\{\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I}\left(c\left(Y_{s-}^{\theta(\ell)}, z\right)-c\left(Y_{t_{k}}^{\theta(\ell)}, z\right)\right) \widetilde{M}(d s, d z)\right)^{2} \mid X_{t_{k}}\right]\right. \\
& \left.+\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left(\int_{t_{k}}^{t_{k+1}} \int_{I}\left(c\left(Y_{s-}^{\theta(\ell)}, z\right)-c\left(Y_{t_{k}}^{\theta(\ell)}, z\right)\right) \widetilde{M}(d s, d z)\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right|\right\} d \ell \\
\leq & C\left(\Delta_{n}+\frac{1}{\sqrt{n}}\right) \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) .
\end{aligned}
$$

Again, Girsanov's theorem yields $D_{3}=D_{3,1}+D_{3,2}$, where

$$
\begin{aligned}
& D_{3,1}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right. \\
&\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right) \left.^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right] d \ell, \\
& D_{3,2}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right. \\
&\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell .
\end{aligned}
$$

Observe that $\left|D_{3,1}\right| \leq 2\left(D_{3,1,1}+D_{3,1,2}\right)$, where

$$
\begin{aligned}
& D_{3,1,1}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \\
& \times\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell, \\
& D_{3,1,2}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\right)^{2} \\
& \times\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left.\left(\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell)}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell .
\end{aligned}
$$

Using the same arguments as for the term $D_{2}$, we get that for some constants $C, q>0$,

$$
D_{3,1,1} \leq \frac{C}{\sqrt{n \Delta_{n}}} \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

Applying Lemma 4.2.5, Jensen's inequality and (A1), (A5), we obtain that

$$
\begin{aligned}
D_{3,1,2} \leq & \frac{C u^{2}}{n \Delta_{n} \sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \\
& \times \int_{0}^{1}\left(\widehat{\mathrm{E}}^{\alpha}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z)\right)^{4} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{1 / 2} d \ell \\
\leq & \frac{C}{\sqrt{n \Delta_{n}}} \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C, q>0$.
Next, hypotheses (A2) and (A4)(b) yield that

$$
\begin{aligned}
D_{3,2} \leq \frac{C u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1}(1 & \left.+\left|X_{t_{k}}\right|^{q}\right) \int_{0}^{1} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(X_{t_{k}}, z\right) N(d s, d z)\right.\right. \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} c\left(Y_{t_{k}}^{\theta(\ell)}, z\right) M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell
\end{aligned}
$$

for some constants $C, q>0$.
Multiplying the random variable inside the expectation by $\left(\mathbf{1}_{\widehat{J}_{0, k}}+\mathbf{1}_{\widehat{J}_{1, k}}+\mathbf{1}_{\widehat{J}_{2, k}}\right)$ and applying Lemma 4.2.8, we get that for any $\alpha \in\left(v, \frac{1}{2}\right)$ and $\alpha_{0} \in\left(\frac{1}{4}, \frac{1}{2}\right)$,

$$
\begin{aligned}
D_{3,2} & \leq \frac{C u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \int_{0}^{1}\left(M_{0}^{\theta(\ell)}+M_{1}^{\theta(\ell)}+M_{2}^{\theta(\ell)}\right) d \ell \\
& \leq C\left(\lambda_{n} \sqrt{\Delta_{n}}+\Delta_{n}^{-\frac{3}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2\left(\alpha \vee \alpha_{0}\right)-1}}\right) \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) e^{c_{0} \Delta_{n}^{1-2 \gamma} X_{t_{k}}^{2}}
\end{aligned}
$$

for some constants $c_{0}, C_{0}, C, q>0$. By hypothesis (A8), $D_{3,2}$ converges to zero in $\mathrm{P}^{\theta_{0}}$-probability as $n \rightarrow \infty$. The desired proof is now finished.

### 4.3.3 Main contributions : LAN property

Proof. We write $\xi_{k, n}=\xi_{k, n, 1}-\xi_{k, n, 2}-\xi_{k, n, 3}$, where

$$
\begin{aligned}
\xi_{k, n, 1}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\sigma\left(X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) d \ell \\
\xi_{k, n, 2}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\sigma\left(X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}} d \ell, \\
\xi_{k, n, 3}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\sigma\left(X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell)}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

First, proceeding as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$, we get that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1}\left(\xi_{k, n, 2}+\xi_{k, n, 3} \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 .\right.
$$

Next, applying Lemma 1.4.3 to $\xi_{k, n, 1}$, we need to consider $\mathrm{E}^{\theta_{0}}\left[\xi_{k, n, 1}^{r} \mid \widehat{\mathcal{F}}_{t_{k}}\right]$ for $r=1,2$ and 4 but this conditional expectation equals $\mathrm{E}\left[\xi_{k, n, 1}^{r} \mid \widehat{\mathcal{F}}_{t_{k}}\right]$. Therefore, it suffices to show that as $n \rightarrow \infty$ :

$$
\begin{align*}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}}}-\frac{u^{2}}{2} \Gamma\left(\theta_{0}\right)  \tag{4.41}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}^{\theta_{0}}} u^{2} \Gamma\left(\theta_{0}\right)  \tag{4.42}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}}} 0 \tag{4.43}
\end{align*}
$$

where

$$
\Gamma\left(\theta_{0}\right)=\int_{\mathbb{R}}\left(\frac{\partial_{\theta} b\left(\theta_{0}, x\right)}{\sigma(x)}\right)^{2} \pi_{\theta_{0}}(d x)
$$

Proof of 4.41]. Since $\mathrm{E}\left[B_{t_{k+1}}-B_{t_{k}} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=0$, we get that

$$
\begin{aligned}
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] & =-\frac{u^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)} \partial_{\theta} b\left(\theta_{0}+\frac{\ell u v}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right) d \ell \\
& =-\frac{u^{2}}{2 n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)}\right)^{2}-H_{1}-H_{2}
\end{aligned}
$$

where $v \in(0,1), H_{1}=\sum_{k=0}^{n-1} H_{k, n}$, and

$$
\begin{aligned}
& H_{k, n}:=\frac{u^{2}}{n} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\partial_{\theta} b\left(\theta_{0}+\frac{\ell u v}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)\right) d \ell \\
& H_{2}:=\frac{u^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)\right) d \ell
\end{aligned}
$$

Using hypotheses (A2) and (A4)(b), (c), we have that for some constants $C, \epsilon, q>0$,

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\left|H_{k, n}\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C|u|^{\epsilon+2}|v|^{\epsilon}}{\left(\sqrt{n \Delta_{n}}\right)^{\epsilon}} \frac{1}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

which, by Lemma 1.4.2, implies that $H_{1} \xrightarrow{\mathrm{P}^{\theta_{0}}} 0$ as $n \rightarrow \infty$. Thus, so does $H_{2}$ by using the same argument. On the other hand, applying Lemma 4.2.9, we obtain that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)}\right)^{2} \xrightarrow{\mathrm{P}^{\theta_{0}}} \Gamma\left(\theta_{0}\right) \tag{4.44}
\end{equation*}
$$

which gives (4.41).
Proof of 4.42. First, from the previous computations, we have that

$$
\begin{aligned}
\sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2} & =\frac{u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)} \partial_{\theta} b\left(\theta_{0}+\frac{\ell u v}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right) d \ell\right)^{2} \\
& \leq \frac{C u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C, q>0$, which converges to zero in $\mathrm{P}^{\theta_{0}}$-probability as $n \rightarrow \infty$.
Next, using properties of the moments of the Brownian motion, we can write

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)}\right)^{2}+H_{3}+H_{4}+H_{5}
$$

where

$$
\begin{aligned}
H_{3} & :=\frac{2 u^{2}}{n} \sum_{k=0}^{n-1} \frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)} d \ell \\
H_{4} & :=\frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(X_{t_{k}}\right)} d \ell\right)^{2} \\
H_{5} & :=\frac{u^{2} \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(X_{t_{k}}\right)}\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) d \ell\right)^{2}
\end{aligned}
$$

As for the term $H_{1}$, using hypotheses (A2) and (A4)(b), (c), we get that $H_{3}, H_{4}, H_{5}$ converge to zero in $\mathrm{P}^{\theta_{0}}$-probability as $n \rightarrow \infty$. Moreover, using again 4.44), we conclude 4.42).

Proof of (4.43). Basic computation yields

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constants $C, q>0$. The proof of Theorem 4.1.1 is now completed.

### 4.4 Maximum likelihood estimator for Ornstein-Uhlenbeck process with jumps

Consider the Ornstein-Uhlenbeck process with jumps defined in Example 4.1.1 1)

$$
\begin{equation*}
X_{t}^{\theta}=x_{0}-\theta \int_{0}^{t} X_{s}^{\theta} d s+\sigma B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \tilde{N}(d s, d z) \tag{4.45}
\end{equation*}
$$

where $\theta>0, \sigma \in \mathbb{R}_{0}$ and the Lévy measure satisfies (A5), (A7), and is finite. Assume that there exists a constant $C>0$ such that $\int_{\mathbb{R}_{0}} e^{C z^{2}} \nu(d z)<\infty$.

By the Markov property, the log-likelihood function based on $X^{n}$ can be written as follows

$$
\begin{equation*}
\ell_{n}\left(\theta_{0}\right)=\log p\left(X^{n} ; \theta_{0}\right)=\sum_{k=0}^{n-1} \log p^{\theta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \tag{4.46}
\end{equation*}
$$

The maximum likelihood estimator $\widehat{\theta}_{n}$ of $\theta_{0}$ is defined as the solution to the likelihood equation $\partial_{\theta} \ell_{n}\left(\theta_{0}\right)=0$.

Theorem 4.4.1. Assume conditions (A5) and (A7). Then, the maximum likelihood estimators $\widehat{\theta}_{n}$ of $\theta_{0}$ are consistent and asymptotically efficient. That is, as $n \rightarrow \infty$,

$$
\widehat{\theta}_{n} \xrightarrow{\mathrm{P}^{\theta_{0}}} \theta_{0}
$$

and

$$
\sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta_{0}}\right)} \mathcal{N}\left(0, \Gamma\left(\theta_{0}\right)^{-1}\right),
$$

where

$$
\Gamma\left(\theta_{0}\right)=\frac{1}{2 \theta_{0}}\left(1+\frac{1}{\sigma^{2}} \int_{\mathbb{R}_{0}} z^{2} \nu(d z)\right)
$$

Proof. Using 4.46) and Proposition 4.2.1, the likelihood equation is equivalent to

$$
\begin{equation*}
\sum_{k=0}^{n-1} \frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta_{0}}=X_{t_{k+1}}\right]=0 \tag{4.47}
\end{equation*}
$$

where

$$
\begin{aligned}
& Y_{t}^{\theta}(s, x)=x-\theta \int_{s}^{t} Y_{u}^{\theta}(s, x) d u+\sigma \int_{s}^{t} d W_{u}+\int_{s}^{t} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z) \\
& Y_{t}^{\theta}=x_{0}-\theta \int_{0}^{t} Y_{u}^{\theta} d u+\sigma W_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z)
\end{aligned}
$$

From Lemma 4.2.1

$$
\begin{align*}
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)=- & \Delta_{n} Y_{t_{k}}^{\theta_{0}} \sigma^{-2}\left(Y_{t_{k+1}}^{\theta_{0}}-Y_{t_{k}}^{\theta_{0}}+\theta_{0} Y_{t_{k}}^{\theta_{0}} \Delta_{n}\right)  \tag{4.48}\\
& +R_{1}^{\theta_{0}, k}+R_{2}^{\theta_{0}, k}+R_{3}^{\theta_{0}, k}-R_{4}^{\theta_{0}, k}-R_{6}^{\theta_{0}, k}
\end{align*}
$$

where

$$
\begin{aligned}
R_{1}^{\theta_{0}, k} & :=-\sigma^{-1} \int_{t_{k}}^{t_{k+1}} D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}{\partial_{x} Y_{t_{k+1}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}\right) \partial_{x} Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right) d s \\
R_{2}^{\theta_{0}, k} & :=-\sigma^{-1} \int_{t_{k}}^{t_{k+1}} \frac{Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}{\partial_{x} Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)} d s \int_{t_{k}}^{t_{k+1}}\left(\partial_{x} Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)-\partial_{x} Y_{t_{k}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) d W_{s} \\
R_{3}^{\theta_{0}, k} & :=-\sigma^{-1} \int_{t_{k}}^{t_{k+1}}\left(\frac{Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}{\partial_{x} Y_{s}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}-\frac{Y_{t_{k}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}{\partial_{x} Y_{t_{k}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right)}\right) d s \int_{t_{k}}^{t_{k+1}} \partial_{x} Y_{t_{k}}^{\theta_{0}}\left(t_{k}, X_{t_{k}}\right) d W_{s}, \\
R_{4}^{\theta_{0}, k} & :=\Delta_{n} Y_{t_{k}}^{\theta_{0}} \sigma^{-2} \theta_{0} \int_{t_{k}}^{t_{k+1}}\left(Y_{s}^{\theta_{0}}-Y_{t_{k}}^{\theta_{0}}\right) d s \\
R_{6}^{\theta_{0}, k} & :=-\Delta_{n} Y_{t_{k}}^{\theta_{0}} \sigma^{-2} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z)
\end{aligned}
$$

Plugging (4.48) into (4.47), taking the conditional expectation, and using equation 4.45), we obtain that

$$
\begin{aligned}
\widehat{\theta}_{n} & =\frac{\sum_{k=0}^{n-1}\left(-X_{t_{k}}\left(X_{t_{k+1}}-X_{t_{k}}\right)+\frac{\sigma^{2}}{\Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}}\left[R_{1}^{\theta_{0}, k}+R_{2}^{\theta_{0}, k}+R_{3}^{\theta_{0}, k}-R_{4}^{\theta_{0}, k}-R_{6}^{\theta_{0}, k} \mid Y_{t_{k+1}}^{\theta_{0}}=X_{t_{k+1}}\right]\right)}{\Delta_{n} \sum_{k=0}^{n-1} X_{t_{k}}^{2}} \\
& =\theta_{0}+\frac{-\frac{1}{\sigma n \Delta_{n}} \sum_{k=0}^{n-1} X_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right)+S_{1}+S_{2}-S_{3}}{\frac{1}{\sigma^{2} n} \sum_{k=0}^{n-1} X_{t_{k}}^{2}},
\end{aligned}
$$

where

$$
\begin{aligned}
& S_{1}=\frac{1}{n \Delta_{n}^{2}} \sum_{k=0}^{n-1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}}\left[R_{1}^{\theta_{0}, k}+R_{2}^{\theta_{0}, k}+R_{3}^{\theta_{0}, k} \mid Y_{t_{k+1}}^{\theta_{0}}=X_{t_{k+1}}\right] \\
& S_{2}=\frac{\theta_{0}}{\sigma^{2} n \Delta_{n}} \sum_{k=0}^{n-1} X_{t_{k}}\left(\int_{t_{k}}^{t_{k+1}}\left(X_{s}^{\theta_{0}}-X_{t_{k}}^{\theta_{0}}\right) d s-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}}\left[\int_{t_{k}}^{t_{k+1}}\left(Y_{s}^{\theta_{0}}-Y_{t_{k}}^{\theta_{0}}\right) d s \mid Y_{t_{k+1}}^{\theta_{0}}=X_{t_{k+1}}\right]\right) \\
& S_{3}=\frac{1}{\sigma^{2} n \Delta_{n}} \sum_{k=0}^{n-1} X_{t_{k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{N}(d s, d z)-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta_{0}}=X_{t_{k+1}}\right]\right)
\end{aligned}
$$

Using the ergodicity property and applying Lemma 4.2.9, we obtain that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{\sigma^{2} n} \sum_{k=0}^{n-1} X_{t_{k}}^{2} \xrightarrow{\mathrm{P}^{\theta_{0}}} \Gamma\left(\theta_{0}\right) \tag{4.49}
\end{equation*}
$$

On the other hand, it can be checked that under conditions (A5) and (A7), $S_{1}, S_{2}, S_{3} \xrightarrow{\mathrm{P}^{\theta_{0}}} 0$ as $n \rightarrow \infty$. Moreover, applying Lemma 1.4.1, we get that as $n \rightarrow \infty$,

$$
\frac{1}{\sigma n \Delta_{n}} \sum_{k=0}^{n-1} X_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right) \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

Therefore, we have shown that $\hat{\theta}_{n} \xrightarrow{\mathrm{P}^{\theta_{0}}} \theta_{0}$ as $n \rightarrow \infty$.
Next, we can write

$$
\sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\frac{-\frac{1}{\sigma \sqrt{n \Delta_{n}}} \sum_{k=0}^{n-1} X_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right)+\sqrt{n \Delta_{n}}\left(S_{1}+S_{2}-S_{3}\right)}{\frac{1}{\sigma^{2} n} \sum_{k=0}^{n-1} X_{t_{k}}^{2}}
$$

Then, using Lemma 1.4.3 and 4.49, we obtain that as $n \rightarrow \infty$,

$$
\frac{1}{\sigma \sqrt{n \Delta_{n}}} \sum_{k=0}^{n-1} X_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta_{0}}\right)} \mathcal{N}\left(0, \Gamma\left(\theta_{0}\right)\right)
$$

This, together with 4.49) and the fact that under conditions (A5) and (A7) as $n \rightarrow \infty$,

$$
\sqrt{n \Delta_{n}}\left(S_{1}+S_{2}-S_{3}\right) \xrightarrow{\mathrm{P}^{\theta_{0}}} 0
$$

concludes that $n \rightarrow \infty$,

$$
\sqrt{n \Delta_{n}}\left(\widehat{\theta}_{n}-\theta_{0}\right) \xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta_{0}}\right)} \mathcal{N}\left(0, \Gamma\left(\theta_{0}\right)^{-1}\right)
$$

The proof of Theorem 4.4.1 is now completed.

## Chapitre 5

## LAN property for a jump-diffusion process : drift and diffusion parameters

In this chapter, we consider an ergodic diffusion process with jumps driven by a Brownian motion and a Poisson random measure associated with a compensated compound Poisson process, whose drift and diffusion coefficients depend on unknown parameters. Supposing that the process is observed discretely at high frequency, we derive the local asymptotic normality (LAN) property. In order to obtain this result, Malliavin calculus and Girsanov's theorem are applied in order to write the log-likelihood ratio in terms of sums of conditional expectations, for which a central limit theorem for triangular arrays can be applied.

### 5.1 Introduction and main result

On a complete probability space $(\Omega, \mathcal{F}, \mathrm{P})$ defined in Definition 1.1.3, we consider the process $X^{\theta, \beta}=\left(X_{t}^{\theta, \beta}\right)_{t \geq 0}$ solution to the following stochastic differential equation with jumps

$$
\begin{equation*}
d X_{t}^{\theta, \beta}=b\left(\theta, X_{t}^{\theta, \beta}\right) d t+\sigma\left(\beta, X_{t}^{\theta, \beta}\right) d B_{t}+\int_{\mathbb{R}_{0}} z(N(d t, d z)-\nu(d z) d t) \tag{5.1}
\end{equation*}
$$

where $X_{0}^{\theta, \beta}=x_{0} \in \mathbb{R}, \mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}, B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, and $N(d t, d z)$ is a Poisson random measure in $\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)\right)$ independent of $B$, with intensity measure $\nu(d z) d t$, and finite Lévy measure $\lambda=\int_{\mathbb{R}_{0}} \nu(d z)<\infty$. The compensated Poisson random measure is denoted by $\tilde{N}(d t, d z):=N(d t, d z)-\nu(d z) d t$. Let $\widehat{Z}=\left(\widehat{Z}_{t}\right)_{t \geq 0}$ be a compensated compound Poisson process associated with $N(d t, d z)$, i.e., $\widehat{Z}_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z(N(d s, d z)-\nu(d z) d s)$, for $t \geq 0$. The random variable $\widehat{\Lambda}$ that describes the jump sizes of $\widehat{Z}$ takes values in $A=\left\{a_{i}, i \in \mathbb{N}\right\}, a_{i} \in \mathbb{R}_{0}$, and has distribution $\mu(d z)=\frac{\nu(d z)}{\lambda}=\sum_{i=1}^{\infty} p_{a_{i}} \delta_{a_{i}}(d z)$, where $0 \leq p_{a_{i}} \leq 1$, and $\sum_{i=1}^{\infty} p_{a_{i}}=1$. Let $\left\{\widehat{\mathcal{F}}_{t}\right\}_{t \geq 0}$ denote the natural filtration generated by $B$ and $N$. The unknown parameters $(\theta, \beta)$ belong to $\Theta \times \Sigma$ which is an open rectangle of $\mathbb{R}^{2}$. The coefficients $b: \Theta \times \mathbb{R} \rightarrow \mathbb{R}$ and $\sigma: \Sigma \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable functions satisfying condition (A1) below under which equation (5.1) has a unique $\widehat{\mathcal{F}}_{t^{-}}$adapted càdlàg solution $X^{\theta, \beta}$. We denote by $\mathrm{P}^{\theta, \beta}$ the probability law induced by $X^{\theta, \beta}$, and by $\mathrm{E}^{\theta, \beta}$ the expectation with respect to $\mathrm{P}^{\theta, \beta}$. Let $\xrightarrow{\mathrm{P}^{\theta, \beta}}$ and $\xrightarrow{\mathcal{L}\left(\mathrm{P}^{\theta, \beta}\right)}$ denote the convergence in $\mathrm{P}^{\theta, \beta}$-probability and in $\mathrm{P}^{\theta, \beta}$-law, respectively.

Recall that the structure of the probability space is given by $\widehat{\Omega}=\Omega^{1} \times \Omega^{2}, \widetilde{\Omega}=\Omega^{3} \times \Omega^{4}$, $\widehat{\mathcal{F}}=\mathcal{F}^{1} \otimes \mathcal{F}^{2}, \widetilde{\mathcal{F}}=\mathcal{F}^{3} \otimes \mathcal{F}^{4}, \widehat{\mathrm{P}}=\mathrm{P}^{1} \otimes \mathrm{P}^{2}, \widetilde{\mathrm{P}}=\mathrm{P}^{3} \otimes \mathrm{P}^{4}$, and $\Omega=\widehat{\Omega} \times \widetilde{\Omega}, \mathcal{F}=\widehat{\mathcal{F}} \otimes \widetilde{\mathcal{F}}, \mathrm{P}=\widehat{\mathrm{P}} \otimes \widetilde{\mathrm{P}}$. We denote by $\mathrm{E}, \widehat{\mathrm{E}}, \widetilde{\mathrm{E}}$ the expectation with respect to $\mathrm{P}, \widehat{\mathrm{P}}$ and $\widetilde{\mathrm{P}}$, respectively.

For fixed $\left(\theta_{0}, \beta_{0}\right) \in \Theta \times \Sigma$ and $n \geq 1$, we consider a discrete observation scheme at equidistant times $t_{k}=k \Delta_{n}, k \in\{0, \ldots, n\}$ of the diffusion process $X^{\theta_{0}, \beta_{0}}$, which is denoted by $X^{n}=$ $\left(X_{t_{0}}, X_{t_{1}}, \ldots, X_{t_{n}}\right)$, where $\Delta_{n} \leq 1$. We assume that the sequence of time-step sizes $\Delta_{n}$ satisfies
the high-frequency observation condition

$$
n \Delta_{n} \rightarrow \infty, \quad \text { and } \quad \Delta_{n} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

We consider the following hypotheses on equation 5.1).
(A1) For any $(\theta, \beta) \in \Theta \times \Sigma$, there exists a constant $C>0$ such that for all $x, y \in \mathbb{R}$,

$$
|b(\theta, x)-b(\theta, y)|+|\sigma(\beta, x)-\sigma(\beta, y)| \leq C|x-y|
$$

(A2) For any $(\theta, \beta) \in \Theta \times \Sigma$, there exist constants $C>0$ and $c \geq 1$ such that for all $x \in \mathbb{R}$,

$$
|b(\theta, x)| \leq C, \quad \text { and } \quad \frac{1}{c} \leq|\sigma(\beta, x)| \leq c
$$

(A3) The functions $b$ and $\sigma$ are of class $C^{1}$ w.r.t. $\theta, \beta$, and $x$. Each partial derivative $\partial_{\theta} b$, $\partial_{x} b, \partial_{\beta} \sigma$ and $\partial_{x} \sigma$ is of class $C^{1}$ w.r.t. $x$. Moreover, there exist positive constants $C, q, \epsilon, \eta$, independent of $\left(\theta, \theta_{1}, \theta_{2}, \beta, \beta_{1}, \beta_{2}, x, y\right) \in \Theta^{3} \times \Sigma^{3} \times \mathbb{R}^{2}$ such that
(a) $\left|\partial_{x} b(\theta, x)\right|+\left|\partial_{x} \sigma(\beta, x)\right| \leq C$;
(b) $|h(\cdot, x)| \leq C\left(1+|x|^{q}\right)$ for $h=\partial_{\theta} b, \partial_{x}^{2} b, \partial_{x, \theta}^{2} b, \partial_{\beta} \sigma, \partial_{x}^{2} \sigma$ or $\partial_{x, \beta}^{2} \sigma$;
(c) $\left|\partial_{\theta} b\left(\theta_{1}, x\right)-\partial_{\theta} b\left(\theta_{2}, x\right)\right| \leq C\left|\theta_{1}-\theta_{2}\right|^{\epsilon}\left(1+|x|^{q}\right)$;
(d) $\left|\partial_{\beta} \sigma\left(\beta_{1}, x\right)-\partial_{\beta} \sigma\left(\beta_{2}, x\right)\right| \leq C\left|\beta_{1}-\beta_{2}\right|^{\epsilon}\left(1+|x|^{q}\right)$;
(e) $\left|\partial_{\theta} b(\theta, x)-\partial_{\theta} b(\theta, y)\right|+\left|\partial_{\beta} \sigma(\beta, x)-\partial_{\beta} \sigma(\beta, y)\right| \leq C|x-y|$.
(A4) For any $p \geq 2, \int_{\mathbb{R}_{0}}|z|^{p} \nu(d z)<\infty$.
(A5) The process $X^{\theta_{0}, \beta_{0}}$ is ergodic in the sense that there exists a unique probability measure $\pi_{\theta_{0}, \beta_{0}}(d x)$ such that as $T \rightarrow \infty$,

$$
\frac{1}{T} \int_{0}^{T} g\left(X_{t}^{\theta_{0}, \beta_{0}}\right) d t \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} \int_{\mathbb{R}} g(x) \pi_{\theta_{0}, \beta_{0}}(d x)
$$

for any $\pi_{\theta_{0}, \beta_{0}}$-integrable function $g: \mathbb{R} \rightarrow \mathbb{R}$.
(A6) There exist constants $\epsilon>0, q>1, \rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ such that as $n \rightarrow \infty$,

$$
\frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n}\left(\int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)+\int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}} \rightarrow 0\right.
$$

(A7) For any $\omega, \omega^{\prime} \in \Omega$, there exist constants $C>0$ and $n_{0} \geq 1$ such that for all $n \geq n_{0}$ and $k \in\{0, \ldots, n-1\}$,

$$
\left|\left(\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}}\right)(\omega)-\left(\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}}\right)\left(\omega^{\prime}\right)\right|\left\{\begin{array}{l}
=0, \quad \text { or } \\
\geq C \Delta_{n}^{v}
\end{array}\right.
$$

where $v$ is as in (A6) and $\widehat{L}_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z N(d s, d z)$ is defined to be the sum of the jumps of $\widehat{Z}$ on the interval $[0, t]$.
Furthermore, for all $(\theta, \beta) \in \Theta \times \Sigma, q>1$ and $p \in\{2,4\}$,

$$
\begin{aligned}
& \sum_{r \in \mathcal{A}} r^{p}\left(\mathrm{P}\left(\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}}=r \mid X_{t_{k}}\right)\right)^{\frac{1}{q}}<\infty \\
& \sum_{r \in \mathcal{A}}\left(\mathrm{P}\left(\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}}=r \mid X_{t_{k}}\right)\right)^{\frac{1}{q}}<\infty
\end{aligned}
$$

where we denote $\mathcal{A}:=\left\{\sum_{i=1}^{j} a_{i}, a_{i} \in A, j \in \mathbb{N}\right\}$.
(A8) For any $q>1$,

$$
\sum_{a_{i} \in A} p_{a_{i}}^{\frac{1}{q}}<\infty
$$

A detailed explanation on the hypotheses is given in the subsection 1.3.4 of the introductory chapter.

Conditions (A1)-(A2) imply that the law of the discrete observation $\left(X_{t_{0}}^{\theta}, X_{t_{1}}^{\theta}, \ldots, X_{t_{n}}^{\theta}\right)$ of the process $\left(X_{t}^{\theta, \beta}\right)_{t \geq 0}$ has a density in $\mathbb{R}^{n+1}$ that we denote by $p(\cdot ;(\theta, \beta))$. In particular, $p\left(\cdot ;\left(\theta_{0}, \beta_{0}\right)\right)$ denotes the density of the random vector $X^{n}$. The main result of this chapter is the following LAN property.

Theorem 5.1.1. Assume conditions (A1)-(A8). Then, the LAN property holds for the likelihood at $\left(\theta_{0}, \beta_{0}\right) \in \Theta \times \Sigma$ with rate of convergence $\left(\sqrt{n \Delta_{n}}, \sqrt{n}\right)$ and asymptotic Fisher information matrix $\Gamma\left(\theta_{0}, \beta_{0}\right)$. That is, for all $w=(u, v) \in \mathbb{R}^{2}$, as $n \rightarrow \infty$,

$$
\left.\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)} \xrightarrow{\mathcal{L}} \xrightarrow{\mathrm{P}_{0}, \beta_{0}}\right) w^{\top} \mathcal{N}\left(0, \Gamma\left(\theta_{0}, \beta_{0}\right)\right)-\frac{1}{2} w^{\top} \Gamma\left(\theta_{0}, \beta_{0}\right) w,
$$

where $\theta_{n}=\theta_{0}+\frac{u}{\sqrt{n \Delta_{n}}}, \beta_{n}=\beta_{0}+\frac{v}{\sqrt{n}}$, and $\mathcal{N}\left(0, \Gamma\left(\theta_{0}, \beta_{0}\right)\right)$ is a centered $\mathbb{R}^{2}$-valued Gaussian random variable with covariance matrix

$$
\Gamma\left(\theta_{0}, \beta_{0}\right)=\left(\begin{array}{cc}
\int_{\mathbb{R}}\left(\frac{\partial_{\theta} b\left(\theta_{0}, x\right)}{\sigma\left(\beta_{0}, x\right)}\right)^{2} \pi_{\theta_{0}, \beta_{0}}(d x) & 0 \\
0 & 2 \int_{\mathbb{R}}\left(\frac{\partial_{\beta} \sigma\left(\beta_{0}, x\right)}{\sigma\left(\beta_{0}, x\right)}\right)^{2} \pi_{\theta_{0}, \beta_{0}}(d x)
\end{array}\right)
$$

Remark 5.1.1. Observe that as seen in Remark 4.1.3, we obtain the same asymptotic Fisher information as in the continuous case (see [25, Theorem 4.1]).

Remark 5.1.2. Assume condition (A8). Then for all $q \geq 1, p>0$ and $n \geq 1$,

$$
\sum_{m=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{m}\right) \in A}\left(p_{a_{1}} \ldots p_{a_{m}} \frac{\left(C^{p} \lambda \Delta_{n}\right)^{m}}{m!}\right)^{\frac{1}{q}}<\infty
$$

where $C>1$ is the constant in (5.13), since

$$
\begin{aligned}
\sum_{m=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{m}\right) \in A}\left(p_{a_{1}} \ldots p_{a_{m}} \frac{\left(C^{p} \lambda \Delta_{n}\right)^{m}}{m!}\right)^{\frac{1}{q}} & =\sum_{m=1}^{\infty} \frac{\left\{\left(C^{p} \lambda \Delta_{n}\right)^{\frac{1}{q}}\right\}^{m}}{(m!)^{\frac{1}{q}}} \sum_{\left(a_{1}, \ldots, a_{m}\right) \in A} p_{a_{1}}^{\frac{1}{q}} \ldots p_{a_{m}}^{\frac{1}{q}} \\
& =\sum_{m=1}^{\infty} \frac{\left\{\left(C^{p} \lambda \Delta_{n}\right)^{\frac{1}{q}}\right\}^{m}}{(m!)^{\frac{1}{q}}}\left(\sum_{a_{i} \in A} p_{a_{i}}^{\frac{1}{q}}\right)^{m} \\
& =\sum_{m=1}^{\infty} \frac{\left\{\left(C^{p} \lambda \Delta_{n}\right)^{\frac{1}{q}} \sum_{a_{i} \in A} p_{a_{i}}^{\frac{1}{q}}\right\}^{m}}{(m!)^{\frac{1}{q}}} \\
& <\infty .
\end{aligned}
$$

Example 5.1.1. 1) Consider the process

$$
X_{t}^{\theta}=x_{0}+\theta t+\beta B_{t}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z \widetilde{N}(d s, d z),
$$

where $\theta \in \mathbb{R}, \beta \in \mathbb{R}_{0}$, and the Lévy measure is finite and satifies (A4), (A6) and (A8). Assume further condition (A7). Then, the LAN property holds with rate of convergence $\left(\sqrt{n \Delta_{n}}, \sqrt{n}\right)$ and asymptotic Fisher information matrix

$$
\Gamma\left(\theta_{0}, \beta_{0}\right)=\frac{1}{\beta_{0}^{2}}\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right)
$$

In this case condition (A5) fails.
2) Assume that there exist constants $c, C>0$ such that $c \leq\left|a_{i}\right| \leq C$, for all $i \in\{1, \ldots, \infty\}$. In this case, condition (A6) holds.
3) Assume that $\widehat{\Lambda}$ has distribution $\sum_{i=1}^{\infty} \frac{1}{2^{i}} \delta_{i}(d z)$. Then, for $n$ sufficiently large

$$
\begin{aligned}
& \frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(n \Delta_{n}\left(\int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)+\int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)\right)^{\frac{1}{q}}=\frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(\lambda^{2} n \Delta_{n} \sum_{\left\{i: i \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \frac{1}{2^{i}}\right)^{\frac{1}{q}} \\
& \leq \frac{\sqrt{n}}{\Delta_{n}^{\epsilon}}\left(3 \lambda^{2} n \Delta_{n} 2^{-\frac{\rho_{2}}{2} \Delta_{n}^{-\gamma}}\right)^{\frac{1}{q}} \rightarrow 0
\end{aligned}
$$

for all $\epsilon>0, q>1, \rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$, and thus, condition (A6) holds.
In this case, condition (A8) holds since for all $q>1$,

$$
\sum_{i=1}^{\infty} \frac{1}{2^{\frac{i}{q}}}<\infty
$$

4) Suppose that $\widehat{L}_{t}$ has the form $\widehat{L}_{t}=\sum_{i=1}^{N_{t}} Y_{i}$, where $N=\left(N_{t}\right)_{t \geq 0}$ is a Poisson process with intensity $\lambda>0$, and $\left(Y_{i}\right)_{i \in \mathbb{N}}$ is a sequence of independent and identically distributed positive random variables, independent of $N$, with distribution $\mu(d z)$ satisfying condition (A8). For any $k \in\{0, \ldots, n-1\}$, let $q_{j}=\mathrm{P}\left(N_{t_{k+1}}-N_{t_{k}}=j\right)$, for $j \in\{0, \ldots, \infty\}$ and for all $m \geq 0$ set $b_{m}=\mathrm{P}\left(N_{t_{k+1}}-N_{t_{k}}>m\right)=\sum_{j=m+1}^{\infty} q_{j}$.

Observe that for all $m \geq 0$ and $n$ sufficiently large,

$$
\frac{b_{m+1}}{b_{m}}=\frac{\sum_{j=m+2}^{\infty} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}}{\sum_{j=m+1}^{\infty} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}}=\frac{\left(\lambda \Delta_{n}\right)^{m+2} \sum_{i=0}^{\infty} \frac{\left(\lambda \Delta_{n}\right)^{i}}{(i+m+2)!}}{\left(\lambda \Delta_{n}\right)^{m+1} \sum_{i=0}^{\infty} \frac{\left(\lambda \Delta_{n}\right)^{i}}{(i+m+1)!}}<\lambda \Delta_{n}<\frac{1}{2}
$$

Assume that there exists a constant $c>0$ such that

$$
\int_{0}^{\infty} e^{c z} \mu(d z) \leq 2
$$

Then by [74, Theorem 1], for any $k \in\{0, \ldots, n-1\}, r \geq 0$ and $n$ sufficiently large,

$$
\mathrm{P}\left(\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}} \geq r \mid X_{t_{k}}\right) \leq 2\left(1-e^{-\lambda \Delta_{n}}\right) e^{-c r} \leq 2 e^{-c r}
$$

which implies that the second statement of condition (A7) holds.
As usual, constants will be denoted by $C$ or $c$ and they will always be independent of time and $\Delta_{n}$ but may depend on bounds for the set $\Theta$. They may change of value from one line to the next.

### 5.2 Preliminaries

In this section we introduce some preliminary results needed for the proof of Theorem 5.1.1.
We start as in Gobet [24] applying the integration by parts formula of the Malliavin calculus on the Wiener space to analyze the log-likelihood function. In order to avoid confusion with
the observed process $X^{\theta, \beta}$, we introduce an extra probabilistic representation of $X^{\theta, \beta}$ where the Malliavin calculus will be applied. That is, consider the flow $Y^{\theta, \beta}(s, x)=\left(Y_{t}^{\theta, \beta}(s, x), t \geq s\right)$, $x \in \mathbb{R}$ on the time interval $[s, \infty)$ and with initial condition $Y_{s}^{\theta, \beta}(s, x)=x$ satisfying

$$
\begin{align*}
Y_{t}^{\theta, \beta}(s, x)=x & +\int_{s}^{t} b\left(\theta, Y_{u}^{\theta, \beta}(s, x)\right) d u+\int_{s}^{t} \sigma\left(\beta, Y_{u}^{\theta, \beta}(s, x)\right) d W_{u} \\
& +\int_{s}^{t} \int_{\mathbb{R}_{0}} z(M(d u, d z)-\nu(d z) d u) \tag{5.2}
\end{align*}
$$

where $W=\left(W_{t}\right)_{t \geq 0}$ is a Brownian motion, $M(d t, d z)$ is a Poisson random measure with intensity measure $\nu(d z) d t$ associated with a centered pure-jump Lévy process $\widetilde{Z}=\left(\widetilde{Z}_{t}\right)_{t \geq 0}$ independent of $W$, and we denote by $\widetilde{M}(d t, d z):=M(d t, d z)-\nu(d z) d t$ the compensated Poisson random measure. In particular, we write $Y_{t}^{\theta, \beta} \equiv Y_{t}^{\theta, \beta}\left(0, x_{0}\right)$, for all $t \geq 0$. That is,

$$
\begin{equation*}
Y_{t}^{\theta, \beta}=x_{0}+\int_{0}^{t} b\left(\theta, Y_{u}^{\theta, \beta}\right) d u+\int_{0}^{t} \sigma\left(\beta, Y_{u}^{\theta, \beta}\right) d W_{u}+\int_{0}^{t} \int_{\mathbb{R}_{0}} z(M(d u, d z)-\nu(d z) d u) \tag{5.3}
\end{equation*}
$$

Here, we consider the Malliavin calculus on the Wiener space induced by the Brownian motion $W$, and we denote by $D$ and $\delta$ the Malliavin derivative and the Skorohod integral with respect to $W$ on each interval $\left[t_{k}, t_{k+1}\right]$, respectively (see the Definition 1.1.3 and the discussion following it). For all $A \in \widetilde{\mathcal{F}}$, let us denote $\widetilde{\mathrm{P}}_{x}^{\theta, \beta}(A)=\widetilde{\mathrm{E}}\left[\mathbf{1}_{A} \mid Y_{t_{k}}^{\theta, \beta}=x\right]$. We denote by $\widetilde{\mathrm{E}}_{x}^{\theta, \beta}$ the expectation with respect to $\widetilde{\mathrm{P}}_{x}^{\theta, \beta}$. That is, for all $\widetilde{\mathcal{F}}$-measurable random variable $V$, we have that $\widetilde{\mathrm{E}}_{x}^{\theta, \beta}[V]=\widetilde{\mathrm{E}}\left[V \mid Y_{t_{k}}^{\theta, \beta}=x\right]$.

Under conditions (A1)-(A3), for any $t>s$ the law of $Y_{t}^{\theta, \beta}$ conditioned on $Y_{s}^{\theta, \beta}=x$ admits a positive transition density $p^{\theta, \beta}(t-s, x, y)$, which is differentiable w.r.t. $\theta$ and $\beta$. As a consequence of [24, Proposition 4.1], we have the following expression for the derivatives of the log-likelihood function w.r.t. $\theta$ and $\beta$ in terms of a conditional expectation.

Proposition 5.2.1. Assume conditions (A1)-(A3). Then for all $k \in\{0, \ldots, n-1\}$ and $(\theta, \beta) \in$ $\Theta \times \Sigma$,

$$
\begin{aligned}
\frac{\partial_{\theta} p^{\theta, \beta}}{p^{\theta, \beta}}\left(\Delta_{n}, x, y\right) & =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y\right] \\
\frac{\partial_{\beta} p^{\theta, \beta}}{p^{\theta, \beta}}\left(\Delta_{n}, x, y\right) & =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y\right]
\end{aligned}
$$

where $U_{t}^{\theta, \beta}\left(t_{k}, x\right)=\left(D_{t} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)^{-1}=\left(\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)^{-1} \partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right) \sigma^{-1}\left(Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)$ for all $t \in\left[t_{k}, t_{k+1}\right]$, and the processes $\left(\partial_{\theta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right), t \in\left[t_{k}, t_{k+1}\right]\right)$, $\left(\partial_{\beta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right), t \in\left[t_{k}, t_{k+1}\right]\right)$, and $\left(\partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right), t \in\left[t_{k}, t_{k+1}\right]\right)$ denote the solutions to linear equations

$$
\begin{aligned}
\partial_{\theta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)= & \int_{t_{k}}^{t}\left(\partial_{\theta} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)+\partial_{x} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) d s \\
& +\int_{t_{k}}^{t} \partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{s}^{\theta, \beta}\left(t_{k}, x\right) d W_{s} \\
\partial_{\beta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)= & \int_{t_{k}}^{t} \partial_{x} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} Y_{s}^{\theta, \beta}\left(t_{k}, x\right) d s \\
& +\int_{t_{k}}^{t}\left(\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)+\partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) d W_{s} \\
\partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)=1 & +\int_{t_{k}}^{t} \partial_{x} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right) d s \\
& +\int_{t_{k}}^{t} \partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right) d W_{s}
\end{aligned}
$$

We have the following decompositions of the Skorohod integral appearing in the conditional expectations of Proposition 5.2.1.

Lemma 5.2.1. Under conditions (A1)-(A3), for all $(\theta, \beta) \in \Theta \times \Sigma$ and $k \in\{0, \ldots, n-1\}$,

$$
\begin{gathered}
\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \sigma^{-2}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(Y_{t_{k+1}}^{\theta, \beta}-Y_{t_{k}}^{\theta, \beta}-b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \Delta_{n}\right) \\
+R_{1}^{\theta, \beta}+R_{2}^{\theta, \beta}+R_{3}^{\theta, \beta}-R_{4}^{\theta, \beta}-R_{5}^{\theta, \beta}-R_{6}^{\theta, \beta}
\end{gathered}
$$

where

$$
\begin{aligned}
& R_{1}^{\theta, \beta}:=-\int_{t_{k}}^{t_{k+1}} D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}\right) \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d s \\
& R_{2}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s \int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}-\frac{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}\right) d W_{s}, \\
& R_{3}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}-\frac{\partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)}\right) d s \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)} d W_{s}, \\
& R_{4}^{\theta, \beta}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \sigma^{-2}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right) \int_{t_{k}}^{t_{k+1}}\left(b\left(\theta, Y_{s}^{\theta, \beta}\right)-b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right)\right) d s, \\
& R_{5}^{\theta, \beta}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \sigma^{-2}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right) \int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta, Y_{s}^{\theta, \beta}\right)-\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\right) d W_{s}, \\
& R_{6}^{\theta, \beta}:=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \sigma^{-2}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right) \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z),
\end{aligned}
$$

and

$$
\begin{aligned}
D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}\right)= & \int_{s}^{t_{k+1}}\left(-\frac{\partial_{\theta} b\left(\theta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)^{2}} D_{s}\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)\right. \\
& \left.+\partial_{x, \theta}^{2} b\left(\theta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right) \frac{D_{s} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right) d u
\end{aligned}
$$

Proof. By Itô's formula,

$$
\begin{aligned}
\frac{1}{\partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)}=1 & -\int_{t_{k}}^{t} \frac{\partial_{x} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)-\left(\partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)\right)^{2}}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s \\
& -\int_{t_{k}}^{t} \frac{\partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d W_{s}
\end{aligned}
$$

which implies that

$$
\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}=\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s
$$

Then, using the product rule [57, (1.48)], we obtain that

$$
\begin{aligned}
& \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)= \int_{t_{k}}^{t_{k+1}} \\
& \frac{\partial_{\theta} b\left(\theta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d W_{s} \\
&-\int_{t_{k}}^{t_{k+1}} D_{s}\left(\frac{\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}\right) \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d s
\end{aligned}
$$

We next add and substract the term $\frac{\partial_{x} Y_{t_{b}}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}$ in the second integral above, and next we add and substract the term $\frac{\partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)}$ in the first one. This, together the fact that $Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=Y_{t_{k}}^{\theta, \beta}=x$, yields
$\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)=\Delta_{n} \partial_{\theta} b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \sigma^{-1}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)+R_{1}^{\theta, \beta}+R_{2}^{\theta, \beta}+R_{3}^{\theta, \beta}$.
On the other hand, by equation (5.3) we have that

$$
\begin{aligned}
W_{t_{k+1}}-W_{t_{k}}= & \sigma^{-1}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(Y_{t_{k+1}}^{\theta, \beta}-Y_{t_{k}}^{\theta, \beta}-b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right) \Delta_{n}-\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta, Y_{s}^{\theta, \beta}\right)-b\left(\theta, Y_{t_{k}}^{\theta, \beta}\right)\right) d s\right. \\
& \left.-\int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta, Y_{s}^{\theta, \beta}\right)-\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\right) d W_{s}-\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z)\right),
\end{aligned}
$$

which concludes the desired result.
Lemma 5.2.2. Under conditions (A1)-(A3), for all $(\theta, \beta) \in \Theta \times \Sigma$ and $k \in\{0, \ldots, n-1\}$,

$$
\begin{aligned}
& \delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)=\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(Y_{t_{k+1}}^{\theta, \beta}-Y_{t_{k}}^{\theta, \beta}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right) \Delta_{n} \\
& \quad+H_{3}^{\theta, \beta}+H_{4}^{\theta, \beta}+H_{5}^{\theta, \beta}+H_{6}^{\theta, \beta}+H_{7}^{\theta, \beta}-\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left\{\left(H_{8}^{\theta, \beta}+H_{9}^{\theta, \beta}+H_{10}^{\theta, \beta}\right)^{2}\right. \\
& \left.\quad+2 \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(H_{8}^{\theta, \beta}+H_{9}^{\theta, \beta}+H_{10}^{\theta, \beta}\right)\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& H_{3}^{\theta, \beta}:=-\int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d W_{s}, \\
& H_{4}^{\theta, \beta}:=-\int_{t_{k}}^{t_{k+1}}\left(H_{1}^{\theta, \beta}+H_{2}^{\theta, \beta}\right) \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d s, \\
& H_{5}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}-\frac{\partial_{\beta} \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}, \beta}^{\theta, \beta}\left(t_{k}, x\right)}\right) d W_{s} \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d W_{s}, \\
& H_{6}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\beta} \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)} d W_{s} \int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}-\frac{\partial_{x} Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}\right) d W_{s}, \\
& H_{7}^{\theta, \beta}:=-\int_{t_{k}}^{t_{k+1}}\left(\frac{\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}-\frac{\partial_{\beta} \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}\right) d s, \quad H_{8}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}} b\left(\theta, Y_{s}^{\theta, \beta}\right) d s, \\
& H_{9}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta, Y_{s}^{\theta, \beta}\right)-\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\right) d W_{s}, \quad H_{10}^{\theta, \beta}:=\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z),
\end{aligned}
$$

and

$$
\begin{aligned}
& H_{1}^{\theta, \beta}=-\int_{s}^{t_{k+1}} D_{s}\left(\frac{\partial_{x} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right) d u, \\
& H_{2}^{\theta, \beta}=\int_{s}^{t_{k+1}} D_{s}\left(\frac{\partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right) d W_{u},
\end{aligned}
$$

where

$$
\begin{aligned}
& D_{s}\left(\frac{\partial_{x} \sigma \partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right)=-\frac{\partial_{x} \sigma \partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)^{2}} D_{s}\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right) \\
& \quad+\left(\partial_{x}^{2} \sigma \partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)+\partial_{x} \sigma \partial_{x, \beta}^{2} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)\right) \frac{D_{s} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)} \\
& D_{s}\left(\frac{\partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right)=-\frac{\partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)^{2}} D_{s}\left(\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)+\partial_{x, \beta}^{2} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right) \frac{D_{s} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)} .
\end{aligned}
$$

Proof. By Itô's formula,
$\frac{\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}{\partial_{x} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}=-\int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s+\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d W_{s}$.
Then, using again the product rule [57, (1.48)], we obtain that

$$
\begin{aligned}
& \delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)=\left(-\int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} \sigma \partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d s+\int_{t_{k}}^{t_{k+1}} \frac{\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)} d W_{s}\right) \\
& \times \int_{t_{k}}^{t_{k+1}} \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d W_{s}-\int_{t_{k}}^{t_{k+1}}\left\{\frac{\partial_{\beta} \sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}+\int_{s}^{t_{k+1}} D_{s}\left(\frac{\partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right) d W_{u}\right. \\
& \left.\quad-\int_{s}^{t_{k+1}} D_{s}\left(\frac{\partial_{x} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\beta} \sigma\left(\beta, Y_{u}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{u}^{\theta, \beta}\left(t_{k}, x\right)}\right) d u\right\} \frac{\partial_{x} Y_{s}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{s}^{\theta, \beta}\left(t_{k}, x\right)\right)} d s .
\end{aligned}
$$

We next add and substract the term $\frac{\partial_{\beta} \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\partial_{x} Y_{t_{k}, \beta}^{\theta, \beta}\left(t_{k}, x\right)}$ in the second integral above, the term $\frac{\partial_{x} Y_{t_{k}, \beta}^{\theta, \beta}\left(t_{k}, x\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}$ in the third one, and the term $\frac{\partial_{\beta} \sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}{\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right)}$ in the last one. This, together the fact that $Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=Y_{t_{k}}^{\theta, \beta}=x$, yields

$$
\begin{gather*}
\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)=\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right) \Delta_{n}  \tag{5.5}\\
+H_{3}^{\theta, \beta}+H_{4}^{\theta, \beta}+H_{5}^{\theta, \beta}+H_{6}^{\theta, \beta}+H_{7}^{\theta, \beta} .
\end{gather*}
$$

On the other hand, by equation (5.3) we have that

$$
\begin{aligned}
W_{t_{k+1}}-W_{t_{k}}= & \sigma^{-1}\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\left(Y_{t_{k+1}}^{\theta, \beta}-Y_{t_{k}}^{\theta, \beta}-\int_{t_{k}}^{t_{k+1}} b\left(\theta, Y_{s}^{\theta, \beta}\right) d s\right. \\
& \left.-\int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta, Y_{s}^{\theta, \beta}\right)-\sigma\left(\beta, Y_{t_{k}}^{\theta, \beta}\right)\right) d W_{s}-\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{M}(d s, d z)\right),
\end{aligned}
$$

which concludes the desired result.
We will use the following estimates for the solution to (5.2).
Lemma 5.2.3. Assume conditions (A1) and (A4).
(i) For any $p \geq 2$ and $(\theta, \beta) \in \Theta \times \Sigma$, there exists a constant $C_{p}>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\mathrm{E}\left[\left|Y_{t}^{\theta, \beta}\left(t_{k}, x\right)-Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p}\left|t-t_{k}\right|^{\frac{p}{2} \wedge 1}(1+|x|)^{p} .
$$

(ii) For any function $g: \Theta \times \Sigma \times \mathbb{R} \rightarrow \mathbb{R}$ with polynomial growth in $x$ uniformly in $(\theta, \beta) \in$ $\Theta \times \Sigma$, there exist constants $C, q>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\mathrm{E}\left[\left|g\left(\theta, \beta, Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)\right| \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C\left(1+|x|^{q}\right)
$$

Moreover, all these statements remain valid for $X^{\theta, \beta}$.
Under conditions (A1)-(A3), for any $k \in\{0, \ldots, n-1\}$ and $t \geq t_{k}$, the random variables $Y_{t}^{\theta, \beta}\left(t_{k}, x\right), \partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right),\left(\partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)^{-1}, \partial_{\theta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)$ and $\partial_{\beta} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)$ belong to $\mathbb{D}^{1,2}$ (see [61, Theorem 3]).

Assuming conditions (A1)-(A4) and using Gronwall's inequality, one can easily check that for any $(\theta, \beta) \in \Theta \times \Sigma$ and $p \geq 2$, there exist constants $C_{p}, q>0$ such that for all $k \in\{0, \ldots, n-1\}$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\begin{aligned}
& \left.\left.\left.\mathrm{E}\left[\mid \partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p}+\frac{1}{\left.\mid \partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)\left.\right|^{p}} \right\rvert\, Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \\
& \quad+\sup _{s \in\left[t_{k}, t_{k+1}\right]} \mathrm{E}\left[\left|D_{s} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p}, \quad \text { and } \\
& \sup _{s \in\left[t_{k}, t_{k+1}\right]} \mathrm{E}\left[\left|D_{s}\left(\partial_{x} Y_{t}^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p}\left(1+|x|^{q}\right) .
\end{aligned}
$$

As a consequence, we have the following estimates, which follow easily from (5.4), (5.5), Lemma 5.2 .3 and properties of the moments of the Brownian motion.

Lemma 5.2.4. Under conditions (A1)-(A4), for any $(\theta, \beta) \in \Theta \times \Sigma$ and $p \geq 2$, there exist constants $C_{p}, q>0$ such that for all $k \in\{0, \ldots, n-1\}$,

$$
\begin{align*}
& \mathrm{E}\left[R_{1}^{\theta, \beta}+R_{2}^{\theta, \beta}+R_{3}^{\theta, \beta}-R_{5}^{\theta, \beta} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right]=0,  \tag{5.6}\\
& \mathrm{E}\left[\left|R_{1}^{\theta, \beta}+R_{2}^{\theta, \beta}+R_{3}^{\theta, \beta}-R_{5}^{\theta, \beta}\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{\frac{3 p+1}{2}}\left(1+|x|^{q}\right),  \tag{5.7}\\
& \mathrm{E}\left[\left|\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{\frac{3 p}{2}}\left(1+|x|^{q}\right),  \tag{5.8}\\
& \mathrm{E}\left[H_{3}^{\theta, \beta}+H_{4}^{\theta, \beta}+H_{5}^{\theta, \beta}+H_{6}^{\theta, \beta}+H_{7}^{\theta, \beta} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right]=0,  \tag{5.9}\\
& \mathrm{E}\left[\left|H_{3}^{\theta, \beta}+H_{4}^{\theta, \beta}+H_{5}^{\theta, \beta}+H_{6}^{\theta, \beta}+H_{7}^{\theta, \beta}\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{p+\frac{1}{2}}\left(1+|x|^{q}\right),  \tag{5.10}\\
& \mathrm{E}\left[\left|\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k}}^{\theta, \beta}\left(t_{k}, x\right)=x\right] \leq C_{p} \Delta_{n}^{p}\left(1+|x|^{q}\right) . \tag{5.11}
\end{align*}
$$

For any $t>s$ and $j \geq 0$, we denote by $q_{(j)}^{\theta, \beta}(t-s, x, y)$ the transition density of $Y_{t}^{\theta, \beta}$ conditioned on $Y_{s}^{\theta, \beta}=x$ and $M_{t}-M_{s}=j$, where $M_{t}=M([0, t] \times \mathbb{R})$. That is,

$$
\begin{equation*}
p^{\theta, \beta}(t-s, x, y)=\sum_{j=0}^{\infty} q_{(j)}^{\theta, \beta}(t-s, x, y) e^{-\lambda(t-s)} \frac{(\lambda(t-s))^{j}}{j!} \tag{5.12}
\end{equation*}
$$

From [24, Proposition 5.1], for any $(\theta, \beta) \in \Theta \times \Sigma$ there exist constants $c, C>1$ such that for all $0<t \leq 1$, and $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\frac{1}{C \sqrt{t}} e^{-c \frac{(y-x)^{2}}{t}} \leq q_{(0)}^{\theta, \beta}(t, x, y) \leq \frac{C}{\sqrt{t}} e^{-\frac{(y-x)^{2}}{c t}} \tag{5.13}
\end{equation*}
$$

For any $t>s$ and $j \geq 1$, we denote by $q_{(j)}^{\theta, \beta}\left(t-s, x, y ; a_{1}, \ldots, a_{j}\right)$ the transition density of $Y_{t}^{\theta, \beta}$ conditioned on $Y_{s}^{\theta, \beta}=x, M_{t}-M_{s}=j$ and $\widetilde{\Lambda}_{[s, t]}=\left\{a_{1}, \ldots, a_{i}\right\}$, where $\widetilde{\Lambda}_{[s, t]}$ are the
jump amplitudes of $\widetilde{Z}$ on the interval $[s, t]$, i.e, $\widetilde{\Lambda}_{[s, t]}:=\left\{\Delta \widetilde{Z}_{u} ; s \leq u \leq t\right\}$. Consider the events $\widehat{J}_{j, k}=\left\{N_{t_{k+1}}-N_{t_{k}}=j\right\}$ and $\widetilde{J}_{j, k}=\left\{M_{t_{k+1}}-M_{t_{k}}=j\right\}$, for $j \geq 0$ and $k \in\{0, \ldots, n-1\}$, where $N_{t}=N([0, t] \times \mathbb{R})$. We denote by $\widehat{\Lambda}_{[s, t]}$ the jump amplitudes of $\widehat{Z}$ on the interval $[s, t]$, i.e, $\widehat{\Lambda}_{[s, t]}:=\left\{\Delta \widehat{Z}_{u} ; s \leq u \leq t\right\}$, and by $\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}:=\left\{N_{t_{k+1}}-N_{t_{k}}=j\right\} \cap\left\{\widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]}=\right.$ $\left.\left\{a_{1}, \ldots, a_{j}\right\}\right\},\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}:=\left\{M_{t_{k+1}}-M_{t_{k}}=j\right\} \cap\left\{\widetilde{\Lambda}_{\left[t_{k}, t_{k+1}\right]}=\left\{a_{1}, \ldots, a_{j}\right\}\right\}$, for any $j \geq 1$ and $a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}$.

In what follows, by abuse of notation we will let $\widetilde{\Lambda}_{[s, t]}(\omega)=a_{1}$ in the case that $M_{t}(\omega)-$ $M_{s}(\omega)=1$, similarly for $\widehat{\Lambda}$.
Lemma 5.2.5. Under conditions (A1)-(A3), for all $(\theta, \beta) \in \Theta \times \Sigma, j \geq 1, x, y \in \mathbb{R}$ and $a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}$,

$$
\begin{equation*}
\frac{1}{C^{j+1} \sqrt{\Delta_{n}}} e^{-\left(\frac{(y-x-a)^{2}}{\Delta_{n}}\right.} \leq q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right) \leq \frac{C^{j+1}}{\sqrt{\Delta_{n}}} e^{-\frac{(y-x-a)^{2}}{c \Delta_{n}}}, \tag{5.14}
\end{equation*}
$$

where $a=a_{1}+\cdots+a_{j}$ and $C, c$ are the constants in (5.13).
Proof. Using (5.13) and the Chapman-Kolmogorov equation in terms of transition density repeatedly, we get that

$$
\begin{aligned}
& q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right)=\frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} \int_{\mathbb{R}^{j}} q_{(0)}^{\theta, \beta}\left(s_{1}-t_{k}, x, z_{1}\right) \\
& \quad \times q_{(0)}^{\theta, \beta}\left(s_{2}-s_{1}, z_{1}+a_{1}, z_{2}\right) \cdots q_{(0)}^{\theta, \beta}\left(t_{k+1}-s_{j}, z_{j}+a_{j}, y\right) d z_{1} \cdots d z_{j} d s_{1} \cdots d s_{j} \\
& \leq \frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} \int_{\mathbb{R}^{j}} \frac{C}{\sqrt{s_{1}-t_{k}}} e^{-\frac{\left(z_{1}-x\right)^{2}}{c\left(s_{1}-t_{k}\right)}} \frac{C}{\sqrt{s_{2}-s_{1}}} e^{-\frac{\left(z_{2}-z_{1}-a_{1}\right)^{2}}{c\left(s_{2}-s_{1}\right)}} \\
& \quad \times \cdots \times \frac{C}{\sqrt{t_{k+1}-s_{j}}} e^{-\frac{\left(y-z_{j}-a_{j}\right)^{2}}{c\left(t_{k+1}-s_{j}\right)}} d z_{1} \cdots d z_{j} d s_{1} \cdots d s_{j} \\
& =\frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} \frac{C^{j+1}}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-x-a_{1}-\cdots-a_{j}\right)^{2}}{c \Delta_{n}}} d s_{1} \cdots d s_{j},
\end{aligned}
$$

which concludes the upper bound of (5.14) using the fact that

$$
\frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} d s_{1} \cdots d s_{j}=1 .
$$

Similarly,

$$
\begin{aligned}
& q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right) \geq \frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} \int_{\mathbb{R}^{j}} \frac{1}{C \sqrt{s_{1}-t_{k}}} e^{-c \frac{\left(z_{1}-x\right)^{2}}{s_{1}-t_{k}}} \\
& \quad \times \frac{1}{C \sqrt{s_{2}-s_{1}}} e^{-c \frac{\left(z_{2}-z_{1}-a_{1}\right)^{2}}{s_{2}-s_{1}}} \times \cdots \times \frac{1}{C \sqrt{t_{k+1}-s_{j}}} e^{-c \frac{\left(y-z_{j}-a_{j}\right)^{2}}{t_{k+1}-s_{j}}} d z_{1} \cdots d z_{j} d s_{1} \cdots d s_{j} \\
& =\frac{j!}{\Delta_{n}^{j}} \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s_{j}} \int_{t_{k}}^{s_{j-1}} \cdots \int_{t_{k}}^{s_{2}} \frac{1}{C^{j+1} \sqrt{\Delta_{n}}} e^{-c \frac{\left(y-x-a_{1}-\cdots-a_{j}\right)^{2}}{\Delta_{n}}} d s_{1} \cdots d s_{j},
\end{aligned}
$$

which concludes the lower bound of (5.14), and finishes the desired proof.
Lemma 5.2.6. Assume conditions (A1)-(A3). Then for any $(\theta, \beta),(\bar{\theta}, \bar{\beta}) \in \Theta \times \Sigma$, and $p>1$ close to 1 , there exists a constant $C_{0}>0$ such that for all $a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}, k \in\{0, \ldots, n-1\}$, and $j \geq 1$,

$$
\begin{align*}
& \mathrm{E}\left[\left.\boldsymbol{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q^{\bar{\theta}, \bar{\beta}}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\theta, \beta}, X_{t_{k+1}}^{\theta, \beta} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\theta, \beta}=x\right]  \tag{5.15}\\
& \leq C_{0} C^{(2 p-1)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!},
\end{align*}
$$

where $C$ is as in (5.14), and

$$
\begin{equation*}
\mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\bar{\theta}, \bar{\beta}}}{q_{(0)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\theta, \beta}, X_{t_{k+1}}^{\theta, \beta}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\theta, \beta}=x\right] \leq C_{0} . \tag{5.16}
\end{equation*}
$$

Moreover, all these statements remain valid for $Y^{\theta, \beta}$.
Proof. Applying the upper and lower bound of 5.14 to $q_{(j)}^{\bar{\theta}, \bar{\beta}}$ and $q_{(j)}^{\theta, \beta}$, respectively, together with the independence between $N$ and $\widehat{\Lambda}$, we get that for all $p>1$,

$$
\begin{aligned}
& \mathrm{E}\left[\left.\boldsymbol{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\bar{\theta}, \bar{\beta}}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\theta, \beta}, X_{t_{k+1}}^{\theta, \beta} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\theta, \beta}=x\right] \\
& =p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} \int_{\mathbb{R}} q_{(j)}^{\bar{\theta}, \bar{\beta}}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right)^{p} q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right)^{1-p} d y \\
& \leq C^{(j+1)(2 p-1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} \int_{\mathbb{R}} \frac{1}{\sqrt{\Delta_{n}}} e^{\left(-\frac{p}{c}+(p-1) c\right) \frac{\left(y-x-a_{1}-\cdots-a_{j}\right)^{2}}{\Delta_{n}}} d y .
\end{aligned}
$$

If we choose $p \in\left(1, \frac{c^{2}}{c^{2}-1}\right)$, then $-\frac{p}{c}+(p-1) c<0$, and the integral above is finite and equal to $C_{0}$. This concludes (5.15). The proof of (5.16) can be done similarly by using (5.13).

As in [24. Proposition 4.1], we have the following expression for the derivatives of the loglikelihood function conditioned on the number and the amplitudes of jumps w.r.t. $\theta$ and $\beta$ in terms of a conditional expectation.

Lemma 5.2.7. Assume conditions (A1)-(A3). Then for all $(\theta, \beta) \in \Theta \times \Sigma, k \in\{0, \ldots, n-1\}$, $j \geq 1, x, y \in \mathbb{R}$, and $a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}$,

$$
\begin{aligned}
& \frac{\partial_{\theta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y, \widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right], \\
& \frac{\partial_{\beta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y, \widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right], \\
& \frac{\partial_{\theta} q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta, \beta}}\left(\Delta_{n}, x, y\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y, \widetilde{J}_{0, k}\right], \\
& \frac{\partial_{\beta} q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta, \beta}}\left(\Delta_{n}, x, y\right)=\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y, \widetilde{J}_{0, k}\right],
\end{aligned}
$$

where the process $U^{\theta, \beta}=\left(U_{t}^{\theta, \beta}, t \in\left[t_{k}, t_{k+1}\right]\right)$ is defined in Proposition 5.2.1.
Proof. Let $f$ be a continuously differentiable function with compact support. The chain rule of the Malliavin calculus implies that $f^{\prime}\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)=D_{t}\left(f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)\right) U_{t}^{\theta, \beta}\left(t_{k}, x\right)$, for all $(\theta, \beta) \in \Theta \times \Sigma$ and $t \in\left[t_{k}, t_{k+1}\right]$, where

$$
U_{t}^{\theta, \beta}\left(t_{k}, x\right)=\frac{1}{D_{t} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)}
$$

Then, using the integration by parts formula of the Malliavin calculus on the interval $\left[t_{k}, t_{k+1}\right]$
and the independence between $W, \widetilde{\Lambda}$ and $M$, we get that

$$
\begin{aligned}
\partial_{\theta} \widetilde{\mathrm{E}} & {\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)\right]=\widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f^{\prime}\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right] } \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\tilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \int_{t_{k}}^{t_{k+1}} f^{\prime}\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) d t\right] \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}\left[\int_{t_{k}}^{t_{k+1}} D_{t}\left(f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)\right) U_{t}^{\theta, \beta}\left(t_{k}, x\right) \partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) \mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} d t\right] \\
& =\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right] .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \partial_{\theta} \widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right)\right] \\
& =\int_{\mathbb{R}} f(y) \partial_{\theta} q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} d y,
\end{aligned}
$$

and

$$
\begin{aligned}
& \widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right)\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right] \\
& =\widetilde{\mathrm{E}}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(Y_{t_{k+1}}^{\theta, \beta}\right) \delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k}}^{\theta, \beta}=x\right] \\
& =\int_{\mathbb{R}} f(y) \widetilde{\mathrm{E}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=y, Y_{t_{k}}^{\theta, \beta}=x, \widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right] \\
& \quad \times q_{(j)}^{\theta, \beta}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} d y .
\end{aligned}
$$

This shows the first equality. The proof of the other equalities follow along the same lines and are omitted.

As in [25, Proposition 1.2], we have the following estimates.
Lemma 5.2.8. Assume conditions (A1)-(A4). Then for any $(\theta, \beta),(\bar{\theta}, \bar{\beta}) \in \Theta \times \Sigma, p>1$, and $p_{1}>1$ close to 1 , there exist constants $C_{0}, q>0$ such that for all $k \in\{0, \ldots, n-1\}$, $a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}$, and $j \geq 1$,

$$
\begin{aligned}
& \mathrm{E}\left[\left.\boldsymbol{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{\partial_{\theta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \\
& \leq C_{0} \Delta_{n}^{\frac{p}{2}}\left(C^{\left(2 p_{1}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1}}}\left(1+|x|^{q}\right), \\
& \mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{\partial_{\beta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \\
& \leq C_{0}\left(C^{\left(2 p_{1}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1}}}\left(1+|x|^{q}\right),
\end{aligned}
$$

where $C$ is as in (5.14), and

$$
\begin{aligned}
& \mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{\partial_{\theta} q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \leq C_{0} \Delta_{n}^{\frac{p}{2}}\left(1+|x|^{q}\right), \\
& \mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{\partial_{\beta} q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \leq C_{0}\left(1+|x|^{q}\right) .
\end{aligned}
$$

Proof. Applying Lemma 5.2.7 and Jensen's inequality, for any $j \geq 1$ and $p>1$, we obtain that

$$
\begin{aligned}
\mathrm{E} & {\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{\partial_{\beta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right]=\mathrm{E}\left[\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\right.} \\
& \left.\left.\times\left(\frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right) \mid Y_{t_{k+1}}^{\theta, \beta}=X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}}, \widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right]\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \\
\leq & \frac{1}{\Delta_{n}^{p}} \int_{\mathbb{R}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\left|\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta, \beta}=y, \widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right] \\
& \times q_{(j)}^{\bar{\theta}, \bar{\beta}}\left(\Delta_{n}, x, y ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} d y \\
= & \frac{1}{\Delta_{n}^{p}} \widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\left|\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p} \mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\bar{\theta}, \bar{\beta}}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, Y_{t_{k}}^{\theta, \beta}, Y_{t_{k+1}}^{\theta, \beta} ; a_{1}, \ldots, a_{j}\right)\right]
\end{aligned}
$$

Then, applying Hölder's inequality with $\frac{1}{p_{1}}+\frac{1}{p_{2}}=1$, together with Lemma 5.2 .6 and (5.11), we get that if $p_{1}$ is close to 1 ,

$$
\begin{aligned}
& \mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{\partial_{\beta} q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}, X_{t_{k+1}}^{\bar{\theta}, \bar{\beta}} ; a_{1}, \ldots, a_{j}\right)\right)^{p} \right\rvert\, X_{t_{k}}^{\bar{\theta}, \bar{\beta}}=x\right] \\
& \leq \frac{1}{\Delta_{n}^{p}}\left(\widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\left|\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)\right)\right|^{p p_{2}}\right]\right)^{\frac{1}{p_{2}}} \\
& \quad \times\left(\widetilde{\mathrm{E}}_{x}^{\theta, \beta}\left[\mathbf{1}_{\left\{\widetilde{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\bar{\theta}, \bar{\beta}}}{q_{(j)}^{\theta, \beta}}\left(\Delta_{n}, Y_{t_{k}}^{\theta, \beta}, Y_{t_{k+1}}^{\theta, \beta} ; a_{1}, \ldots, a_{j}\right)\right)^{p_{1}}\right]\right)^{\frac{1}{p_{1}}} \\
& \leq \\
& \leq C_{0}\left(C^{\left(2 p_{1}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1}}}\left(1+|x|^{q}\right)
\end{aligned}
$$

for some constants $C_{0}, q>0$. This concludes the second inequality. The proof of the other inequalities follow along the same lines and are omitted.

Lemma 5.2.9. Assume conditions (A1)-(A4). Then for any $q_{1}, q_{2}, q_{3}>1$ conjugate, $q_{3}$ close to 1 , and $p_{1}>1$ close to 1 , there exist constants $C_{0}, q>0$ such that for any random variable $Y$, $k \in\{0, \ldots, n-1\}, a_{1}, \ldots, a_{j} \in \mathbb{R}_{0}$, and $j \geq 1$,

$$
\begin{aligned}
& \left|\mathrm{E}\left[\left.Y \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)} ; a_{1}, \ldots, a_{j}\right)-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right| \\
& \leq \frac{C_{0}}{\sqrt{n}}\left(\mathrm{E}\left[|Y|^{q_{1}} \mid X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{1}}}\left(C^{\left(p_{1} \vee q_{3}\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}+\frac{1}{q_{3}}}\left(1+|x|^{q}\right),
\end{aligned}
$$

where $C$ is as in 5.14, and

$$
\begin{aligned}
& \left|\mathrm{E}\left[\left.Y 1_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right)-1\right) \right\rvert\, X_{t_{k}, \beta(\ell)}^{\theta_{n}, \beta(\ell)}=x\right]\right| \\
& \leq \frac{C_{0}}{\sqrt{n}}\left(\mathrm{E}\left[|Y|^{q_{1}} \mid X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{1}}}\left(1+|x|^{q}\right),
\end{aligned}
$$

where $\beta(\ell):=\beta_{0}+\frac{\ell v}{\sqrt{n}}$, and $\ell \in[0,1]$.

Proof. Observe that we can write

$$
\begin{aligned}
& \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)} ; a_{1}, \ldots, a_{j}\right)-1=\frac{q_{(j)}^{\theta_{0}, \beta_{0}}-q_{(j)}^{\theta_{0}, \beta(\ell)}+q_{(j)}^{\theta_{0}, \beta(\ell)}-q_{(j)}^{\theta_{n}, \beta(\ell)}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \\
& =-\frac{\ell v}{\sqrt{n}} \int_{0}^{1} \frac{\partial_{\beta} q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}} \frac{q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} d h-\frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} q_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta_{n}}}, \beta(\ell)}}{\theta_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta_{n}}}, \beta(\ell)}} \frac{q_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta_{n}}}, \beta(\ell)}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} d h .
\end{aligned}
$$

Here, to simplify the exposition, let us write $\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \equiv \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}, ~}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)} ; a_{1}, \ldots, a_{j}\right)$. This implies that

$$
\left|\mathrm{E}\left[\left.Y \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right| \leq S_{1}+S_{2}
$$

where

$$
\begin{aligned}
& S_{1}=\frac{|v|}{\sqrt{n}} \int_{0}^{1} \left\lvert\, \mathrm{E}\left[Y \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{\partial_{\beta} q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{\left.\left.\theta_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}} \frac{q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right] \mid d h,}\right.\right. \\
& S_{2}=\frac{|u|}{\sqrt{n \Delta_{n}}} \int_{0}^{1}\left|\mathrm{E}\left[\left.Y \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{\partial_{\theta} q_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta n}}, \beta(\ell)}}{q_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta n}}, \beta(\ell)}} \frac{q_{(j)}^{\theta_{0}+\frac{u h}{\sqrt{n \Delta n}}, \beta(\ell)}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right| d h .
\end{aligned}
$$

First, we treat $S_{1}$. Using Hölder's inequality with $q_{1}, q_{2}, q_{3}>1$ conjugate, together with Lemmas 5.2 .6 and 5.2.8, we get that if $q_{3}$ is close to 1 , for any $p_{1}>1$ close to 1 ,

$$
\begin{aligned}
S_{1} \leq & \frac{|v|}{\sqrt{n}} \int_{0}^{1}\left(\mathrm{E}\left[|Y|^{q_{1}} \mid X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{1}}}\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{\partial_{\beta} q_{(j)}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{\theta_{\left(j, \beta_{0}+\frac{\ell v h}{\sqrt{n}}\right.}^{q^{\prime}}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{2}}} \\
& \times\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j,}^{\theta_{0}, \beta_{0}+\frac{\ell v h}{\sqrt{n}}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{3}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{3}}} d h \\
\leq & C_{0} \frac{|v|}{\sqrt{n}}\left(\mathrm{E}\left[|Y|^{q_{1}} \mid X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{1}}}\left(C^{\left(2 p_{1}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}} \\
& \times\left(C^{\left(2 q_{3}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{3}}}\left(1+|x|^{q}\right)
\end{aligned}
$$

for some constants $C_{0}, q>0$.
Similarly,

$$
\begin{aligned}
S_{2} \leq C_{0} & \frac{|u|}{\sqrt{n}}\left(\mathrm{E}\left[|Y|^{q_{1}} \mid X_{t_{k}}^{\theta_{n}, \beta(\ell)}=x\right]\right)^{\frac{1}{q_{1}}}\left(C^{\left(2 p_{1}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}} \\
& \times\left(C^{\left(2 q_{3}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{3}}}\left(1+|x|^{q}\right)
\end{aligned}
$$

This concludes the first inequality. The second one can be done similarly. Thus, the result follows.

Lemma 5.2.10. Assume conditions (A1)-(A3), and let $f$ be any bounded function. Then for any $k \in\{0, \ldots, n-1\}$, and $(\theta, \beta) \in \Theta \times \Sigma$,

$$
\begin{aligned}
& \mathrm{E}\left[f\left(X_{t_{k+1}}\right) \mid X_{t_{k}}\right]=\mathrm{E}\left[\left.f\left(X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right) \mathbf{1}_{\widehat{J}_{0, k}} \frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A} \mathrm{E}\left[\left.f\left(X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right) \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{t_{k+1}}^{\theta_{n}, \beta(\ell)} ; a_{1}, \ldots, a_{j}\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] .
\end{aligned}
$$

Proof. Observe that

$$
\begin{aligned}
& \mathrm{E}\left[f\left(X_{t_{k+1}}\right) \mid X_{t_{k}}\right]=\mathrm{E}\left[\mathbf{1}_{\widehat{J}_{0, k}} f\left(X_{t_{k+1}}\right) \mid X_{t_{k}}\right]+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A} \mathrm{E}\left[\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} f\left(X_{t_{k+1}}\right) \mid X_{t_{k}}\right] \\
& =\int_{\mathbb{R}} f(y) q_{(0)}^{\theta_{0}, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}} d y \\
& \quad+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A} \int_{\mathbb{R}} f(y) q_{(j)}^{\theta_{0}, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} d y \\
& =\int_{\mathbb{R}} f(y) \frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}} q_{(0)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}} d y \\
& \quad+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A} \int_{\mathbb{R}} f(y) \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} q_{(j)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{\left.t_{k}, y ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!} d y,}^{l}\right.
\end{aligned}
$$

which concludes the desired result.
We next recall Girsanov's theorem on each interval $\left[t_{k}, t_{k+1}\right]$.
Lemma 5.2.11. Under conditions (A1) and (A2), for all $\theta, \theta_{1} \in \Theta, \beta \in \Sigma$, and $k \in\{0, \ldots, n-$ 1 \}, define a measure

$$
\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}=\widehat{\mathrm{E}}\left[\mathbf{1}_{A} e^{-\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d B_{t}+\frac{1}{2} \int_{t_{k}}^{t_{k+1}}\left(\frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)}\right)^{2} d t}\right],
$$

for all $A \in \widehat{\mathcal{F}}$. Then $\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}$ is a probability measure and under $\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}$, the process $B_{t}^{\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}=$ $B_{t}+\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d t$ is a Brownian motion, for all $t \in\left[t_{k}, t_{k+1}\right]$.

Lemma 5.2.12. Assume conditions (A1), (A2), and (A3)(b). Let $\theta, \theta_{1} \in \Theta$ and $\beta \in \Sigma$ such that $\left|\theta-\theta_{1}\right| \leq \frac{C}{\sqrt{n \Delta_{n}}}$, for some constant $C>0$. Then there exist constants $C, q>0$ such that for any random variable $V$, and $k \in\{0, \ldots, n-1\}$,

$$
\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}\left[\left.V\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}-1\right) \right\rvert\, X_{t_{k}}^{\theta, \beta}\right]\right| \leq \frac{C}{\sqrt{n}}\left(1+\left|X_{t_{k}}^{\theta, \beta}\right|^{q}\right) \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[V^{2} \mid X_{t_{k}}^{\theta, \beta}\right]\right)^{1 / 2} d \alpha
$$

where $\mathrm{E}_{\widehat{\mathrm{P}}}{ }^{\alpha}$ denotes the expectation under the probability measure $\widehat{\mathrm{P}}^{\alpha}$ defined as

$$
\frac{d \widehat{\mathrm{P}}^{\alpha}}{d \widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}:=e^{\alpha \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d B_{t}-\frac{\alpha^{2}}{2} \int_{t_{k}}^{t_{k+1}}\left(\frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)}\right)^{2} d t},
$$

for all $\alpha \in[0,1]$.

Proof. Observe that

$$
\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}-1=\int_{0}^{1} \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)}\left(d B_{t}-\alpha \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{1}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d t\right) \frac{d \widehat{\mathrm{P}}^{\alpha}}{d \widehat{Q}_{k}^{\theta_{1}, \theta, \beta}} d \alpha .
$$

Consider the process $W=\left(W_{t}\right)_{t \in\left[t_{k}, t_{k+1}\right]}$ defined by

$$
W_{t}:=B_{t}-\alpha \int_{t_{k}}^{t} \frac{b\left(\theta, X_{s}\right)-b\left(\theta_{1}, X_{s}\right)}{\sigma\left(\beta, X_{s}\right)} d s
$$

By Girsanov's theorem, $W$ is a Brownian motion under $\widehat{\mathrm{P}}^{\alpha}$.
Then, using Girsanov's theorem, Cauchy-Schwarz inequality, and hypotheses (A2), (A3)(b), together with Lemma 4.2.2 (ii), we get that

$$
\begin{aligned}
& \left|\mathrm{E}_{\widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}\left[\left.V\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta_{1}, \theta, \beta}}-1\right) \right\rvert\, X_{t_{k}}^{\theta, \beta}\right]\right|=\left|\int_{0}^{1} \mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[\left.V \int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d W_{t} \right\rvert\, X_{t_{k}}^{\theta, \beta}\right] d \alpha\right| \\
& \leq \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[V^{2} \mid X_{t_{k}}^{\theta, \beta}\right]\right)^{1 / 2}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha}}\left[\left.\left|\int_{t_{k}}^{t_{k+1}} \frac{b\left(\theta, X_{t}\right)-b\left(\theta_{0}, X_{t}\right)}{\sigma\left(\beta, X_{t}\right)} d W_{t}\right|^{2} \right\rvert\, X_{t_{k}}^{\theta, \beta}\right]\right)^{1 / 2} d \alpha \\
& \leq \frac{C}{\sqrt{n}}\left(1+\left|X_{t_{k}}^{\theta, \beta}\right|^{q}\right) \int_{0}^{1}\left(\mathrm{E}_{\widehat{\mathrm{P}}^{\alpha} \alpha}\left[V^{2} \mid X_{t_{k}}^{\theta, \beta}\right]\right)^{1 / 2} d \alpha,
\end{aligned}
$$

for some constants $C, q>0$. Thus, the result follows.
Lemma 5.2.13. Under conditions (A1)-(A3), for all $k \in\{0, \ldots, n-1\}$ and $\theta \in \Theta$,

$$
\begin{align*}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\int_{\mathbb{R}}\left(\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) a \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)} q^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}} d y,\right.  \tag{5.17}\\
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{0, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\int_{\mathbb{R}_{0}} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) e^{-\lambda \Delta_{n}} \lambda \Delta_{n} a^{2} d y \mu(d a), \tag{5.18}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}[ & \mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}} \int_{\mathbb{R}_{0}}^{t_{k+1}} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\tilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right. \\
& \left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]  \tag{5.19}\\
=\int_{\mathbb{R}_{0}} \int_{\mathbb{R}} & \left(\frac{\left.\int_{\mathbb{R}_{0}}(z-a) q_{(1)}^{\theta_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}\right)^{2}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right. \\
& \times q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda \Delta_{n}} \lambda \Delta_{n} d y \mu(d z) .
\end{align*}
$$

Proof. Using Bayes' formula, we get that

$$
\begin{aligned}
& \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right] \\
& =\frac{\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\widetilde{\Lambda}_{\left[t_{k}, t_{k+1}\right]} \mathbf{1}_{\left\{Y_{Y_{k+1}}^{\theta, \beta_{0}}=X_{\left.t_{k+1}\right\}}\right\}} \mid \widetilde{J}_{1, k}\right] \widetilde{\mathrm{P}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left(\widetilde{J}_{1, k}\right)}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} \\
& =\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a\right) a \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} .
\end{aligned}
$$

This, together with Bayes' formula again, implies that

$$
\begin{aligned}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta, \beta_{0}}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}\left(\widehat{J}_{0, k} \mid X_{t_{k}}\right) \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\left(\left.\frac{\int_{\mathbb{R}_{0}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a\right) a \mu(d a) e^{-\lambda \Delta_{n}} \lambda \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)}\right|_{J_{0, k}, X_{t_{k}}}\right],\right.
\end{aligned}
$$

which implies 5.17. Similarly,

$$
\begin{aligned}
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta, \beta_{0}}}\left[\mathbf{1}_{\widetilde{J}_{0, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& =\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\left.\mathbf{1}_{\widehat{J}_{1, k}} \widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]}^{2}\left(\frac{q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda \Delta_{n}}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)}\right)^{2} \right\rvert\, X_{t_{k}}\right] \\
& =\int_{\mathbb{R}_{0}} \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\left.\left(\frac{q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda \Delta_{n}}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)}\right)^{2} \right\rvert\, \widehat{J}_{1, k}, \widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]}=\{a\}, X_{t_{k}}\right] a^{2} \\
& \quad \times \widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}\left(\widehat{\Lambda}_{\left[t_{k}, t_{k+1}\right]} \in d a, \widehat{J}_{1, k} \mid X_{t_{k}}\right) \\
& =\int_{\mathbb{R}_{0}} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda \Delta_{n}}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{\left.t_{k}, y ; a\right)}, y e^{-\lambda \Delta_{n}} \lambda \Delta_{n} a^{2} d y \mu(d a),\right.
\end{aligned}
$$

which shows 5.18) The proof of (5.19) follows along the same lines and is therefore omitted.
By abuse of notation in this subsection relating to the term $M_{i}^{\theta, \beta_{0}}$ below, consider the events $\widehat{J}_{2, k}=\left\{N_{t_{k+1}}-N_{t_{k}} \geq 2\right\}$ and $\widetilde{J}_{2, k}=\left\{M_{t_{k+1}}-M_{t_{k}} \geq 2\right\}$. Set $I=\left\{a \in A: \rho_{1} \Delta_{n}^{v} \leq|a| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\}$ and $\lambda_{n}=\int_{I} \nu(d a)$, where $\rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ are from hypothesis (A6). For $i=0,1,2$, set

$$
\begin{aligned}
M_{i}^{\theta, \beta_{0}}= & \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf { 1 } _ { \widehat { J } _ { i , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.\right. \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}, X_{0}}^{\beta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]
\end{aligned}
$$

Recall that for the simple Lévy process (3.1), we used a large deviation principle by conditioning on the number of jumps. For the non-linear model 5.1, we will obtain the parallel of Lemma 3.2.6 in our case.

Lemma 5.2.14. Under conditions (A1)-(A4), for any $\theta \in \Theta$ and $n$ large enough, there exist constants $C, C_{0}>0$, such that for all $\alpha \in\left(v, \frac{1}{2}\right), \alpha_{0} \in\left(\frac{1}{4}, \frac{1}{2}\right)$, and $k \in\{0, \ldots, n-1\}$,

$$
\begin{align*}
& M_{0}^{\theta, \beta_{0}} \leq C\left(\lambda_{n} \Delta_{n}^{3 / 2}+\Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha-1}}\right)  \tag{5.20}\\
& M_{1}^{\theta, \beta_{0}} \leq C\left(\lambda_{n} \Delta_{n}^{3 / 2}+\Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2\left(\alpha \vee \alpha_{0}\right)-1}}\right)  \tag{5.21}\\
& M_{2}^{\theta, \beta_{0}} \leq C \lambda_{n} \Delta_{n}^{3 / 2} \tag{5.22}
\end{align*}
$$

In particular, 5.22 holds for all $n \geq 1$.
Proof. We start showing (5.20). Multiplying the random variable inside the conditional expectation of $M_{0}^{\theta, \beta_{0}}$ by $\left(\mathbf{1}_{\widetilde{J}_{0, k}}+\mathbf{1}_{\widetilde{J}_{1, k}}+\mathbf{1}_{\widetilde{J}_{2, k}}\right)$, we get that $M_{0}^{\theta, \beta_{0}} \leq 2\left(M_{0,1}^{\theta, \beta_{0}}+M_{0,2}^{\theta, \beta_{0}}\right)$, where for $i=1,2$,

$$
M_{0, i}^{\theta, \beta_{0}}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{0, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{i, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right]
$$

By (5.17), we have that

$$
M_{0,1}^{\theta, \beta_{0}}=\int_{\mathbb{R}}\left(\frac{\int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) a \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} d y
$$

We next divide the integral in $M_{0,1}^{\theta, \beta_{0}}$ into the subdomains $\left\{y:\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}$ and $\left\{y:\left|y-X_{t_{k}}\right| \leq\right.$ $\left.\Delta_{n}^{\alpha}\right\}$, where $\alpha \in\left(v, \frac{1}{2}\right)$, and call each integral $M_{0,1,1}^{\theta, \beta_{0}}$ and $M_{0,1,2}^{\theta, \beta_{0}}$. We start bounding $M_{0,1,1}^{\theta, \beta_{0}}$. By (5.12),

$$
\begin{equation*}
p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) \geq \int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \tag{5.23}
\end{equation*}
$$

Then, using (5.13), we get that

$$
\begin{aligned}
M_{0,1,1}^{\theta, \beta_{0}} & \leq C \Delta_{n}^{-2 \gamma} \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) d y \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{t_{k}}\right)^{2}}{c \Delta_{n}}} d y \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha-1}}
\end{aligned}
$$

for some constants $C, C_{0}>0$ and $c \geq 1$. We next treat $M_{0,1,2}^{\theta, \beta_{0}}$. Observe that 5.12 yields

$$
\begin{equation*}
\left(p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)\right)^{2} \geq q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} \int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \tag{5.24}
\end{equation*}
$$

Therefore, using Lemma 5.2.5, we get that for $n$ large enough

$$
\begin{aligned}
M_{0,1,2}^{\theta, \beta_{0}} & \leq C \Delta_{n}^{-2 \gamma} e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) d y \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{I} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{\left.t_{k}-a\right)^{2}}^{c \Delta_{n}}\right.}{} d y \mu(d a)} \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{I}\left\{\int_{-\infty}^{\frac{\Delta_{n}^{\alpha}-\rho_{1} \Delta_{n}^{v}}{\sqrt{c \Delta_{n}}}} e^{-w^{2}} d w \mathbf{1}_{\left\{a \geq \rho_{1} \Delta_{n}^{v}\right\}}+\int_{\frac{-\Delta_{n}^{\alpha}+\rho_{1} \Delta_{n}^{v}}{\sqrt{c \Delta_{n}}}}^{+\infty} e^{-w^{2}} d w \mathbf{1}_{\left\{a \leq-\rho_{1} \Delta_{n}^{v}\right\}}\right\} \mu(d a) \\
& \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 v-1}}
\end{aligned}
$$

for some constants $C, C_{0}>0$ and $c \geq 1$, where we have applied Fubini's theorem, the change of variables $w=\frac{y-X_{t_{k}-a}}{\sqrt{c \Delta_{n}}}$, and the fact that on $I,|a| \geq \rho_{1} \Delta_{n}^{v}$, together with $e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \leq \lambda$. This shows that for $n$ large enough and for $\alpha \in\left(v, \frac{1}{2}\right)$,

$$
\begin{equation*}
M_{0,1}^{\theta, \beta_{0}} \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} \tag{5.25}
\end{equation*}
$$

for some constants $C, C_{0}>0$.
In order to treat $M_{0,2}^{\theta, \beta_{0}}$, observe that by Jensen and Cauchy-Schwarz inequalities, and hypothesis (A4), it holds that

$$
M_{0,2}^{\theta, \beta_{0}} \leq \mathrm{E}\left[\mathbf{1}_{\tilde{J}_{2, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k}}^{\theta, \beta_{0}}=X_{t_{k}}\right] \leq C \lambda_{n} \Delta_{n}^{3 / 2}
$$

This shows 5.20.
We next show 5.21 . As for the term $M_{0}^{\theta, \beta_{0}}$, we have that $M_{1}^{\theta, \beta_{0}} \leq 2\left(M_{1,1}^{\theta, \beta_{0}}+M_{1,2}^{\theta, \beta_{0}}\right)$, where

$$
\begin{aligned}
& M_{1,1}^{\theta, \beta_{0}}= \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf { 1 } _ { \widehat { J } _ { 1 , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.\right. \\
&-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}} \\
&\left.\left.\left.M_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
& \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{0}, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{2, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] .
\end{aligned}
$$

Adding and substracting the term $\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]$ inside the square to start bounding $M_{1,1}^{\theta, \beta_{0}}$, we get that $M_{1,1}^{\theta, \beta_{0}} \leq 2\left(M_{1,1,1}^{\theta, \beta_{0}}+M_{1,1,2}^{\theta, \beta_{0}}\right)$, where

$$
\begin{aligned}
M_{1,1,1}^{\theta, \beta_{0}}= & \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf { 1 } _ { \widehat { J } _ { 1 , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.\right. \\
& \left.\left.\quad-\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] \\
M_{1,1,2}^{\theta, \beta_{0}}= & \mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf { 1 } _ { \widehat { J } _ { 1 , k } } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right.\right. \\
& \left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}, \beta_{0}}^{\theta_{0}}\left[\mathbf{1}_{\widetilde{J}_{1, k}} \int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta, \beta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] .
\end{aligned}
$$

Observe that $M_{1,1,1}^{\theta, \beta_{0}} \leq 2\left(M_{1,1,1,0}^{\theta, \beta_{0}}+M_{1,1,1,2}^{\theta, \beta}\right)$, where for $i=0,2$,

$$
M_{1,1,1, i}^{\theta, \beta_{0}}=\mathrm{E}_{\widehat{Q}_{k}^{\theta, \theta_{0}, \beta_{0}}}\left[\mathbf{1}_{\widehat{J}_{1, k}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta, \beta_{0}}\left[\mathbf{1}_{\widetilde{J}_{i, k}} \mid Y_{t_{k+1}}^{\theta, \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] .
$$

By (5.18),

$$
M_{1,1,1,0}^{\theta, \beta_{0}}=\int_{I} \int_{\mathbb{R}}\left(\frac{q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} a^{2} d y \mu(d a)
$$

Again we divide the $d y$ integral into the subdomains $\left\{y:\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}$ and $\left\{y:\left|y-X_{t_{k}}\right| \leq\right.$ $\left.\Delta_{n}^{\alpha}\right\}$, where $\alpha \in\left(v, \frac{1}{2}\right)$, and call the terms $M_{1,1,1,0,1}^{\theta, \beta_{0}}$ and $M_{1,1,1,0,2}^{\theta, \beta_{0}}$. As for the term $M_{0,1,1}^{\theta, \beta_{0}}$, using (5.24), we obtain that

$$
M_{1,1,1,0,1}^{\theta, \beta_{0}} \leq C \Delta_{n}^{-2 \gamma} \int_{\left\{\left|y-X_{t_{k}}\right|>\Delta_{n}^{\alpha}\right\}} q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) d y \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha-1}},
$$

for some constants $C, C_{0}>0$. Next, (5.12) yields

$$
\begin{equation*}
p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) \geq q_{(0)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) e^{-\lambda_{n} \Delta_{n}} \tag{5.26}
\end{equation*}
$$

Then, as for the term $M_{0,1,2}^{\theta, \beta_{0}}$, using Lemma 5.2.5. we get that for $n$ large enough

$$
\begin{aligned}
M_{1,1,1,0,2}^{\theta, \beta_{0}} & \leq C \Delta_{n}^{-2 \gamma} e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{I} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha}\right\}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) d y \mu(d a) \\
& \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 v-1}}
\end{aligned}
$$

for some constants $C, C_{0}>0$. Therefore, the term $M_{1,1,1,0}^{\theta, \beta_{0}}$ satisfies 5.25 .
As for the term $M_{0,2}^{\theta, \beta_{0}}$, we have that $M_{1,1,1,2}^{\theta, \beta_{0}} \leq C \lambda_{n} \Delta_{n}^{3 / 2}$ for some constant $C>0$. Therefore, the term $M_{1,1,1}^{\theta, \beta_{0}}$ satisfies 5.20 .

We next treat $M_{1,1,2}^{\theta, \beta_{0}}$. Using 5.19, we have that

$$
\begin{gathered}
M_{1,1,2}^{\theta, \beta_{0}}=\int_{I} \int_{\mathbb{R}}\left(\frac{\int_{I}(z-a) q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta}\left(\Delta_{n}, X_{t_{k}}, y\right)}\right)^{2} \\
\times q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} d y \mu(d z)
\end{gathered}
$$

We next fix $\alpha_{0}$ and $\varepsilon$ such that $\frac{1}{4}<\varepsilon<\alpha_{0}<\frac{1}{2}$, and consider the set

$$
E_{z}^{k}=\left\{a \in I:|z-a| \leq \Delta_{n}^{\varepsilon}, \text { for all } z \in I\right\}
$$

We next split the integral inside the square of $M_{1,1,2}^{\theta, \beta_{0}}$ over the sets $\mathbf{1}_{E_{z}^{k}}$ and $\mathbf{1}_{\left(E_{z}^{k}\right)^{c}}$ and call both terms $M_{1,1,2,1}^{\theta, \beta_{0}}$ and $M_{1,1,2,2}^{\theta, \beta_{0}}$. First, (5.23) and Lemma 5.2 .5 yield that

$$
\begin{equation*}
M_{1,1,2,1}^{\theta, \beta_{0}} \leq C e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}^{1+2 \varepsilon} \int_{I} \int_{\mathbb{R}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) d y \mu(d z) \leq C \lambda_{n} \Delta_{n}^{1+2 \varepsilon} \tag{5.27}
\end{equation*}
$$

for some constant $C>0$.
Next, we treat $M_{1,1,2,2}^{\theta, \beta_{0}}$ by dividing the domain of the $d y$ integral into the subdomains $I_{1}:=$ $\left\{y:\left|y-X_{t_{k}}-z\right|>\Delta_{n}^{\alpha_{0}}\right\}$ and $I_{2}:=\left\{y:\left|y-X_{t_{k}}-z\right| \leq \Delta_{n}^{\alpha_{0}}\right\}$, and call both terms $M_{1,1,2,2,1}^{\theta, \beta_{0}}$ and $M_{1,1,2,2,2}^{\theta, \beta_{0}}$. Then, using 5.23 and Lemma 5.2.5. we get that

$$
\begin{aligned}
M_{1,1,2,2,1}^{\theta, \beta_{0}} & \leq C \Delta_{n}^{-2 \gamma} e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \int_{I} \int_{I_{1}} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{I} \int_{I_{1}} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-x_{t_{k}}-z\right)^{2}}{c \Delta_{n}}} d y \mu(d z) \leq C \Delta_{n}^{-2 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha_{0}-1}}
\end{aligned}
$$

for some constants $C, C_{0}>0$ and $c \geq 1$.
Next, (5.12) yields

$$
\left(p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)\right)^{2} \geq p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right) \int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}
$$

Then, using Lemma 5.2.5, we obtain that

$$
\begin{aligned}
& M_{1,1,2,2,2}^{\theta, \beta_{0}} \leq C \Delta_{n}^{-2 \gamma} e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n} \\
& \quad \times \int_{I} \int_{I_{2}} \int_{I} \mathbf{1}_{\left(E_{z}^{k}\right) c} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; a\right) \mu(d a) \frac{q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{I} \int_{I_{2}} \int_{I} \mathbf{1}_{\left(E_{z}^{k}\right) c} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{\left(y-X_{t_{k}}-a\right)^{2}}{c \Delta_{n}}} \mu(d a) \frac{q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-2 \gamma} \int_{I} \int_{I} \int_{\left\{|h| \leq \Delta_{n}^{\alpha_{0}}\right\}} \mathbf{1}_{\left(E_{z}^{k}\right) c}^{c} \frac{1}{\sqrt{\Delta_{n}}} e^{-\frac{(h+z-a)^{2}}{c \Delta_{n}}} \\
& \quad \times \frac{q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+z ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{\left.p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+z, z\right)\right)} d h \mu(d a) \mu(d z),
\end{aligned}
$$

for some constants $C>0$ and $c \geq 1$, where we have used the change of variable $h:=y-X_{t_{k}}-z$.
Since $|h| \leq \Delta_{n}^{\alpha_{0}}$ and $|z-a|>\Delta_{n}^{\varepsilon}$ on $\left(E_{z}^{k}\right)^{c}$, for $n$ large enough there exists a constant $C_{1} \in(0,1)$ such that $|h+z-a| \geq C_{1} \Delta_{n}^{\varepsilon}$. Then, we deduce that

$$
\begin{aligned}
& M_{1,1,2,2,2}^{\theta, \beta_{0}} \leq C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}} \int_{I} \int_{\left\{|h| \leq \Delta_{n}^{\alpha_{0}}\right\}} \frac{q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+z ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, h+X_{t_{k}}+z\right)} d h \mu(d z) \\
& =C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}} \int_{I} \int_{\left\{\left|y-X_{t_{k}}-z\right| \leq \Delta_{n}^{\left.\alpha_{0}\right\}}\right.} \frac{q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \mu(d z) \\
& \leq C \Delta_{n}^{-\frac{1}{2}-2 \gamma} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}} \int_{\left\{\left|y-X_{t_{k}}\right| \leq \Delta_{n}^{\alpha_{0}}+\rho_{2} \Delta_{n}^{-\gamma}\right\}} \frac{\int_{I} q_{(1)}^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y ; z\right) \mu(d z) e^{-\lambda_{n} \Delta_{n}} \lambda_{n} \Delta_{n}}{p^{\theta, \beta_{0}}\left(\Delta_{n}, X_{t_{k}}, y\right)} d y \\
& =C \Delta_{n}^{-\frac{1}{2}-2 \gamma+\alpha_{0}} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}}+C \Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}} \\
& \leq C \Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-\frac{C_{1}^{2} \Delta_{n}^{2 \varepsilon-1}}{c}},
\end{aligned}
$$

where we have used the change of variable $y:=h+X_{t_{k}}+z$, and (5.23).
Therefore, we have shown that for $n$ large enough and $\alpha_{0} \in\left(\epsilon, \frac{1}{2}\right)$,

$$
M_{1,1,2,2}^{\theta, \beta_{0}} \leq C \Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha_{0}-1}},
$$

for some constants $C, C_{0}>0$, which together with (5.27) gives

$$
M_{1,1,2}^{\theta, \beta_{0}} \leq C\left(\lambda_{n} \Delta_{n}^{1+2 \epsilon}+\Delta_{n}^{-\frac{1}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2 \alpha_{0}-1}}\right)
$$

Finally, as for the term $M_{0,2}^{\theta, \beta_{0}}$, we obtain that $M_{1,2}^{\theta, \beta_{0}}+M_{2}^{\theta, \beta_{0}} \leq C \lambda_{n} \Delta_{n}^{3 / 2}$, which concludes the proof of (5.21) and (5.22).

For all $k \in\{0, \ldots, n-1\}$ and $p \in\{2,4\}$, set $\widehat{A}_{k, r}=\left\{\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}}=r\right\}, \widehat{A}_{k, r}^{c}=\left\{\widehat{L}_{t_{k+1}}-\widehat{L}_{t_{k}} \neq\right.$ $r\}, \widetilde{A}_{k, r}=\left\{\widetilde{L}_{t_{k+1}}-\widetilde{L}_{t_{k}}=r\right\}, \widetilde{A}_{k, r}^{c}=\left\{\widetilde{L}_{t_{k+1}}-\widetilde{L}_{t_{k}} \neq r\right\}$, where $\widetilde{L}_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z M(d s, d z)$ and

$$
\begin{aligned}
& M_{1, p}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} r^{p} \mathrm{E}\left[\mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right], \\
& M_{2, p}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} \mathrm{E}\left[\mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right],
\end{aligned}
$$

where $\overline{\mathcal{A}}:=\left\{\sum_{i=1}^{j} a_{i}, a_{i} \in I, j \in \mathbb{N}\right\}$
As in Lemma 3.2.6, we obtain the following large deviation estimates for the non-linear model (5.1).

Lemma 5.2.15. Under conditions (A1)-(A4) and (A7)-(A8), for $n$ large enough, there exist constants $C_{0}, C_{1}>0$, such that for all $\alpha \in\left(v, \frac{1}{2}\right)$, and $k \in\{0, \ldots, n-1\}$,

$$
M_{1, p}^{\theta_{n}, \beta(\ell)}+M_{2, p}^{\theta_{n}, \beta(\ell)} \leq C_{1} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} .
$$

Proof. We start bounding $M_{1, p}^{\theta_{n}, \beta(\ell)}$. For this, we fix $\alpha \in\left(v, \frac{1}{2}\right)$, and write $M_{1, p}^{\theta_{n}, \beta(\ell)}=M_{1, p, 1}^{\theta_{n}, \beta(\ell)}+$ $M_{1, p, 2}^{\theta_{n}, \beta(\ell)}$, where

$$
\begin{aligned}
& M_{1, p, 1}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} r^{p} \mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}}{ }_{\sigma\left(\beta, X_{s}\right) d B_{s}}\right|>\Delta_{n}^{\alpha}\right\}}^{\left.\mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right],}\right. \\
& M_{1, p, 2}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} r^{p} \mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}}{ }_{\left.\sigma\left(\beta, X_{s}\right) d B_{s} \mid \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n},(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right| X_{t_{k}}\right] .} .\right.
\end{aligned}
$$

Applying Cauchy-Schwarz and the exponential martingale inequalities, together with (A2), (A4), we get that

$$
\begin{aligned}
M_{1, p, 1}^{\theta_{n}, \beta(\ell)} & \leq \mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right|>\Delta_{n}^{\alpha}\right\}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{p} \mid X_{t_{k}}\right] \\
& \leq\left(\mathrm{P}\left(\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right|>\Delta_{n}^{\alpha} \mid X_{t_{k}}\right)\right)^{\frac{1}{2}}\left(\mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2 p} \mid X_{t_{k}}\right]\right)^{\frac{1}{2}} \\
& \leq \sqrt{2 \Delta_{n}} e^{-\frac{\Delta_{n}^{2 \alpha-1}}{4 c^{2}}}
\end{aligned}
$$

since the quadratic variation of the continuous martingale $\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}$ is upper bounded by $c^{2} \Delta_{n}$, where the constant $c$ is as in (A2).

Next, applying Hölder's and Jensen's inequalities with $q_{1}, q_{2}$ conjugate, we get that

$$
\begin{equation*}
M_{1, p, 2}^{\theta_{n}, \beta(\ell)} \leq \sum_{r \in \overline{\mathcal{A}}} r^{p}\left(\mathrm{P}\left(\widehat{A}_{k, r} \mid X_{t_{k}}\right)\right)^{\frac{1}{q_{1}}}\left(H_{k, r}^{\theta_{n}, \beta(\ell)}\right)^{\frac{1}{q_{2}}}, \tag{5.28}
\end{equation*}
$$

where

$$
H_{k, r}^{\theta_{n}, \beta(\ell)}=\mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}, r} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] .
$$

Since $1=\mathbf{1}_{\widehat{J}_{0, k}}+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}$, and set $a:=a_{1}+\cdots+a_{j}$, we can write $H_{k, r}^{\theta_{n}, \beta(\ell)}=H_{k, r, 1}^{\theta_{n}, \beta(\ell)}+H_{k, r, 2}^{\theta_{n}, \beta(\ell)}$, where

$$
\begin{aligned}
& H_{k, r, 1}^{\theta_{n}, \beta(\ell)}= \mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{J}_{0, k}} \mathbf{1}_{\{r=0\}} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\mathbf{1}_{\widetilde{A}_{k, 0}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right], \\
& H_{k, r, 2}^{\theta_{n}, \beta(\ell)}=\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\mathbf{1}_{\left\{\mid \int_{t_{k}}^{t_{k+1}}{ }_{\left.\sigma\left(\beta, X_{s}\right) d B_{s} \mid \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \mathbf{1}_{\{r=a\}}\right.}\right. \\
&\left.\times \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\mathbf{1}_{\widetilde{A}_{k, a}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] .
\end{aligned}
$$

We first treat $H_{k, r, 1}^{\theta_{n}, \beta(\ell)}$. Using Bayes's formula, (5.12), (5.13) and Lemma 5.2.5, we get that

$$
\begin{aligned}
& \mathbf{1}_{\widehat{J}_{0, k}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, 0}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \\
& =\mathbf{1}_{\widehat{J}_{0, k}} \sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\left\{\tilde{J}_{m, k}, z_{1}, \ldots, z_{m}\right\}} \mathbf{1}_{\{z \neq 0\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \\
& =\mathbf{1}_{\widehat{J}_{0, k}} \frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} q_{(m)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; z_{1}, \ldots, z_{m}\right) \mathbf{1}_{\{z \neq 0\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{p^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right)} \\
& =\mathbf{1}_{\widehat{J}_{0, k}} \frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} q_{(m)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; z_{1}, \ldots, z_{m}\right) \mathbf{1}_{\{z \neq 0\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{\sum_{i=0}^{\infty} q_{(i)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda_{n} \Delta_{n} \frac{\left(\lambda_{n} \Delta_{n}\right)^{i}}{i!}}} \\
& \leq \mathbf{1}_{\widehat{J}_{0, k}} \frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} q_{(m)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; z_{1}, \ldots, z_{m}\right) \mathbf{1}_{\{z \neq 0\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{q_{(0)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda_{n} \Delta_{n}}} \\
& \leq \mathbf{1}_{\widehat{J}_{0, k}} \frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} \frac{C^{m+1}}{\sqrt{\Delta_{n}}} e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}-z\right)^{2}}{c \Delta_{n}}} \mathbf{1}_{\{z \neq 0\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{\frac{1}{C \sqrt{\Delta_{n}}} e^{-c \frac{\left(X_{t_{k+1}}-X_{t_{k}}\right)^{2}}{\Delta_{n}}} e^{-\lambda_{n} \Delta_{n}}},
\end{aligned}
$$

for some constants $C>0$ and $c \geq 1$, where $z:=z_{1}+\cdots+z_{m}$, and we have lower bounded the denominator by the term $i=0$.

Conditioning on $\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}$ and $\widehat{J}_{0, k}$, using equation (5.1), the boundedness of $b$ and the fact that $|z| \geq C \Delta_{n}^{v}$ for some constant $C>0$, together with $c>1$, we have that for $n$ sufficiently large,

$$
\begin{align*}
& e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}-z\right)^{2}}{c \Delta_{n}}+c \frac{\left(X_{t_{k+1}}-X_{t_{k}}\right)^{2}}{\Delta_{n}}} \leq e^{\left(c-\frac{1}{c}\right) \frac{\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma} \lambda\right)^{2}}{\Delta_{n}}+2 \frac{|z|\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma}\right)}{c \Delta_{n}}-\frac{|z|^{2}}{c \Delta_{n}}} \\
& \leq e^{C_{1} \Delta_{n}^{2 \alpha-1}-\frac{|z|}{c \Delta_{n}}\left(|z|-C_{2} \Delta_{n}^{\alpha}\right)}\left(\mathbf{1}_{\left\{|z| \leq C_{2} \Delta_{n}^{\alpha}\right\}}+\mathbf{1}_{\left\{|z|>C_{2} \Delta_{n}^{\alpha}\right\}}\right) \\
& \leq e^{C_{1} \Delta_{n}^{2 \alpha-1}}\left(e^{-\frac{C_{2}}{c} \Delta_{n}^{\alpha-1}\left(C \Delta_{n}^{v}-C_{2} \Delta_{n}^{\alpha}\right)} \mathbf{1}_{\left\{|z| \leq C_{2} \Delta_{n}^{\alpha}\right\}}+e^{-\frac{C}{c} \Delta_{n}^{v-1}\left(C \Delta_{n}^{v}-C_{2} \Delta_{n}^{\alpha}\right)} \mathbf{1}_{\left\{|z|>C_{2} \Delta_{n}^{\alpha}\right\}}\right)  \tag{5.29}\\
& \leq e^{C_{1} \Delta_{n}^{2 \alpha-1}}\left(e^{-\frac{C_{2}}{c} C \Delta_{n}^{v+\alpha-1}+\frac{C_{2}^{2}}{c} \Delta_{n}^{2 \alpha-1}}+e^{-\frac{C^{2}}{c} \Delta_{n}^{2 v-1}+\frac{C}{c} C_{2} \Delta_{n}^{\alpha+v-1}}\right) \\
& \leq e^{-C_{3} \Delta_{n}^{v+\alpha-1}}+e^{-C_{4} \Delta_{n}^{2 v-1}} \leq C_{5} e^{-C_{6} \Delta_{n}^{\alpha+v-1}},
\end{align*}
$$

for some constants $C_{0}, \ldots, C_{6}>0$.
On the other hand,

$$
\begin{equation*}
\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} C^{m} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}<\infty \tag{5.30}
\end{equation*}
$$

which concludes that $H_{k, r, 1}^{\theta_{n}, \beta(\ell)} \leq C_{1} e^{-C_{0} \Delta_{n}^{\alpha+v-1}}$, for some constants $C_{0}, C_{1}>0$.
Next, applying Hölder's and Jensen's inequalities with $p_{1}, p_{2}$ conjugate, we get that

$$
\begin{aligned}
H_{k, r, 2}^{\theta_{n}, \beta(\ell)} & \leq \sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(\mathrm{P}\left(\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right) \mid X_{t_{k}}\right)^{\frac{1}{p_{1}}}\left(H_{k, r, 3}^{\theta_{n}, \beta(\ell)}\right)^{\frac{1}{p_{2}}} \\
& =\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1}}}\left(H_{k, r, 3}^{\theta_{n}, \beta(\ell)}\right)^{\frac{1}{p_{2}}},
\end{aligned}
$$

where
$H_{k, r, 3}^{\theta_{n}, \beta(\ell)}=\mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \mathbf{1}_{\{r=a\}} \widetilde{\mathrm{E}}_{\mathrm{X}_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\mathbf{1}_{\widetilde{A}_{k, a}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]$.

Using Bayes's formula, (5.12, 5.13) and Lemma 5.2.5, we get that

$$
\begin{aligned}
& \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, a}^{c}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]=\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{J}_{0, k}} \mathbf{1}_{\{a \neq 0\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \\
& +\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} \widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n}, \beta}\left[\mathbf{1}_{\left\{\widetilde{J}_{m, k}, z_{1}, \ldots, z_{m}\right\}} \mathbf{1}_{\{a \neq z\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \\
& =\frac{q_{(0)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) 1_{\{a \neq 0\}} e^{-\lambda_{n} \Delta_{n}}}{\sum_{i=0}^{\infty} q_{(i)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{i}}{i!}} \\
& +\frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} q_{(m)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; z_{1}, \ldots, z_{m}\right) 1_{\{a \neq z\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{\sum_{i=0}^{\infty} q_{(i)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) e^{-\lambda_{n} \Delta_{n} \frac{\left(\lambda_{n} \Delta_{n}\right)^{i}}{i!}}} \\
& \leq \frac{q_{(0)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) 1_{\{a \neq 0\}} e^{-\lambda_{n} \Delta_{n}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}} \\
& +\frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} q_{(m)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; z_{1}, \ldots, z_{m}\right) 1_{\{a \neq z\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{q_{(j)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}} \\
& \leq \frac{\frac{C}{\sqrt{\Delta_{n}}} e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}\right)^{2}}{c \Delta_{n}}} \mathbf{1}_{\{a \neq 0\}} e^{-\lambda_{n} \Delta_{n}}}{\frac{1}{C^{j+1} \sqrt{\Delta_{n}}} e^{-\frac{c\left(X_{t_{k+1}}-X_{t_{k}}-a\right)^{2}}{\Delta_{n}}} p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}}} \\
& +\frac{\sum_{m=1}^{\infty} \sum_{\left(z_{1}, \ldots, z_{m}\right) \in I} \frac{C^{m+1}}{\sqrt{\Delta_{n}}} e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}-z\right)^{2}}{c \Delta_{n}}} 1_{\{a \neq z\}} p_{z_{1}} \ldots p_{z_{m}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{m}}{m!}}{\frac{1}{C^{j+1} \sqrt{\Delta_{n}}} e^{-\frac{c\left(X_{t_{k+1}}-X_{t_{k}}-a\right)^{2}}{\Delta_{n}}} p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}},}
\end{aligned}
$$

for some constants $C>0$ and $c \geq 1$, where $z:=z_{1}+\cdots+z_{m}$ and we have lower bounded the denominator by the term $q_{(j)}^{\theta_{n}, \beta(\ell)}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}} ; a_{1}, \ldots, a_{j}\right) p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}$.

Conditioning on $\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}$ and $\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}$, using equation (5.1), the boundedness of $b$ and the fact that $|a| \geq C \Delta_{n}^{v}$ for some constant $C>0$, we get that, by proceeding as in (5.29), for $n$ sufficiently large,

$$
\begin{aligned}
e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}\right)^{2}}{c \Delta_{n}}+c \frac{\left(X_{t_{k+1}}-X_{t_{k}}-a\right)^{2}}{\Delta_{n}}} & \leq e^{\left(c-\frac{1}{c}\right) \frac{\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma} \lambda\right)^{2}}{\Delta_{n}}+2 \frac{|a|\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma} \lambda\right)}{c \Delta_{n}}-\frac{|a|^{2}}{c \Delta_{n}}} \\
& \leq C_{5} e^{-C_{6} \Delta_{n}^{\alpha+v-1}}
\end{aligned}
$$

for some constants $C_{5}, C_{6}>0$.
Similarly, using the same above arguments, together with the fact that by hypothesis (A7), $|a-z| \geq C \Delta_{n}^{v}$ for some constant $C>0$, we get that, by proceeding as in (5.29), for $n$ sufficiently large,

$$
\begin{aligned}
e^{-\frac{\left(X_{t_{k+1}}-X_{t_{k}}-z\right)^{2}}{c \Delta_{n}}+c \frac{\left(X_{t_{k+1}}-X_{t_{k}}-a\right)^{2}}{\Delta_{n}}} & \leq e^{\left(c-\frac{1}{c}\right) \frac{\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma} \lambda\right)^{2}}{\Delta_{n}}+2 \frac{|a-z|\left(C_{0} \Delta_{n}+\Delta_{n}^{\alpha}+\Delta_{n}^{1-\gamma} \lambda\right)}{c \Delta_{n}}-\frac{|a-z|^{2}}{c \Delta_{n}}} \\
& \leq C_{5} e^{-C_{6} \Delta_{n}^{\alpha+v-1}}
\end{aligned}
$$

for some constants $C_{5}, C_{6}>0$.
Then using again 5.30, we conclude that $H_{k, r, 3}^{\theta_{n}, \beta(\ell)} \leq C_{1} C^{j+1} e^{-C_{0} \Delta_{n}^{\alpha+v-1}}$, which, together with hypothesis (A8), implies that

$$
\begin{aligned}
H_{k, r, 2}^{\theta_{n}, \beta(\ell)} & \leq \sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(p_{a_{1}} \ldots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1}}}\left(C_{1} C^{j+1} e^{-C_{0} \Delta_{n}^{\alpha+v-1}}\right)^{\frac{1}{p_{2}}} \\
& \leq c_{1} e^{-c_{2} \Delta_{n}^{\alpha+v-1}}
\end{aligned}
$$

for some constants $c_{1}, c_{2}>0$. Therefore, we have shown that

$$
\begin{equation*}
H_{k, r}^{\theta_{n}, \beta(\ell)} \leq C_{1} e^{-C_{0} \Delta_{n}^{\alpha+v-1}} \tag{5.31}
\end{equation*}
$$

for some constants $C_{0}, C_{1}>0$, which, together with hypothesis (A7) and (5.28), yields that $M_{1, p, 2}^{\theta_{n}, \beta(\ell)} \leq C e^{-\frac{C_{0}}{q_{2}} \Delta_{n}^{\alpha+v-1}}$. Thus, we have obtained that

$$
\begin{equation*}
M_{1, p}^{\theta_{n}, \beta(\ell)} \leq C_{1} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} \tag{5.32}
\end{equation*}
$$

for some constants $C_{0}, C_{1}>0$.
We next bound $M_{2, p}^{\theta_{n}, \beta(\ell)}$. As for the term $M_{1, p}^{\theta_{n}, \beta(\ell)}$, we write $M_{2, p}^{\theta_{n}, \beta(\ell)}=M_{2, p, 1}^{\theta_{n}, \beta(\ell)}+M_{2, p, 2}^{\theta_{n}, \beta(\ell)}$, where

$$
\begin{aligned}
& M_{2, p, 1}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} \mathrm{E}\left[\boldsymbol{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}}{ }_{\sigma\left(\beta, X_{s}\right) d B_{s}}\right|>\Delta_{n}^{\alpha}\right\}}\right. \\
& \left.\times \mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right], \\
& M_{2, p, 2}^{\theta_{n}, \beta(\ell)}=\sum_{r \in \overline{\mathcal{A}}} \mathrm{E}_{X_{t_{k}}}^{\theta, \beta}\left[\boldsymbol{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}}{ }_{\sigma\left(\beta, X_{s}\right) d B_{s}}\right| \leq \Delta_{n}^{\alpha}\right\}}\right. \\
& \left.\times \mathbf{1}_{\widehat{A}_{k, r}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] .
\end{aligned}
$$

First, applying the exponential martingale, Cauchy-Schwarz and Jensen's inequalities, we get that

$$
\begin{aligned}
M_{2, p, 1}^{\theta_{n}, \beta(\ell)} \leq & \mathrm{E}\left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right|>\Delta_{n}^{\alpha}\right\}}\right. \\
& \left.\times \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] \\
\leq & \left(\mathrm{P}\left(\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right|>\Delta_{n}^{\alpha} \mid X_{t_{k}}\right)\right)^{\frac{1}{2}}\left(T_{k, p}\right)^{\frac{1}{2}} \\
\leq & \sqrt{2} e^{-\frac{\Delta_{n}^{\alpha \alpha-1}}{4 c^{2}}}\left(T_{k, p}\right)^{\frac{1}{2}}
\end{aligned}
$$

where the constant $c$ is as in (A2) and

$$
T_{k, p}=\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2 p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] .
$$

Using Lemma 5.2.10 and Hölder's inequality with $q_{1}, q_{2}$ conjugate, together with (A4), (A8),
we get that

$$
\begin{aligned}
& T_{k, p}=\mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2 p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}} \frac{q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2 p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right]\right. \\
& \left.\left.\times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] \\
& \leq\left(\mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2 p q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\left(\mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0, \beta}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(\mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2 p q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}} \\
& \times\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{, \beta}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
& \leq C \Delta_{n}^{\frac{1}{q_{1}}}\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A}\left(C^{\left(2 q_{2}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{2}}}\right) \\
& <\infty \text {. }
\end{aligned}
$$

We then deduce that $M_{2, p, 1}^{\theta_{n}, \beta(\ell)} \leq C e^{-\frac{\Delta_{n}^{2 \alpha-1}}{4 c^{2}}}$, for some constants $C>0$ and $c \geq 1$.
Next, applying Hölder's and Jensen's inequalities with $q_{1}, q_{2}$ conjugate, together with (5.31) and (A7), we get that

$$
\begin{aligned}
M_{2, p, 2}^{\theta_{n}, \beta(\ell)} \leq & \sum_{r \in \overline{\mathcal{A}}}\left(\mathrm{P}\left(\widehat{A}_{k, r} \mid X_{t_{k}}\right)\right)^{\frac{1}{q_{1}}}\left(\mathrm { E } \left[\mathbf{1}_{\left\{\left|\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta, X_{s}\right) d B_{s}\right| \leq \Delta_{n}^{\alpha}\right\}} \mathbf{1}_{\widehat{A}_{k, r}}\right.\right. \\
& \left.\left.\times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\widetilde{A}_{k, r}^{c}}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{p q_{2}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
\leq & \sum_{r \in \overline{\mathcal{A}}}\left(\mathrm{P}\left(\widehat{A}_{k, r} \mid X_{t_{k}}\right)\right)^{\frac{1}{q_{1}}}\left(H_{k, n}\right)^{\frac{1}{2 q_{2}}}\left(T_{k, p q_{2}}\right)^{\frac{1}{2 q_{2}}} \\
\leq & C_{1} e^{-C_{0} \Delta_{n}^{\alpha+v-1}},
\end{aligned}
$$

for some constants $C_{0}, C_{1}>0$. This shows that $M_{2, p}^{\theta_{n}, \beta(\ell)}$ satisfies (5.32), thus the result follows.

Finally, we recall a discrete time ergodic theorem.
Lemma 5.2.16. [40, Lemma 8] Assume conditions (A1) and (A5). Consider a differentiable function $g: \mathbb{R} \rightarrow \mathbb{R}$, whose derivatives have polynomial growth in $x$. Then, as $n \rightarrow \infty$,

$$
\frac{1}{n} \sum_{k=0}^{n-1} g\left(X_{t_{k}}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} \int_{\mathbb{R}} g(x) \pi_{\theta_{0}, \beta_{0}}(d x) .
$$

### 5.3 Proof of Theorem 5.1.1

In this section, the proof of Theorem 5.1.1 will be divided into several steps. We begin deriving a stochastic expansion of the log-likelihood ratio using Proposition 5.2.1 and Lemmas 5.2.1, 5.2.2. The second step is devoted to treat the negligible contributions of this expansion. Finally, the last step concludes the LAN property by applying the central limit theorem for triangular arrays.

### 5.3.1 Expansion of the log-likelihood ratio

In order to deal with the log-likelihood ratio in Theorem 5.1.1, we will use the following decomposition

$$
\begin{equation*}
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}=\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}+\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)} . \tag{5.33}
\end{equation*}
$$

For $\ell \in[0,1]$, set $\theta(\ell):=\theta_{n}(\ell, u):=\theta_{0}+\frac{\ell u}{\sqrt{n \Delta_{n}}}, \beta(\ell):=\beta_{n}(\ell, v):=\beta_{0}+\frac{\ell v}{\sqrt{n}}$. Then, from the Markov property and Proposition 5.2.1,

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}=\sum_{k=0}^{n-1} \log \frac{p^{\theta_{n}, \beta_{0}}}{p^{\theta_{0}, \beta_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \\
& \quad=\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} p^{\theta(\ell), \beta_{0}}}{p^{\theta(\ell), \beta_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& \quad=\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

We next consider the stopping time

$$
\begin{equation*}
\widehat{\tau}:=\inf \left\{s \geq 0:\left|\Delta \widehat{Z}_{s}\right|<\rho_{1} \Delta_{n}^{v} \text { or }\left|\Delta \widehat{Z}_{s}\right|>\rho_{2} \Delta_{n}^{-\gamma}\right\} \tag{5.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\tau}:=\inf \left\{s \geq 0:\left|\Delta \widetilde{Z}_{s}\right|<\rho_{1} \Delta_{n}^{v} \text { or }\left|\Delta \widetilde{Z}_{s}\right|>\rho_{2} \Delta_{n}^{-\gamma}\right\} \tag{5.35}
\end{equation*}
$$

where $\rho_{1}, \rho_{2}>0$ and $0<v, \gamma<\frac{1}{2}$ are from hypothesis (A6).
Observe that on the event $\left\{\hat{\tau}>n \Delta_{n}\right\}$, all the jumps of $\widehat{Z}$ in the interval $\left[0, n \Delta_{n}\right]$ are in the interval $\left[\rho_{1} \Delta_{n}^{v}, \rho_{2} \Delta_{n}^{-\gamma}\right]$. Hence, for all $\omega \in\left\{\hat{\tau}>n \Delta_{n}\right\}, X^{\theta, \beta}$ satisfies

$$
\begin{equation*}
X_{t}^{\theta, \beta}=x_{0}+\int_{0}^{t} b\left(\theta, X_{s}^{\theta, \beta}\right) d s+\int_{0}^{t} \sigma\left(\beta, X_{s}^{\theta, \beta}\right) d B_{s}+\int_{0}^{t} \int_{I} z(N(d s, d z)-\nu(d z) d s), \tag{5.36}
\end{equation*}
$$

for all $t \in\left[0, n \Delta_{n}\right]$, where recall that $I=\left\{z \in A: \rho_{1} \Delta_{n}^{v} \leq|z| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\}$. A similar statement is true for $Y^{\theta, \beta}$.

Then, multiplying by $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$ inside and $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ outside the conditional expectation above, we get that

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}=\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}+Z_{k, n}^{3, \ell}\right) d \ell
$$

where

$$
\begin{aligned}
Z_{k, n}^{1, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}, \\
Z_{k, n}^{2, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell), \beta_{0}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}, \\
Z_{k, n}^{3, \ell} & =\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\delta\left(\partial_{\theta} Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right) U^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} .
\end{aligned}
$$

We will later see that the terms concerning $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$ are negligible (Lemma 5.3.1). The main contribution in the asymptotics will be given by $Z_{k, n}^{3, \ell}$, which expresses the fact that the small and large jumps do not interfere with the Gaussian behaviour of the transition density. In fact to see this, applying Lemma 5.2.1 to $Z_{k, n}^{3, \ell}$, and using equation (5.1) for the term $X_{t_{k+1}}-X_{t_{k}}$ coming from the term $Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}-Y_{t_{k}}^{\theta(\ell), \beta_{0}}$ in Lemma 5.2.1. we obtain the following expansion of the log-likelihood ratio

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}=\sum_{k=0}^{n-1} \xi_{k, n}+\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left\{Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}\right. \\
& \quad+\left(Z_{k, n}^{4, \ell}+Z_{k, n}^{5, \ell}+Z_{k, n}^{6, \ell}\right) \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \\
& \left.\quad+\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\left(R^{\theta(\ell), \beta_{0}}-R_{4}^{\theta(\ell), \beta_{0}}-R_{6}^{\theta(\ell), \beta_{0}}\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{\left.t_{k+1}\right]}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right\} d \ell,
\end{aligned}
$$

where

$$
\begin{aligned}
& \xi_{k, n}=\frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell, \\
& Z_{k, n}^{4, \ell}= \Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(\beta_{0}, X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}}\left(b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-b\left(\theta_{0}, X_{t_{k}}\right)\right) d s, \\
& Z_{k, n}^{5, \ell}= \Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(\beta_{0}, X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma\left(\beta_{0}, X_{t_{k}}\right)\right) d B_{s}, \\
& Z_{k, n}^{6, \ell}=\Delta_{n} \partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right) \sigma^{-2}\left(\beta_{0}, X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}} \int_{\mathbb{R}_{0}} z \widetilde{N}(d s, d z), \\
& R^{\theta(\ell), \beta_{0}}=R_{1}^{\theta(\ell), \beta_{0}}+R_{2}^{\theta(\ell), \beta_{0}}+R_{3}^{\theta(\ell), \beta_{0}}-R_{5}^{\theta(\ell), \beta_{0}} .
\end{aligned}
$$

Again the Markov property and Proposition 5.2.1 give

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}=\sum_{k=0}^{n-1} \log \frac{p^{\theta_{n}, \beta_{n}}}{p^{\theta_{n}, \beta_{0}}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) \\
& \quad=\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{\partial_{\beta} p^{\theta_{n}, \beta(\ell)}}{p^{\theta_{n}, \beta(\ell)}}\left(\Delta_{n}, X_{t_{k}}, X_{t_{k+1}}\right) d \ell \\
& \quad=\sum_{k=0}^{n-1} \frac{v}{\sqrt{n}} \int_{0}^{1} \frac{1}{\Delta_{n}} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

Then, multiplying by $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$ inside and $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}+\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ outside the conditional expectation above, we get that

$$
\log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}=\frac{v}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Q_{k, n}^{1, \ell}+Q_{k, n}^{2, \ell}+Q_{k, n}^{3, \ell}\right) d \ell
$$

where

$$
\begin{aligned}
& Q_{k, n}^{1, \ell}=\widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n}}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}, \\
& Q_{k, n}^{2, \ell}=\widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{t}}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}, \\
& Q_{k, n}^{3, \ell}=\widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n}}\left[\delta\left(\partial_{\beta} Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right) U^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} .
\end{aligned}
$$

Similarly, the terms concerning $Q_{k, n}^{1, \ell}$ and $Q_{k, n}^{2, \ell}$ are negligible (Lemma 5.3.6p, whereas the main contribution in the asymptotics will be determined by $Q_{k, n}^{3, \ell}$. In fact, applying Lemma 5.2.2 to $Q_{k, n}^{3, \ell}$, and using equation (5.1) for the term $X_{t_{k+1}}-X_{t_{k}}$ coming from the term $Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}-Y_{t_{k}}^{\theta_{n}, \beta(\ell)}$ in Lemma 5.2.2, we obtain the following expansion of the log-likelihood ratio

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{n}, \beta_{0}\right)\right)}=\sum_{k=0}^{n-1} \eta_{k, n}+\frac{v}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Q_{k, n}^{1, \ell}+Q_{k, n}^{2, \ell}\right) d \ell \\
& \quad+\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{\theta_{n}, \beta(\ell)} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} d \ell \\
& \quad+\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left\{\left(\left(H_{11}+H_{12}+H_{13}\right)^{2}+2 \sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right.\right. \\
& \left.\quad \times\left(H_{11}+H_{12}+H_{13}\right)\right) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} \\
& \quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)^{2}+2 \sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)\right.\right. \\
& \left.\left.\left.\quad \times\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}}\right\} d \ell,
\end{aligned}
$$

where

$$
\begin{aligned}
& \eta_{k, n}= \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta(\ell), X_{t_{k}}\right) \Delta_{n}\right) \\
& \quad \times \widetilde{\mathrm{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} d \ell, \\
& H_{11}= \int_{t_{k}}^{t_{k+1}} b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d s, \quad H_{12}=\int_{t_{k}}^{t_{k+1}}\left(\sigma\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma\left(\beta_{0}, X_{t_{k}}\right)\right) d B_{s}, \\
& H_{13}= \int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{N}(d s, d z), \\
& H^{\theta_{n}, \beta(\ell)}=H_{3}^{\theta_{n}, \beta(\ell)}+H_{4}^{\theta_{n}, \beta(\ell)}+H_{5}^{\theta_{n}, \beta(\ell)}+H_{6}^{\theta_{n}, \beta(\ell)}+H_{7}^{\theta_{n}, \beta(\ell)} .
\end{aligned}
$$

Therefore, we have obtained the following expansion of the log-likelihood ratio

$$
\begin{aligned}
& \log \frac{p\left(X^{n} ;\left(\theta_{n}, \beta_{n}\right)\right)}{p\left(X^{n} ;\left(\theta_{0}, \beta_{0}\right)\right)}=\sum_{k=0}^{n-1}\left(\xi_{k, n}+\eta_{k, n}\right)+\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left\{Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}+\left(Z_{k, n}^{4, \ell}+Z_{k, n}^{5, \ell}+Z_{k, n}^{6, \ell}\right)\right. \\
& \quad \times \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\left\{\tau>n \Delta_{n}\right\}\right.} \\
& \left.+\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\left(R^{\theta(\ell), \beta_{0}}-R_{4}^{\theta(\ell), \beta_{0}}-R_{6}^{\theta(\ell), \beta_{0}}\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{\left.t_{k+1}\right]}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right\} d \ell \\
& +\frac{v}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Q_{k, n}^{1, \ell}+Q_{k, n}^{2, \ell}+\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}\right) d \ell \\
& +\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left\{\left(\left(H_{11}+H_{12}+H_{13}\right)^{2}+2 \sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right.\right. \\
& \left.\quad \times\left(H_{11}+H_{12}+H_{13}\right)\right) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} \\
& \quad-\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\left(\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)^{2}+2 \sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)\right.\right. \\
& \left.\left.\left.\quad \times\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}}\right\} d \ell .
\end{aligned}
$$

In the next subsections we will show that $\xi_{k, n}$ and $\eta_{k, n}$ are the terms that contribute to the limit in Theorem 5.1.1, and all the others are negligible contributions. Therefore again, the main behaviour is given by the Gaussian and drift components of the equation (5.1).

### 5.3.2 Negligible contributions

To simplify the exposition, let us denote $U_{1}^{\theta, \beta}\left(t_{k}, x\right)=\partial_{\theta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)$ and $U_{2}^{\theta, \beta}\left(t_{k}, x\right)=$ $\partial_{\beta} Y_{t_{k+1}}^{\theta, \beta}\left(t_{k}, x\right) U^{\theta, \beta}\left(t_{k}, x\right)$.
Lemma 5.3.1. Under conditions (A1)-(A4) and (A6), as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Z_{k, n}^{1, \ell}+Z_{k, n}^{2, \ell}\right) d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 .
$$

Proof. It suffices to show that condition 1.16) of Lemma 1.4.2 holds for each sequence $\left(Z_{k, n}^{i, \ell}\right)_{k \geq 1}$ under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$.

First, applying Hölder's and Jensen's inequalities, Girsanov's theorem, Lemma 5.2.12, and (5.8), we obtain that for some constants $C, q_{0}>0$,

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{1, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} \\
& \quad \times\left(\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell), \beta_{0}}\left[\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{\frac{1}{p}} d \ell \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right. \\
& \left.\quad+\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid X_{t_{k}}\right]\right)^{\frac{1}{p}}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} d \ell \\
& \leq C \frac{|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right| q_{0}\right)\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}},
\end{aligned}
$$

where $p, q>1$ and $\frac{1}{p}+\frac{1}{q}=1$. On the other hand,

$$
\begin{align*}
& \mathrm{P}\left(\widehat{\tau}>n \Delta_{n} \mid X_{t_{k}}\right)=\mathrm{P}\left(\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma} \mid X_{t_{k}}\right) \\
& =\mathrm{P}\left(\forall s \in\left[0, k \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma} \mid X_{t_{k}}\right) \\
& \quad \times \sum_{j=0}^{\infty} \mathrm{P}\left(\left\{\forall s \in\left[k \Delta_{n}, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widehat{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\} \cap\left\{N_{n \Delta_{n}}-N_{k \Delta_{n}}=j\right\}\right)  \tag{5.37}\\
& \leq \sum_{j=0}^{\infty} e^{-\lambda_{n}(n-k) \Delta_{n}} \frac{\left(\lambda_{n}(n-k) \Delta_{n}\right)^{j}}{j!} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)^{j} \\
& =e^{-\lambda_{n}(n-k) \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)},
\end{align*}
$$

where $\widehat{\Lambda}$ is a random variable with distribution $\frac{\nu}{\lambda}$. Therefore, we obtain that

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{1, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(1-e^{-\lambda_{n}(n-k) \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \\
& \leq\left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{\mid 0_{0}}\right) .
\end{aligned}
$$

Then, using the fact that $1-e^{-x} \leq x$, for all $x \geq 0$, and that $\lambda_{n} \leq \lambda$, we get that

$$
\begin{aligned}
& \left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \\
& \leq\left(\lambda n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widehat{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)\right)^{\frac{1}{q}} \\
& \leq c_{q}\left\{\left(\lambda n \Delta_{n} \mathrm{P}\left(|\widehat{\Lambda}| \geq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)^{\frac{1}{q}}+\left(\lambda n \Delta_{n} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \geq|\widehat{\Lambda}|\right)\right)^{\frac{1}{q}}\right\} \\
& =c_{q}\left\{\left(n \Delta_{n} \int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)\right)^{\frac{1}{q}}+\left(n \Delta_{n} \int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}}\right\} .
\end{aligned}
$$

Therefore, by (A6) we conclude that 1.16) holds true, and by Lemma 1.4.2, as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} Z_{k, n}^{1, \ell} d \ell \xrightarrow{\mathrm{P}_{\theta_{0}, \beta_{0}}} 0 .
$$

Next, as for the term $Z_{k, n}^{1, \ell}$, applying Girsanov's theorem, Lemma 5.2.12, and 5.8), we obtain that for some constants $C, q_{0}>0$,

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{2, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right] d \ell \\
& \leq \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right|\right. \\
& \left.\quad+\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left|\delta\left(U_{1}^{\theta(\ell), \beta_{0}}\left(t_{k}, X_{t_{k}}\right)\right)\right| \mathbf{1}_{\left\{\widetilde{\tau} \leq n \Delta_{n}\right\}} \mid X_{t_{k}}\right]\right) d \ell \\
& \leq \frac{C|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left.\left|X_{t_{k}}\right|\right|^{q_{0}}\right)\left(\mathrm{P}\left(\widetilde{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}},
\end{aligned}
$$

where we have used Hölder's inequality with $p>1$ and $q>1$ conjugate. On the other hand,

$$
\begin{aligned}
& \mathrm{P}\left(\widetilde{\tau}>n \Delta_{n} \mid X_{t_{k}}\right)=\mathrm{P}\left(\widetilde{\tau}>n \Delta_{n}\right)=\mathrm{P}\left(\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widetilde{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right) \\
& =\sum_{j=0}^{\infty} \mathrm{P}\left(\left\{\forall s \in\left[0, n \Delta_{n}\right], \quad \rho_{1} \Delta_{n}^{v} \leq\left|\Delta \widetilde{Z}_{s}\right| \leq \rho_{2} \Delta_{n}^{-\gamma}\right\} \cap\left\{M_{n \Delta_{n}}-M_{0}=j\right\}\right) \\
& =\sum_{j=0}^{\infty} e^{-\lambda_{n} n \Delta_{n}} \frac{\left(\lambda_{n} n \Delta_{n}\right)^{j}}{j!} \mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widetilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)^{j} \\
& =e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\widetilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)},
\end{aligned}
$$

where $\widetilde{\Lambda}$ is a random variable with distribution $\frac{\nu}{\lambda}$. Therefore, we obtain that

$$
\begin{aligned}
& \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Z_{k, n}^{2, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \frac{|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(1-e^{-\lambda_{n} n \Delta_{n}\left(1-\mathrm{P}\left(\rho_{1} \Delta_{n}^{v} \leq|\tilde{\Lambda}| \leq \rho_{2} \Delta_{n}^{-\gamma}\right)\right)}\right)^{\frac{1}{q}} \\
& \leq c_{q}\left\{\left(n \Delta_{n} \int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z)\right)^{\frac{1}{q}}+\left(n \Delta_{n} \int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)^{\frac{1}{q}}\right\} \frac{|u|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right) .
\end{aligned}
$$

Therefore, by (A6) we conclude that (1.16) holds true, and by Lemma 1.4.2, as $n \rightarrow \infty$,

$$
\frac{u}{\sqrt{n \Delta_{n}^{3}}} \sum_{k=0}^{n-1} \int_{0}^{1} Z_{k, n}^{2, \ell} d \ell \xrightarrow{\mathrm{P}_{0}} 0
$$

Thus, the result follows.
Lemma 5.3.2. Under conditions (A1)-(A4) and (A6), as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}^{\left(r^{2}\right.}\left[R^{\theta(\ell), \beta_{0}} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}^{n}\left[R^{\theta(\ell), \beta_{0}} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}} 0,}  \tag{5.38}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[R^{\theta(\ell), \beta_{0}} \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}_{0}, \beta_{0}} 0,  \tag{5.39}\\
& \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[R^{\theta(\ell), \beta_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 . \tag{5.40}
\end{align*}
$$

The convergences (5.38) and (5.39) are treated similarly as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$. To treat (5.40), it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 hold under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$. We start showing (i). Applying Girsanov's theorem, Lemma 5.2.12, (5.6) and (5.7) with $p=2$, we get that

$$
\begin{aligned}
& \left.\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[R^{\theta(\ell), \beta_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell \right\rvert\, \\
& \leq \sum_{k=0}^{n-1} \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.R^{\theta(\ell), \beta_{0}}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell \\
& \leq \frac{C|u| \Delta_{n}^{1 / 4}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) .
\end{aligned}
$$

for some constants $C, q>0$. Observe that (5.7) and (5.8) remain valid under $\widehat{\mathrm{P}}^{\alpha}$, the measure defined in Lemma 5.2.12. This shows Lemma 1.4 .1 (i). Similarly, applying Jensen's inequality, Girsanov's theorem, Lemma 5.2.12 and (5.7) with $p \in\{2,4\}$, we obtain that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \mathrm{E}\left[\left(\int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[R^{\theta(\ell), \beta_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \int_{0}^{1}\left\{\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left(R^{\theta(\ell), \beta_{0}}\right)^{2} \mid X_{t_{k}}\right]\right. \\
& \left.\quad+\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left(R^{\theta(\ell), \beta_{0}}\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right|\right\} d \ell \\
& \leq \frac{C u^{2} \Delta_{n}^{1 / 4}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

which concludes the desired result.

Lemma 5.3.3. Under conditions (A1)-(A4) and (A6), as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} Z_{k, n}^{5, \ell} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

Clearly, for all $n \geq 1$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[Z_{k, n}^{5, \ell} \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell=0
$$

and by Lemma 5.2.3(i),

$$
\sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}^{3}} \mathrm{E}\left[\left(\int_{0}^{1} Z_{k, n}^{5, \ell} d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{2} \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constant $C, q>0$. Thus, Lemma 1.4.1 concludes the desired result.
Lemma 5.3.4. Assume conditions (A1)-(A4) and (A6). Then as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} & \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{4, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{\left.t_{k+1}\right]}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right. \\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[R_{4}^{\theta(\ell), \beta_{0}} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
\end{aligned}
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, , suffices to show that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{4, \ell}-\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[R_{4}^{\theta(\ell), \beta_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}} 0 .} 0 .
$$

By the mean value theorem,

$$
Z_{k, n}^{4, \ell}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[R_{4}^{\theta(\ell), \beta_{0}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]=M_{k, n, 1}+M_{k, n, 2},
$$

where

$$
\begin{aligned}
M_{k, n, 1}:= & -\frac{\ell u \Delta_{n}}{\sqrt{n \Delta_{n}}} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)} \int_{t_{k}}^{t_{k+1}}\left(\partial_{\theta} b\left(\theta_{0}+\frac{\ell u w}{\sqrt{n \Delta_{n}}}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\partial_{\theta} b\left(\theta_{0}+\frac{\ell u w}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right)\right) d s, \\
M_{k, n, 2}:= & \Delta_{n} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta(\ell), X_{s}^{\theta_{0}, \beta_{0}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) d s\right. \\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta(\ell), Y_{s}^{\theta(\ell), \beta_{0}}\right)-b\left(\theta(\ell), Y_{t_{k}}^{\theta(\ell), \beta_{0}}\right)\right) d s \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right),
\end{aligned}
$$

for some $w \in(0,1)$.
Using Lemma 5.2.3(i), we get that

$$
\sum_{k=0}^{n-1} \frac{|u|}{\sqrt{n \Delta_{n}^{3}}} \mathrm{E}\left[\left|\int_{0}^{1} M_{k, n, 1} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{2} \sqrt{\Delta_{n}}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
$$

for some constants $C, q>0$. Therefore, by Lemma 1.4.2, we conclude that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} M_{k, n, 1} d \ell \xrightarrow{\mathrm{P}_{\theta_{0}, \beta_{0}}} 0
$$

We next show that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} M_{k, n, 2} d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 .
$$

Using Girsanov's theorem, and Lemmas 5.2.12 and 5.2.3(i), we obtain that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1} \mathrm{E}\left[M_{k, n, 2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell\right|=\left\lvert\, \sum_{k=0}^{n-1} \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\right. \\
& \times\left\{\int_{t_{k}}^{t_{k+1}} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left(b\left(\theta(\ell), X_{s}^{\theta(\ell), \beta_{0}}\right)-b\left(\theta(\ell), X_{t_{k}}^{\theta(\ell), \beta_{0}}\right)\right)\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta\left(\ell, \theta_{0}, \beta_{0}\right.}}-1\right) \right\rvert\, X_{t_{k}}\right] d s\right. \\
& \left.-\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\int_{t_{k}}^{t_{k+1}}\left(b\left(\theta(\ell), Y_{s}^{\theta(\ell), \beta_{0}}\right)-b\left(\theta(\ell), Y_{t_{k}}^{\theta(\ell), \beta_{0}}\right)\right) d s\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right\} d \ell \mid \\
& \leq \frac{C|u| \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

for some constants $C, q>0$, which shows Lemma 1.4.1(i).
Next, proceeding as in the proof of Lemma 5.3.2 to show that condition (ii) of Lemma 1.4.1 holds. Thus, the result follows.

Lemma 5.3.5. Assume conditions (A1)-(A4) and (A6). Then as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} & \frac{u}{\sqrt{n \Delta_{n}^{3}}} \int_{0}^{1}\left(Z_{k, n}^{6, \ell} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{\left.t_{k+1}\right]}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right. \\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[R_{6}^{\theta(\ell), \beta_{0}} \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}\right) d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 .
\end{aligned}
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{N}(d s, d z)\right. \\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 .
\end{aligned}
$$

First, by Girsanov's theorem,

$$
\begin{aligned}
& \mathrm{E}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{N}(d s, d z)-\widetilde{\mathrm{E}}_{X_{t_{k}}(\ell), \beta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& =-\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z) \frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta\left(\ell, \theta_{0}, \beta_{0}\right.}} \right\rvert\, X_{t_{k}}\right] \\
& =0
\end{aligned}
$$

where we have used the independence between $\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z)$ and $\frac{d \widehat{\mathbb{P}}}{d \widehat{Q}_{k}^{(0), \theta_{0}, \beta_{0}}}$ together with the fact that $\mathrm{E}_{\widehat{Q}_{k}^{\theta(e), \theta_{0}, \beta_{0}}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z)\right]=0$. This shows that the term (i) of Lemma 1.4.1 is actually equal to 0 for all $n \geq 1$.

We next show that condition (ii) of Lemma 1.4.1 holds. Cauchy-Schwarz inequality and Girsanov's theorem give

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{u^{2}}{n \Delta_{n}} \mathrm{E}\left[\left(\int _ { 0 } ^ { 1 } \frac { \partial _ { \theta } b ( \theta ( \ell ) , X _ { t _ { k } } ) } { \sigma ^ { 2 } ( \beta _ { 0 } , X _ { t _ { k } } ) } \left(\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{N}(d s, d z)\right.\right.\right. \\
& \left.\left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right) d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq D_{1}+D_{2}
\end{aligned}
$$

where

$$
\begin{aligned}
D_{1}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} & \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.\right. \\
& \left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}^{D_{2}:=\frac{u^{2}}{n \Delta_{n}}} \sum_{k=0}^{n-1} \int_{t_{k}}^{t_{k+1}} \int_{I}^{1} z M\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right] d \ell \\
& \left.\left.\quad \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell
\end{aligned}
$$

Observe that $\left|D_{1}\right| \leq 2\left(D_{1,1}+D_{1,2}\right)$, where

$$
\begin{aligned}
& D_{1,1}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \\
& \times\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell \\
& D_{1,2}:=\frac{u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \\
& \times\left|\mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left.\left(\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta(\ell), \beta_{0}}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right)^{2}\left(\frac{d \widehat{\mathrm{P}}}{d \widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}-1\right) \right\rvert\, X_{t_{k}}\right]\right| d \ell
\end{aligned}
$$

Using Lemma 5.2 .12 and hypotheses (A2)-(A4), we get that for some constants $C, q>0$,

$$
D_{1,1} \leq \frac{C}{\sqrt{n \Delta_{n}}} \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

Applying Lemma 4.2.5, Jensen's inequality and (A2), (A4), we obtain that

$$
\begin{aligned}
D_{3,1,2} & \leq \frac{C u^{2}}{n \Delta_{n} \sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \\
& \times \int_{0}^{1}\left(\widehat{\mathrm{E}}^{\alpha}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{4} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{1 / 2} d \ell \\
& \leq \frac{C}{\sqrt{n \Delta_{n}}} \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C, q>0$.

Next, hypotheses (A2) and (A3)(b) yield that

$$
\begin{aligned}
D_{3,2} \leq \frac{C u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1}(1 & \left.+\left.\left|X_{t_{k}}\right|\right|^{q}\right) \int_{0}^{1} \mathrm{E}_{\widehat{Q}_{k}^{\theta(\ell), \theta_{0}, \beta_{0}}}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.\right. \\
& \left.\left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right]\right)^{2} \mid X_{t_{k}}\right] d \ell
\end{aligned}
$$

for some constants $C, q>0$.
Multiplying the random variable inside the expectation by $\left(\mathbf{1}_{\widehat{J}_{0, k}}+\mathbf{1}_{\widehat{J}_{1, k}}+\mathbf{1}_{\widehat{J}_{2, k}}\right)$ and applying Lemma 5.2.14 we get that for any $\alpha \in\left(v, \frac{1}{2}\right)$ and $\alpha_{0} \in\left(\frac{1}{4}, \frac{1}{2}\right)$,

$$
\begin{aligned}
D_{3,2} & \leq \frac{C u^{2}}{n \Delta_{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \int_{0}^{1}\left(M_{0}^{\theta(\ell), \beta_{0}}+M_{1}^{\theta(\ell), \beta_{0}}+M_{2}^{\theta(\ell), \beta_{0}}\right) d \ell \\
& \leq C\left(\lambda_{n} \sqrt{\Delta_{n}}+\Delta_{n}^{-\frac{3}{2}-3 \gamma} e^{-C_{0} \Delta_{n}^{2\left(\alpha \vee \alpha_{0}\right)-1}}\right) \frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C_{0}, C>0$. Thus, $D_{2}$ converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$ - probability as $n \rightarrow \infty$. The desired proof is now finished.

Lemma 5.3.6. Under conditions (A1)-(A4), and (A6),(A8), as $n \rightarrow \infty$,

$$
\frac{v}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(Q_{k, n}^{1, \ell}+Q_{k, n}^{2, \ell}\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

Proof. It suffices to show that 1.16) holds for each sequence $\left(Q_{k, n}^{i, \ell}\right)_{k \geq 1}$ under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$. First, as for the term $Z_{k, n}^{1, \ell}$, applying Hölder's and Jensen's inequalities repeatedly, Lemmas 5.2.10, 5.2 .6 and (5.11), together with (A8), we obtain that for any $p, q>1$ conjugate, $q_{1}, q_{2}$ conjugate,
with $q_{2}$ close to 1 , there exist constants $C_{0}, q_{0}>0$ such that

$$
\begin{aligned}
& \frac{|v|}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|\int_{0}^{1} Q_{k, n}^{1, \ell} d \ell\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{|v|}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} \\
& \times\left(\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left|\delta\left(U_{2}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right)^{\frac{1}{p}} d \ell \\
& =\frac{|v|}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} \\
& \times\left\{\mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left|\delta\left(U_{2}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}} \frac{q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right. \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left|\delta\left(U_{2}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right]\right. \\
& \left.\left.\left.\times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right\}^{\frac{1}{p}} d \ell \\
& \leq \frac{|v|}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1}\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}}\left\{\left(\mathrm{E}\left[\left|\delta\left(U_{2}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\right. \\
& \times\left(\mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta, \beta}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, ., a_{j}\right) \in A}\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta, \beta}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
& \left.\times\left(\mathrm{E}\left[\left|\delta\left(U_{2}^{\theta_{n}, \beta(\ell)}\left(t_{k}, X_{t_{k}}\right)\right)\right|^{p q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\right\}^{\frac{1}{p}} d \ell \\
& \leq C_{0} \frac{|v|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right)\left(\mathrm{P}\left(\widehat{\tau} \leq n \Delta_{n} \mid X_{t_{k}}\right)\right)^{\frac{1}{q}} \\
& \times\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A}\left(C^{\left(2 q_{2}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda \Delta_{n}} \frac{\left(\lambda \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{2}}}\right)^{\frac{1}{p}} \\
& \leq C_{0}\left(n \Delta_{n}\left(\int_{\left\{|z| \geq \rho_{2} \Delta_{n}^{-\gamma}\right\}} \nu(d z) \quad+\int_{\left\{|z| \leq \rho_{1} \Delta_{n}^{v}\right\}} \nu(d z)\right)\right)^{\frac{1}{q}} \frac{|v|}{\sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q_{0}}\right),
\end{aligned}
$$

where we have used (5.37), and the inequality $1-e^{-x} \leq x$ valid for all $x \geq 0$. Then by hypothesis (A6), we conclude that 1.16 holds true, and by Lemma 1.4.2, as $n \rightarrow \infty$,

$$
\frac{v}{\sqrt{n \Delta_{n}^{2}}} \sum_{k=0}^{n-1} \int_{0}^{1} Q_{k, n}^{1, \ell} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0
$$

The term $Q_{k, n}^{2, \ell}$ is treated similarly. Thus, the result follows.
Lemma 5.3.7. Under conditions (A1)-(A4) and (A6), as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}} d \ell \stackrel{\mathrm{P}^{\theta_{0}, \beta_{0}}}{\longrightarrow} 0
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}} d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0,  \tag{5.41}\\
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0  \tag{5.42}\\
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{\left.t_{k+1}\right]}\right] d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0 \tag{5.43}
\end{align*}
$$

The covergences (5.41) and (5.42) are treated similarly as for the terms $Q_{k, n}^{1, \ell}$ and $Q_{k, n}^{2, \ell}$. To treat (5.43), it suffices to show that conditions (i) and (ii) of Lemma 1.4.1 hold under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$. We start showing (i). Using Lemma 5.2.10, 5.9), Lemma 5.2.9, Jensen's inequality, and (5.10), we get that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell\right| \\
& =\left\lvert\, \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left(\mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[H^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right.\right. \\
& \quad+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right]\right. \\
& \left.\left.\left.\quad \times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d \ell \mid \\
& \leq \Delta_{n}^{\frac{1}{2 q_{1}}}\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in A}\left(C^{\left(p_{1} \vee q_{3}\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}+\frac{1}{q_{3}}}\right) \\
& \quad \times \frac{C_{0}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) .
\end{aligned}
$$

By (A8), this converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$, which shows Lemma 1.4.1 (i).
Next, applying Jensen's and Hölder's inequalities with $q_{1}, q_{2}$ conjugate, $q_{2}$ close to 1 , together
with Lemmas 5.2.10, 5.2.6, and 5.10, we get that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{v^{2}}{n \Delta_{n}^{2}} \mathrm{E}\left[\left(\int_{0}^{1} \widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left(\mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}} \frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)} \mid} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right. \\
& \left.+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[H^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d \ell \\
& \leq \sum_{k=0}^{n-1} \frac{v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left\{\left(\mathrm{E}\left[|H|^{q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\left(\mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}}\right. \\
& \left.+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(\mathrm{E}\left[|H|^{2 q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}}\right\} d \ell \\
& \leq \Delta_{n}^{\frac{1}{2 q_{1}}} \frac{C_{0}}{n} \sum_{k=0}^{n-1}\left(1+\left.\left|X_{t_{k}}\right|\right|^{q}\right) \\
& \quad \times\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(C^{\left(2 q_{2}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{2}}}\right) .
\end{aligned}
$$

By hypothesis (A8), this converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$. Thus, the result follows.

Lemma 5.3.8. Under conditions (A1)-(A4) and (A6)-(A8), as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k=0}^{n-1} & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left\{\left(\left(H_{11}+H_{12}+H_{13}\right)^{2}+2 \sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right.\right. \\
& \left.\times\left(H_{11}+H_{12}+H_{13}\right)\right) \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}} \\
& -\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[\left(\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)^{2}+2 \sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)\right.\right. \\
& \left.\left.\left.\times\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)\right) \mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\widetilde{\tau}>n \Delta_{n}\right\}}\right\} d \ell \xrightarrow{\mathrm{P}_{0}, \beta_{0}} 0 .
\end{aligned}
$$

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left\{\left(H_{11}+H_{12}+H_{13}\right)^{2}+2 \sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right. \\
& \times\left(H_{11}+H_{12}+H_{13}\right)-\widetilde{\mathrm{E}}_{X_{t_{k}}, \theta_{k}, \beta(\ell)}\left[\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)^{2}+2 \sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\right. \\
& \left.\left.\times\left(W_{t_{k+1}}-W_{t_{k}}\right)\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right\} d \ell \xrightarrow{\mathrm{P} \theta_{0}, \beta_{0}} 0 .
\end{aligned}
$$

For this, we split the term inside the conditional expectation as

$$
\begin{aligned}
& \left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)^{2}+2 \sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right) \\
& \quad \times\left(H_{8}^{\theta_{n}, \beta(\ell)}+H_{9}^{\theta_{n}, \beta(\ell)}+H_{10}^{\theta_{n}, \beta(\ell)}\right)=K^{\theta_{n}, \beta(\ell)}+F^{\theta_{n}, \beta(\ell)}
\end{aligned}
$$

where

$$
\begin{aligned}
K^{\theta_{n}, \beta(\ell)}:=( & \left.\int_{t_{k}}^{t_{k+1}} b\left(\theta_{n}, Y_{s}^{\theta_{n}, \beta(\ell)}\right) d s\right)^{2}+\left(\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta(\ell), Y_{s}^{\theta_{n}, \beta(\ell)}\right) d W_{s}\right)^{2} \\
& -\left(\sigma\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right)\right)^{2}+2 \int_{t_{k}}^{t_{k+1}} b\left(\theta_{n}, Y_{s}^{\theta_{n}, \beta(\ell)}\right) d s \\
& \times\left(\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta(\ell), Y_{s}^{\theta_{n}, \beta(\ell)}\right) d B_{s}+\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z)\right)
\end{aligned}
$$

and

$$
F^{\theta_{n}, \beta(\ell)}:=\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z)\right)^{2}+2 \int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{M}(d s, d z) \int_{t_{k}}^{t_{k+1}} \sigma\left(\beta(\ell), Y_{s}^{\theta_{n}, \beta(\ell)}\right) d W_{s}
$$

Similarly,

$$
\left(H_{11}+H_{12}+H_{13}\right)^{2}+2 \sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\left(H_{11}+H_{12}+H_{13}\right)=K^{\theta_{0}, \beta_{0}}+F^{\theta_{0}, \beta_{0}}
$$

where

$$
\begin{aligned}
K^{\theta_{0}, \beta_{0}}:=( & \left.\int_{t_{k}}^{t_{k+1}} b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d s\right)^{2}+\left(\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d B_{s}\right)^{2}-\left(\sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right)^{2} \\
& +2 \int_{t_{k}}^{t_{k+1}} b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d s\left(\int_{t_{k}}^{t_{k+1}} \sigma\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d B_{s}+\int_{t_{k}}^{t_{k+1}} \int_{I} z \widetilde{N}(d s, d z)\right)
\end{aligned}
$$

and

$$
F^{\theta_{0}, \beta_{0}}:=\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z \tilde{N}(d s, d z)\right)^{2}+2 \int_{t_{k}}^{t_{k+1}} \int_{I} z \tilde{N}(d s, d z) \int_{t_{k}}^{t_{k+1}} \sigma\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) d B_{s}
$$

Therefore, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(K^{\theta_{0}, \beta_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[K^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0,  \tag{5.44}\\
& \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(F^{\theta_{0}, \beta_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[F^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}_{\theta_{0}, \beta_{0}}} 0 . \tag{5.45}
\end{align*}
$$

We first show (5.44), by proving that conditions (i) and (ii) of Lemma 1.4.1 hold under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$. We start showing (i). Applying Lemma 5.2 .10 to the conditional expectation, we get that

$$
\mathrm{E}\left[K^{\theta_{0}, \beta_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[K^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right]=S_{1}+S_{2}
$$

where

$$
\begin{aligned}
& S_{1}=-\mathrm{E} {\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}\left[K^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] } \\
&-\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}^{\theta_{n}, \beta(\ell)}}^{\infty}\left[K^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right]\right. \\
&\left.\left.\quad \times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right], \\
& S_{2}=\mathrm{E}\left[K^{\theta_{0}, \beta_{0}} \mid X_{t_{k}}\right]-\mathrm{E}\left[K^{\theta_{n}, \beta(\ell)}| | Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] .
\end{aligned}
$$

Applying Lemma 5.2.9 and Jensen's inequality, we conclude that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) S_{1} d \ell\right| \leq \Delta_{n}^{\frac{1}{2 q_{1}}} \frac{C_{0}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \\
& \quad \times\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(C^{\left(p_{1} \vee q_{3}\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}+\frac{1}{q_{3}}}\right) .
\end{aligned}
$$

By hypothesis (A8), this converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$.
On the other hand, observe that

$$
\begin{aligned}
& \mathrm{E}_{X_{t_{k}}}\left[K^{\theta_{0}, \beta_{0}} \mid X_{t_{k}}\right]=2 \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s} \mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) b\left(\theta_{0}, X_{u}^{\theta_{0}, \beta_{0}}\right) \mid X_{t_{k}}\right] d u d s \\
& \quad+\int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right) \mid X_{t_{k}}\right] d s \\
& \quad+2 \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)\left(\int_{t_{k}}^{s} \sigma\left(\beta_{0}, X_{u}^{\theta_{0}, \beta_{0}}\right) d B_{u}+\int_{t_{k}}^{s} \int_{I} z \tilde{N}(d u, d z)\right) \mid X_{t_{k}}\right] d s \\
& =2 \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s} \mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right) b\left(\theta_{0}, X_{u}^{\theta_{0}, \beta_{0}}\right) \mid X_{t_{k}}\right] d u d s \\
& \quad+\int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right) \mid X_{t_{k}}\right] d s \\
& \quad+2 \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)\left(X_{s}^{\theta_{0}, \beta_{0}}-X_{t_{k}}-\int_{t_{k}}^{s} b\left(\theta_{0}, X_{u}^{\theta_{0}, \beta_{0}}\right) d u\right) \mid X_{t_{k}}\right] d s \\
& = \\
& \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right) \mid X_{t_{k}}\right] d s+2 \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)\left(X_{s}-X_{t_{k}}\right) \mid X_{t_{k}}\right] d s,
\end{aligned}
$$

which implies that $S_{2}=S_{2,1}+2 S_{2,2}$, where

$$
\begin{aligned}
S_{2,1}= & \int_{t_{k}}^{t_{k+1}}\left(\mathrm{E}\left[\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right) \mid X_{t_{k}}\right]\right. \\
& \left.\quad-\mathrm{E}\left[\sigma^{2}\left(\beta(\ell), Y_{s}^{\theta_{n}, \beta(\ell)}\right)-\sigma^{2}\left(\beta(\ell), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d s, \\
S_{2,2}= & \int_{t_{k}}^{t_{k+1}}\left(\mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)\left(X_{s}^{\theta_{0}, \beta_{0}}-X_{t_{k}}\right) \mid X_{t_{k}}\right]\right. \\
& \left.\quad-\mathrm{E}\left[b\left(\theta_{n}, Y_{s}^{\theta_{n}, \beta(\ell)}\right)\left(Y_{s}^{\theta_{n}, \beta(\ell)}-Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d s .
\end{aligned}
$$

By the mean value theorem, there exists $r \in(0,1)$ such that $S_{2,1}=S_{2,1,1}-S_{2,1,2}$, where

$$
\begin{aligned}
S_{2,1,1}= & \int_{t_{k}}^{t_{k+1}}\left(\mathrm{E}\left[\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right) \mid X_{t_{k}}\right]\right. \\
& \left.-\mathrm{E}\left[\sigma^{2}\left(\beta_{0}, Y_{s}^{\theta_{n}, \beta(\ell)}\right)-\sigma^{2}\left(\beta_{0}, Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d s, \\
S_{2,1,2}= & 2 \frac{\ell v}{\sqrt{n}} \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\left.\sigma \partial_{\beta} \sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, Y_{s}^{\theta_{n}, \beta(\ell)}\right)-\sigma \partial_{\beta} \sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \right\rvert\, Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] d s .
\end{aligned}
$$

Using hypotheses (A1), (A3)(e) and Lemma 5.2.3, we get that for some constants $C, q>0$,

$$
\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) S_{2,1,2} d \ell\right| \leq C \frac{\sqrt{\Delta_{n}}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) .
$$

Next, using Lemma 5.2.10, we have that

$$
\begin{aligned}
S_{2,1,1} & =\int_{t_{k}}^{t_{k+1}}\left\{\mathrm { E } \left[\left(\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{n}, \beta(\ell)}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\right) \mathbf{1}_{\widehat{J}_{0, k}}\right.\right. \\
& \left.\left.\times\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}}\left(s-t_{k}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{s}^{\theta_{n}, \beta(\ell)}\right)-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\left(\sigma^{2}\left(\beta_{0}, X_{s}^{\theta_{n}, \beta(\ell)}\right)-\sigma^{2}\left(\beta_{0}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\right)\right. \\
& \left.\left.\left.\times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{n, \beta(\ell)}}\left(s-t_{k}, X_{t_{k}}^{\theta_{n}, \beta(\ell)}, X_{s}^{\theta_{n}, \beta(\ell)} ; a_{1}, \ldots, a_{j}\right)-1\right) \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right\} d s,
\end{aligned}
$$

where in this case we denote $\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}=\left\{N_{s}-N_{t_{k}}=j\right\} \cap\left\{\widehat{\Lambda}_{\left[t_{k}, s\right]}=\left\{a_{1}, \ldots, a_{j}\right\}\right\}$.
Applying Lemmas 5.2.9, 5.2.3 and (A1) to conclude that for some constants $C_{0}, q>0$,

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) W_{2,1,1} d \ell\right| \leq \Delta_{n}^{\frac{1}{q_{1}}} \frac{C_{0}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \\
& \quad \times\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(C^{\left(p_{1} \vee q_{3}\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{p_{1} q_{2}}+\frac{1}{q_{3}}}\right),
\end{aligned}
$$

which, by hypothesis (A8), converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$.
We next treat $S_{2,2}$. By the mean value theorem, there exists $r \in(0,1)$ such that $S_{2,2}=$ $S_{2,2,1}-S_{2,2,2}$, where

$$
\begin{aligned}
S_{2,2,1}= & \int_{t_{k}}^{t_{k+1}}\left(\mathrm{E}\left[b\left(\theta_{0}, X_{s}^{\theta_{0}, \beta_{0}}\right)\left(X_{s}^{\theta_{0}, \beta_{0}}-X_{t_{k}}\right) \mid X_{t_{k}}\right]\right. \\
& \left.-\mathrm{E}\left[b\left(\theta_{0}, Y_{s}^{\theta_{n}, \beta(\ell)}\right)\left(Y_{s}^{\theta_{n}, \beta(\ell)}-Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right) d s, \\
S_{2,2,2}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\partial_{\theta} b\left(\theta(r), Y_{s}^{\theta_{n}, \beta(\ell)}\right)\left(Y_{s}^{\theta_{n}, \beta(\ell)}-Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] d s,
\end{aligned}
$$

and $\theta(r)=\theta_{0}+\frac{u r}{\sqrt{n \Delta_{n}}}$. Proceeding as for the term $S_{2,1,1}$, we conclude that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) S_{2,2,1} d \ell \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0
$$

We next add and substract the term $\partial_{\theta} b\left(\theta(r), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right.$ ) and use equation 5.3) to get that $S_{2,2,2}=S_{2,2,2,1}+S_{2,2,2,2}$, where

$$
\begin{aligned}
S_{2,2,2,1}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{t_{k}}^{t_{k+1}} \mathrm{E}\left[\left(\partial_{\theta} b\left(\theta(r), Y_{s}^{\theta_{n}, \beta(\ell)}\right)-\partial_{\theta} b\left(\theta(r), Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right)\right)\right. \\
& \left.\times\left(Y_{s}^{\theta_{n}, \beta(\ell)}-Y_{t_{k}}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] d s, \\
S_{2,2,2,2}= & \frac{u}{\sqrt{n \Delta_{n}}} \partial_{\theta} b\left(\theta(r), X_{t_{k}}\right) \int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s} \mathrm{E}\left[b\left(\theta_{n}, Y_{u}^{\theta_{n}, \beta(\ell)}\right) \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] d u d s .
\end{aligned}
$$

Therefore, using (A3)(e) and Lemma 5.2.3. we get that for some constants $C, q>0$,

$$
\left|\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) S_{2,2,2} d \ell\right| \leq C \frac{\sqrt{\Delta_{n}}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
$$

which concludes that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) S_{2} d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

This finishes the proof of Lemma 1.4.1 (i).

Next, applying Jensen's and Hölder's inequalities with $q_{1}, q_{2}$ conjugate, with $q_{2}$ close to 1 ,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{v^{2}}{n \Delta_{n}^{2}} \mathrm{E}\left[\left.\left(\int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(K^{\theta_{0}, \beta_{0}}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[K^{\theta_{n}, \beta(\ell)} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell\right)^{2} \right\rvert\, \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{2 v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\right)^{2}\left(\beta(\ell), X_{t_{k}}\right) \\
& \times\left(\mathrm{E}\left[\left(K^{\theta_{0}, \beta_{0}}\right)^{2} \mid X_{t_{k}}\right]+\mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(K^{\theta_{n}, \beta(\ell)}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid X_{t_{k}}\right]\right) d \ell \\
& =\sum_{k=0}^{n-1} \frac{2 v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\right)^{2}\left(\beta(\ell), X_{t_{k}}\right)\left\{\mathrm{E}\left[\left(K^{\theta_{0}, \beta_{0}}\right)^{2} \mid X_{t_{k}}\right]\right. \\
& +\mathrm{E}\left[\left.\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(K^{\theta_{n}, \beta(\ell)}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right] \mathbf{1}_{\widehat{J}_{0, k}} \frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{q_{(0)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I} \mathrm{E}\left[\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(K^{\theta_{n}, \beta(\ell)}\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}^{\theta_{n}, \beta(\ell)}\right]\right. \\
& \left.\left.\left.\times \mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}} \frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right] d \ell\right\} \\
& \leq \sum_{k=0}^{n-1} \frac{2 v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\right)^{2}\left(\beta(\ell), X_{t_{k}}\right)\left\{C \Delta_{n}^{\frac{5}{2}}\left(1+\left|X_{t_{k}}\right|^{q}\right)\right. \\
& +\left(\mathrm{E}\left[\left(K^{\theta_{n}, \beta(\ell)}\right)^{2 q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}}\left(\mathrm{E}\left[\left.\mathbf{1}_{\widehat{J}_{0, k}}\left(\frac{q_{(0)}^{\theta_{0}, \beta_{0}}}{\theta_{(0)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}} \\
& +\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(\mathrm{E}\left[\left(K^{\theta_{n}, \beta(\ell)}\right)^{2 q_{1}} \mid Y_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{1}}} \\
& \left.\times\left(\mathrm{E}\left[\left.\mathbf{1}_{\left\{\widehat{J}_{j, k}, a_{1}, \ldots, a_{j}\right\}}\left(\frac{q_{(j)}^{\theta_{0}, \beta_{0}}}{q_{(j)}^{\theta_{n}, \beta(\ell)}}\right)^{q_{2}} \right\rvert\, X_{t_{k}}^{\theta_{n}, \beta(\ell)}=X_{t_{k}}\right]\right)^{\frac{1}{q_{2}}}\right\} d \ell \\
& \leq \Delta_{n}^{\frac{1}{2 q_{1}}} \frac{C_{0}}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right) \\
& \times\left(1+\sum_{j=1}^{\infty} \sum_{\left(a_{1}, \ldots, a_{j}\right) \in I}\left(C^{\left(2 q_{2}-1\right)(j+1)} p_{a_{1}} \cdots p_{a_{j}} e^{-\lambda_{n} \Delta_{n}} \frac{\left(\lambda_{n} \Delta_{n}\right)^{j}}{j!}\right)^{\frac{1}{q_{2}}}\right),
\end{aligned}
$$

By hypothesis (A8), this converges to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$. This finishes the proof of (5.44).

Now it remains to treat (5.45). Using equation (5.1), it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
\sum_{k=0}^{n-1} & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\right.  \tag{5.46}\\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0
\end{align*}
$$

and

$$
\begin{align*}
\sum_{k=0}^{n-1} & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(X_{t_{k+1}}-X_{t_{k}}\right)\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right.  \tag{5.47}\\
& \left.-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z) \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell \xrightarrow{\mathrm{P} \theta_{0}, \beta_{0}} 0 .
\end{align*}
$$

First, we treat (5.46) by showing that conditions (i) and (ii) of Lemma 1.4 .1 hold under the measure $\mathrm{P}^{\theta_{0}, \beta_{0}}$. We start showing (i). Recall that the events $\widehat{A}_{k, r}, \widetilde{A}_{k, r}$ and $\widetilde{A}_{k, r}^{c}$ are introduced just before Lemma 5.2 .15 Using $\mathbf{1}_{\widetilde{A}_{k, r}^{c}}=1-\mathbf{1}_{\widetilde{A}_{k, r}}$, we have that

$$
\begin{aligned}
& \mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& =\sum_{r \in \overline{\mathcal{A}}} \mathrm{E}\left[\mathbf { 1 } _ { \widehat { A } _ { k , r } } \left(\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\right.\right. \\
& \left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\mathbf{1}_{\widetilde{A}_{k, r}}+\mathbf{1}_{\widetilde{A}_{k, r}( }\right)\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& =M_{1,2}^{\theta_{n}, \beta(\ell)}-M_{2,2}^{\theta_{n}, \beta(\ell)},
\end{aligned}
$$

which, together with Lemma 5.2.15 and hypotheses (A2), (A3)(b), implies that for any $\alpha \in$ $\left(v, \frac{1}{2}\right)$,

$$
\begin{aligned}
& \left\lvert\, \sum_{k=0}^{n-1} \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1} \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \mathrm{E}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\right.\right. \\
& \left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mid \widehat{\mathcal{F}}_{t_{k}}\right] d \ell \mid \\
& \leq \sum_{k=0}^{n-1} \frac{|v|}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left|\frac{\partial_{\beta} \sigma}{\sigma^{3}}\right|\left(\beta(\ell), X_{t_{k}}\right)\left(M_{1,2}^{\theta_{n}, \beta(\ell)}+M_{2,2}^{\theta_{n}, \beta(\ell)}\right) d \ell \\
& \leq C \frac{\sqrt{n}}{\Delta_{n}} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} \frac{1}{n} \sum_{k=0}^{n-1}\left(1+\left.\left|X_{t_{k}}\right|\right|^{q}\right),
\end{aligned}
$$

for some constants $C, C_{0}, q>0$. This shows Lemma 1.4.1 (i).
Next, Jensen's inequality gives

$$
\begin{aligned}
& \mathrm{E}\left[\left(\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& =\sum_{r \in \overline{\mathcal{A}}} \mathrm{E}\left[\mathbf { 1 } _ { \widehat { A } _ { k , r } } \left(\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\right.\right. \\
& \left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\mathbf{1}_{\widetilde{A}_{k, r}}+\mathbf{1}_{\widetilde{A}_{k, r}^{c}}\right)\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq 2\left(M_{1,4}^{\theta_{n}, \beta(\ell)}+M_{2,4}^{\theta_{n}, \beta(\ell)}\right),
\end{aligned}
$$

which, together with Lemma 5.2.15 and hypotheses (A2), (A3)(b), implies that for any $\alpha \in$ $\left(v, \frac{1}{2}\right)$,

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \frac{v^{2}}{n \Delta_{n}^{2}} \mathrm{E}\left[\left(\int _ { 0 } ^ { 1 } \frac { \partial _ { \beta } \sigma } { \sigma ^ { 3 } } ( \beta ( \ell ) , X _ { t _ { k } } ) \left(\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z N(d s, d z)\right)^{2}\right.\right.\right. \\
& \left.\left.\left.\quad-\widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\left(\int_{t_{k}}^{t_{k+1}} \int_{I} z M(d s, d z)\right)^{2} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right]\right) d \ell\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \\
& \leq \sum_{k=0}^{n-1} \frac{2 v^{2}}{n \Delta_{n}^{2}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\right)^{2}\left(\beta(\ell), X_{t_{k}}\right)\left(M_{1,4}^{\theta_{n}, \beta(\ell)}+M_{2,4}^{\theta_{n}, \beta(\ell)}\right) d \ell \\
& \leq \frac{C}{\Delta_{n}^{2}} e^{-C_{0} \Delta_{n}^{2 \alpha-1}} \frac{1}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
\end{aligned}
$$

for some constants $C, C_{0}, q>0$. This finishes the proof of (5.46).
Finally, using Cauchy-Schwarz inequality and Lemma 5.2 .3 (i), and proceeding as for 5.46), we conclude (5.47). Thus, the desired result follows.

### 5.3.3 Main contributions : LAN property

Proof. Using the fact that $\mathbf{1}_{\left\{\hat{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\hat{\tau} \leq n \Delta_{n}\right\}}$ and $\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}}=1-\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}}$, we write $\xi_{k, n}=\xi_{k, n, 1}-\xi_{k, n, 2}-\xi_{k, n, 3}$, where

$$
\begin{aligned}
\xi_{k, n, 1}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) d \ell, \\
\xi_{k, n, 2}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} d \ell, \\
\xi_{k, n, 3}= & \frac{u}{\sqrt{n \Delta_{n}}} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\sigma\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)+\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta(\ell), \beta_{0}}\left[\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta(\ell), \beta_{0}}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

Similarly, we write $\eta_{k, n}=\eta_{k, n, 1}-\eta_{k, n, 2}-\eta_{k, n, 3}$, where

$$
\begin{aligned}
\eta_{k, n, 1}= & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta(\ell), X_{t_{k}}\right) \Delta_{n}\right) d \ell, \\
\eta_{k, n, 2}= & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta(\ell), X_{t_{k}}\right) \Delta_{n}\right) \\
& \times \widetilde{\mathbf{E}}_{X_{t_{k}}, \beta(\ell)}^{\theta_{n}}\left[\mathbf{1}_{\left\{\tilde{\tau}>n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] \mathbf{1}_{\left\{\tau \tau \leq n \Delta_{n}\right\}} d \ell, \\
\eta_{k, n, 3}= & \frac{v}{\sqrt{n \Delta_{n}^{2}}} \int_{0}^{1}\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}-\frac{\partial_{\beta} \sigma}{\sigma}\left(\beta(\ell), X_{t_{k}}\right) \Delta_{n}\right) \\
& \times \widetilde{\mathrm{E}}_{X_{t_{k}}}^{\theta_{n}, \beta(\ell)}\left[\mathbf{1}_{\left\{\tilde{\tau} \leq n \Delta_{n}\right\}} \mid Y_{t_{k+1}}^{\theta_{n}, \beta(\ell)}=X_{t_{k+1}}\right] d \ell .
\end{aligned}
$$

Proceeding as for the terms $Z_{k, n}^{1, \ell}$ and $Z_{k, n}^{2, \ell}$, we get that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1}\left(\xi_{k, n, 2}+\xi_{k, n, 3}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0 .
$$

Proceeding as for the terms $Q_{k, n}^{1, \ell}$ and $Q_{k, n}^{2, \ell}$, we get that as $n \rightarrow \infty$,

$$
\sum_{k=0}^{n-1}\left(\eta_{k, n, 2}+\eta_{k, n, 3}\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0
$$

Next, applying Lemma 1.4 .3 to $\zeta_{k, n}=\xi_{k, n, 1}+\eta_{k, n, 1}$, it suffices to show that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}}-\frac{u^{2}}{2} \Gamma_{b}\left(\theta_{0}, \beta_{0}\right),  \tag{5.48}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}}-\frac{v^{2}}{2} \Gamma_{\sigma}\left(\theta_{0}, \beta_{0}\right),  \tag{5.49}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \stackrel{\mathrm{P}^{\theta_{0}, \beta_{0}}}{\longrightarrow} u^{2} \Gamma_{b}\left(\theta_{0}, \beta_{0}\right),  \tag{5.50}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\eta_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\left(\mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2}\right) \xrightarrow{\mathrm{P}_{0}, \beta_{0}} v^{2} \Gamma_{\sigma}\left(\theta_{0}, \beta_{0}\right),  \tag{5.51}\\
& \sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1} \eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right) \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0,  \tag{5.52}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}^{\theta_{0}, \beta_{0}}} 0,  \tag{5.53}\\
& \sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \xrightarrow{\mathrm{P}_{0}^{\theta_{0}, \beta_{0}}} 0, \tag{5.54}
\end{align*}
$$

where

$$
\Gamma_{b}\left(\theta_{0}, \beta_{0}\right)=\int_{\mathbb{R}}\left(\frac{\partial_{\theta} b\left(\theta_{0}, x\right)}{\sigma\left(\beta_{0}, x\right)}\right)^{2} \pi_{\theta_{0}, \beta_{0}}(d x), \quad \text { and } \quad \Gamma_{\sigma}\left(\theta_{0}, \beta_{0}\right)=2 \int_{\mathbb{R}}\left(\frac{\partial_{\beta} \sigma\left(\beta_{0}, x\right)}{\sigma\left(\beta_{0}, x\right)}\right)^{2} \pi_{\theta_{0}, \beta_{0}}(d x)
$$

Proof of 5.48]. Using $\mathrm{E}\left[B_{t_{k+1}}-B_{t_{k}} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=0$, and the mean value theorem, we get

$$
\begin{aligned}
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] & =-\frac{u^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)} \partial_{\theta} b\left(\theta_{0}+\frac{\ell u r}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right) d \ell \\
& =-\frac{u^{2}}{2 n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2}-T_{1}-T_{2}
\end{aligned}
$$

for some $r \in(0,1), T_{1}=\sum_{k=0}^{n-1} T_{k, n}$, and

$$
\begin{aligned}
& T_{k, n}:=\frac{u^{2}}{n} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\partial_{\theta} b\left(\theta_{0}+\frac{\ell u r}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)\right) d \ell \\
& T_{2}:=\frac{u^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)\right) d \ell
\end{aligned}
$$

Using hypotheses (A2) and (A3)(b), (c), we have that for some constants $C, \epsilon, q>0$,

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\left|T_{k, n}\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C|u|^{\epsilon+2}|r|^{\epsilon}}{\left(\sqrt{n \Delta_{n}}\right)^{\epsilon}} \frac{1}{n} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

which, by Lemma 1.4.2 implies that $T_{1} \xrightarrow{\mathrm{P}_{0}, \beta_{0}} 0$ as $n \rightarrow \infty$. Thus, so does $T_{2}$ by using the same argument. On the other hand, applying Lemma 5.2.16, we obtain that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \stackrel{\mathrm{P}^{\theta_{0}, \beta_{0}}}{\longrightarrow} \Gamma_{b}\left(\theta_{0}, \beta_{0}\right) \tag{5.55}
\end{equation*}
$$

which gives (5.48).
Proof of (5.50). First, from the previous computations, we have that

$$
\begin{aligned}
\sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2} & =\frac{u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \ell \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)} \partial_{\theta} b\left(\theta_{0}+\frac{\ell u r}{\sqrt{n \Delta_{n}}}, X_{t_{k}}\right) d \ell\right)^{2} \\
& \leq \frac{C u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C, q>0$.
Next, using properties of the moments of the Brownian motion, we can write

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2}+T_{3}+T_{4}+T_{5},
$$

where

$$
\begin{aligned}
& T_{3}:=\frac{2 u^{2}}{n} \sum_{k=0}^{n-1} \frac{\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)} \int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)} d \ell, \\
& T_{4}:=\frac{u^{2}}{n} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)-\partial_{\theta} b\left(\theta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)} d \ell\right)^{2}, \\
& T_{5}:=\frac{u^{2} \Delta_{n}}{n} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \frac{\partial_{\theta} b\left(\theta(\ell), X_{t_{k}}\right)}{\sigma^{2}\left(\beta_{0}, X_{t_{k}}\right)}\left(b\left(\theta_{0}, X_{t_{k}}\right)-b\left(\theta(\ell), X_{t_{k}}\right)\right) d \ell\right)^{2} .
\end{aligned}
$$

As for the term $T_{1}$, using hypotheses (A2) and (A3)(b), (c), we get that $T_{3}, T_{4}, T_{5}$ converge to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$. Moreover, using again (5.55), we conclude (5.50).

Proof of (5.53). Basic computation yields that

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\xi_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C u^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
$$

for some constants $C, q>0$.
Proof of (5.49). Again, using properties of the moments of the Brownian motion and the mean value theorem, we have

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=-\frac{v^{2}}{2} \frac{2}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2}-T_{6}-T_{7}-T_{8},
$$

where, for some $r \in(0,1)$,

$$
\begin{aligned}
& T_{6}=\frac{2 v^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, X_{t_{k}}\right)\left(\partial_{\beta} \sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, X_{t_{k}}\right)-\partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right)\right) d \ell \\
& T_{7}=\frac{2 v^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)\left(\sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, X_{t_{k}}\right)-\sigma\left(\beta_{0}, X_{t_{k}}\right)\right) \partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right) d \ell, \\
& T_{8}=\frac{2 v^{2}}{n} \sum_{k=0}^{n-1} \int_{0}^{1} \ell\left(\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right)-\frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta_{0}, X_{t_{k}}\right)\right) \sigma\left(\beta_{0}, X_{t_{k}}\right) \partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right) d \ell .
\end{aligned}
$$

As for the term $T_{1}$, using (A2) and (A3)(b), (d), together with Lemma 1.4.2, we conclude that $T_{6}, T_{7}, T_{8}$ converge to zero in $\mathrm{P}^{\theta_{0}, \beta_{0}}$-probability as $n \rightarrow \infty$. Again, applying Lemma 5.2.16, we obtain that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{2}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2} \xrightarrow{\mathrm{P}_{\theta_{0}, \beta_{0}}} \Gamma_{\sigma}\left(\theta_{0}, \beta_{0}\right), \tag{5.56}
\end{equation*}
$$

which gives (5.49).
Proof of (5.51). First, from the previous computations, we have that

$$
\begin{aligned}
\sum_{k=0}^{n-1}\left(\mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)^{2} & =\frac{4 v^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(\int_{0}^{1} \ell \frac{\partial_{\beta} \sigma}{\sigma^{3}}\left(\beta(\ell), X_{t_{k}}\right) \sigma \partial_{\beta} \sigma\left(\beta_{0}+\frac{\ell v r}{\sqrt{n}}, X_{t_{k}}\right) d \ell\right)^{2} \\
& \leq \frac{C v^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
\end{aligned}
$$

for some constants $C, q>0$.
Next, using the fact that $\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\Delta_{n}$ and $\mathrm{E}\left[\left(B_{t_{k+1}}-B_{t_{k}}\right)^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=3 \Delta_{n}^{2}$, we can write

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n, 1}^{2} \mid \widehat{\mathcal{F}}_{t_{k}}\right]=\frac{2 v^{2}}{n} \sum_{k=0}^{n-1}\left(\frac{\partial_{\beta} \sigma\left(\beta_{0}, X_{t_{k}}\right)}{\sigma\left(\beta_{0}, X_{t_{k}}\right)}\right)^{2}+\frac{v^{2}}{n} \sum_{k=0}^{n-1} S_{k, n}
$$

where for some constants $C, q>0$,

$$
\frac{v^{2}}{n} \sum_{k=0}^{n-1} \mathrm{E}\left[\left|S_{k, n}\right| \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C v^{2}}{n \sqrt{n}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right),
$$

which, together with Lemma 1.4 .2 and (5.56), concludes (5.51).
Proof of (5.52). Using properties of the moments of the Brownian motion, we get that

$$
\left|\sum_{k=0}^{n-1}\left(\mathrm{E}\left[\xi_{k, n, 1} \eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]-\mathrm{E}\left[\xi_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \mathrm{E}\left[\eta_{k, n, 1} \mid \widehat{\mathcal{F}}_{t_{k}}\right]\right)\right| \leq \frac{C}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constants $C, q>0$.
Proof of (5.54). Basic computation yields that

$$
\sum_{k=0}^{n-1} \mathrm{E}\left[\eta_{k, n, 1}^{4} \mid \widehat{\mathcal{F}}_{t_{k}}\right] \leq \frac{C v^{4}}{n^{2}} \sum_{k=0}^{n-1}\left(1+\left|X_{t_{k}}\right|^{q}\right)
$$

for some constants $C, q>0$. The proof of Theorem 5.1.1 is now completed.
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