UNIVERSITE PARIS 13,
PARIS SORBONNE CITE

Laboratoire d’Informatique de Paris-Nord (LIPN)

THESIS

presented by
Nazanin FIROOZEH

for the degree of
DOCTOR OF PHILOSOPHY

Semantic-oriented Recommendation for Content
Enrichment

Recommandation sémantique pour I’enrichissement
du contenus textuels

< CONFIDENTIAL THESIS>>

Doctoral committee:

Béatrice DAILLE Professor University of Nantes Reviewer
Mohand BOUGHANEM  Professor Paul Sabatier University Reviewer
Massih-Reza AMINI Professor Grenoble Alpes University Examiner
Davide BUSCALDI Associate Professor University Paris 13 Examiner
Adeline NAZARENKO  Professor University Paris 13 Supervisor

Fabrice ALIZON Engineer (PhD) Pixalione SAS Co-Advisor







Abstract

In this thesis, we aim at enriching the content of an unstructured document with respect
to a domain of interest. The goal is to minimize the vocabulary and informational gap
between the document and the domain. Such an enrichment which is based on Natural
Language Processing and Information Retrieval technologies has several applications. As
an example, filling in the gap between a scientific paper and a collection of highly cited
papers in a domain helps the paper to be better acknowledged by the community that
refers to that collection. Another example is to fill in the gap between a web page and the
usual keywords of visitors that are interested in a given domain so as it is better indexed

and referred to in that domain, 4.e. more accessible for those visitors.

We propose a method to fill that gap. We first generate an enrichment collection, which
consists of the important documents related to the domain of interest. The main informa-
tion of the enrichment collection is then extracted, disambiguated and proposed to a user,
who performs the enrichment. This is achieved by decomposing the problem into two main
components of keyword extraction and topic detection. We present a comprehensive study
over different approaches of each component. Using our findings, we propose approaches
for extracting keywords from web pages, detecting their underlying topics, disambiguating
them and returning the ones related to the domain of interest. The enrichment is performed
by recommending discriminative sets of semantically relevant keywords, ¢.e. topics, to a
user. The topics are labeled with representative keywords and have a level of granular-
ity that is easily interpretable. Topic keywords are ranked by importance. This helps to
control the length of the document, which needs to be enriched, by targeting the most
important keywords of each topic. Our approach is robust to the noise in web pages. It
is also knowledge-poor and domain-independent. It, however, exploits search engines for
generating the required data but is optimized in the number of requests sent to them. In
addition, the approach is easily tunable to different languages. We have implemented the
keyword extraction approach in 12 languages and four of them have been tested over var-
ious domains. The topic detection approach has been implemented and tested on English
and French. However, it is on French language that the approaches have been tested on a
large scale: the keyword extraction on roughly 400 domains and the topic detection on 80

domains.

To evaluate the performance of our enrichment approach, we focused on French and we
performed different experiments on the proposed keyword extraction and topic detection
methods. To evaluate their robustness, we studied them on 10 topically diverse domains.
Results were evaluated through both user-based evaluations on a real application context
and by comparing with baseline approaches. Our results on the keyword extraction ap-
proach showed that the statistical features are not adequate for capturing words importance
within a web page. In addition, we found our proposed approach of keyword extraction
to be effective when applied on real applications. The evaluations on the topic detection
approach also showed that it can effectively filter out the keywords which are not related
to a target domain and that it labels the topics with representative and discriminative
keywords. In addition, the approach achieved a high precision in preserving the semantic
consistency of the keywords within each topic. We showed that our approach outperforms

a baseline approach, since the widely-used co-occurrence feature between keywords is not



iv

enough for capturing their semantic similarity and consequently for detecting semantically

consistent topics.



Résumé

Dans cette thése, nous cherchons & enrichir le contenu d’'un document non structuré
par rapport & un domaine d’intérét en nous appuyant sur des techniques de traitement du
langage naturel (TAL) et de recherche d’information. L’objectif est de minimiser I’écart
lexical et informationnel susceptible d’exister entre le document et le domaine considérés. Il
peut s’agir, par exemple, de combler le fossé qu’il peut y avoir entre un article scientifique
et une collection d’articles de TAL fréquemment cités, en sorte que larticle soit mieux
reconnu par la communauté du TAL. On peut aussi chercher & combler I’écart entre une
page web et les mots-clefs des visiteurs qui s’intéressent & un domaine donné, afin que la
page soit mieux indexée et référencée dans le domaine considéré, c’est-a-dire plus facile

d’accés pour ces visiteurs.

Nous proposons une méthode pour réduire cet «écart sémantique». Nous générons
d’abord une collection d’enrichissement rassemblant des documents importants liés au
domaine d’intérét. Cette collection est analysée pour en extraire les principaux élé-
ments d’information qui sont désambiguisés et proposés & l'utilisateur en charge de
I’enrichissement. Nous avons décomposé ce probléme en deux parties principales :
Pextraction de mots-clés et la détection des principaux thémes. A partir de ’analyse
des méthodes existantes dans ces deux domaines, nous proposons une nouvelle approche
permettant d’extraire des mots-clés a partir de pages web, de détecter leurs thémes sous-
jacents, de les désambiguiser et de retourner & l'utilisateur ceux qui semblent liés a son
domaine d’intérét. L’enrichissement est assuré par Putilisateur a partir des thémes (topics)
qui lui sont proposés, ceux-ci étant représentés par des ensembles discriminants de mots-clés
sémantiquement pertinents. Ces thémes sont étiquetés avec des mots-clés représentatifs
et ont un niveau de granularité qui les rend interprétables. Les mots-clés des thémes sont
classés par importance, ce qui permet de controler la longueur du document enrichi, en

ciblant les mots-clés les plus importants dans chaque théme.

Notre approche est robuste au bruit présent dans les pages web. FElle est également
pauvre en connaissances et indépendante du domaine considéré. Elle exploite les moteurs
de recherche pour générer les données requises mais en optimisant le nombre de requétes qui
sont envoyées aux moteurs. En outre, 'approche peut étre facilement adaptée & différentes
langues. Nous avons implémenté ’extraction des mots-clés pour 12 langues et quatre
d’entre elles ont été testées sur des domaines variés. La détection des thémes a été mise en
ceuvre et testée en anglais et en francais. L’ensemble de la méthode a été testée & grande
échelle en francais, sur 400 domaines pour l'extraction de mots-clés et 80 domaines pour

la détection de thémes.

Pour évaluer la performance de notre méthode d’enrichissement, nous nous sommes
concentrée sur le francais et nous avons effectué différentes expériences d’extraction de
mots-clés et de détection de thémes. Pour évaluer leur robustesse, nous avons appliqué
nos méthodes sur 10 domaines thématiquement variés. Les résultats ont été évalués par
des utilisateurs dans un contexte applicatif réel et par comparaison avec des approches de
référence. Les résultats montrent que notre approche d’extraction de mots-clés fonctionne
mieux que celles qui reposent uniquement sur des caractéristiques statistiques, ces derniéres

capturant imparfaitement 'importance des mots dans une page web.



Sur la détection de thémes, les évaluations ont également montré que notre approche
permet de filtrer les mots-clés qui ne sont pas liés au domaine cible et & étiqueter les thémes
avec des mots-clés représentatifs et discriminants. On observe en outre une bonne précision
dans les résultats et une bonne cohérence sémantique au sein de chaque théme. Nous avons
montré que notre approche surpasse une approche de référence reposant sur la cooccurrence
entre mots-clés, laquelle rend imparfaitement compte de la similarité sémantique entre les

mots-clefs et ne parvient pas & construire des thémes sémantiquement cohérents.
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Introduction

Contents
1.1 Problem statement| ................00000000. 5
[I.2  Research objective|. . . . . . ... ... ... o o000 7
1.3 Motivationl . . . . . . . o i i e e e e e e e e e 9
M4 Outlimel. . . . o vt e e 10

Nowadays many textual documents are generated daily by different people all over the
world. Depending on the expertise of the person who writes the content of a document
with respect to a domain, the quality of the document could vary. Some documents better
cover the domain of study: they use representative and domain-specific vocabulary and
contain pieces of information, which effectively relate the document to the domain. On
the contrary, some documents may poorly cover the domain of study. They provide less
information for readers and affect the performance of Information Retrieval (IR) methods

and Natural Language Processing (NLP) tools.

Enriching a document with respect to a domain enhances the quality of that docu-
ment. The enrichment can be performed by adding pieces of text to the content of the
document or assigning metadata to it. The former type of enrichment requires language
modeling approaches for generating text. In the state of the art of NLP, the latter type of
enrichment has been mostly studied. |Stajner et al.| (2010) make use of the content of a doc-
ument to generate metadata for it. Some researchers, however, exploit external resources
for enriching a document. Examples are [Hotho et al. (2003) and Hu et al.| (2008), who
respectively use WordNet and Wikipedia to improve document clustering. The enrichment
can be performed from a vocabulary point of view in order to enrich the vocabulary of a
document with respect to a source of information or from an informational point of view,

where pieces of information that are not covered by the document are added to its content.

More specifically, considering a document and a source of information, quite often, there
is a gap between them, which is referred to as “semantic gap” in this thesis (Figure [L.1)).
Depending on the target application, the source of information can be a term (query), a
collection of documents or more generally, a domain of interest. The semantic gap can be

of two types:

e Vocabulary-based: In this case, the gap is related to the chosen vocabulary, in which
the input document and the source of information deal with the same topic but

do not use the same words, which make them difficult to relate. As an example,
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— Semantic Gap

Figure 1.1: Semantic gap between a document and a source of information

two scientific papers originated from two distinct communities may have different
vocabularies. This is also a typical issue in search applications, where the vocabulary
of a user who specifies the query is not the same as the vocabulary of documents. In
this case, direct information retrieval methods fail to capture the relation between the
query and the documents and consequently cannot effectively detect the documents

which are relevant to the query.

e Informational: In this case, the gap is related to the pieces of information that a
document and a source of information contain. More specifically, in this type of
gap, the document and the source of information deal with connected or overlapping
topics but one is missing part of the information of the other. For instance, one can
ask what information is missing for a scientific paper on graphs to be referred by the
NLP community. Another example is the work by |Guo et al| (2013]), which targets
the informational gap and augments the context of tweets using the information
obtained from news contents. The given example in their work is “Pray for Mali”
tweet, which does not explicitly cover the information about the “war” and “French

army participation” events.

Filling in the vocabulary-based and the informational gap between a document and a
source of information is essential, since it enables the NLP tools to better understand the
document and as a result provides richer context for NLP tasks like clustering, searching

or other text analysis applications.

The missing vocabulary or information in a document has different levels of importance:
some are more critical than others. Since the length of the input document must be
reasonable after the enrichment procedure, one may need to target only the vocabulary
units that are more common or the pieces of information that are more important in
the domain. Prioritizing the vocabulary and the pieces of information and targeting the
most important ones is becoming vital in competitive environments, where documents

with richer contents tend to be visited by more people. As an example, we can refer to
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the competitive environment of the web, where different pages are competing for a higher

position and more visibility in search results.E]

Filling in the semantic gap with manual analysis is very expensive and not feasible.
Hence, there is a need for tools to understand the input document and also the studied
source of information so as to return the relevant vocabularies or pieces of information.
These tools must be able to handle the ambiguity problem while performing the analy-
sis. For instance, in case of using dictionaries as an external resource for filling in the
vocabulary-based semantic gap, not all the synonyms of a word in a dictionary may have

close semantic relation with the input document.

In the following sections, we explain in more details the problem that we study in this
thesis. We then discuss the research questions that we aim at answering and present the

main objectives of our work and the properties of our approach.

1.1 Problem statement

In this thesis, we focus on enriching the content of web pages, which are one type of
unstructured documents. More specifically, we focus on web pages with non-streaming
data, such as commercial web pages, rather than streaming ones, such as news. The
enrichment is performed with respect to a domain of interest in order to fill in the semantic
gap between an input document and the target domain. The main focus of this thesis is on
filling in the informational gap, even though the vocabulary gap can be filled in as well. By
filling in the semantic gap, more information about the domain is given to visitors of web
pages and richer context is provided for text analysis tools. As an example, web pages can
be better indexed by search engines, which results in higher visibility on the web. They
can be also categorized more effectively when there is enough contextual information for

the categorization task.

Our enrichment application involves a user, who performs the enrichment procedure. It
is modeled as the following (Figure : the user targets a web page as an input document
that is aimed to be enriched with respect to a domain, which specifies the enrichment’s point
of view. The domain is labeled with a representative keyword, which is also determined by
the user. Depending on the closeness of the domain of study and the input document, the
semantic gap between them could be bigger or smaller. If they are close, the gap is small
and mostly vocabulary-based. However, if they differ, the semantic gap is probably more
informational and the goal would be to enrich the input document with the information

retrieved from the domain of study.

The user also interacts with the system at the end of the enrichment procedure, when
the detected missing vocabulary or information, called enrichment information, is recom-
mended to the user. The recommended information is as a set of keywords, which can

be considered as the metadata for the input document. Although this metadata can be

Tn addition to content, the link structure also affects the ranking of web pages. However, since the
link structure is out of scope of this work, we do not discuss it here.
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Figure 1.2: Flowchart of the target enrichment application

further used in a language generation process in order to generate pieces of text for the
input document, we do not focus on this step in this thesis and merely recommend a set
of keywords to the user. The user then makes the final decision for adding the desired
information to the input document. Hence, the detected information is not added directly
to the document. It is firstly verified by the user. This manual verification is required
in order to avoid adding pieces of information that the user does not find relevant to the
input document. As an example, information about “T'V Mounts” is related to the domain
of “T'V” but is nevertheless not relevant to be added to a commercial web page, which
merely sells “T'V”. Hence, such information is filtered out by the user and is not added to

the input document.

While enriching the content of an input document, its length must remain reasonable.
Very long documents are not interesting for readers and they may cause loading issues in
some applications. Recommending a large amount of information to users also makes the
enrichment application complex for them. Due to these restrictions, it is almost impossible
to fill in the whole semantic gap between a document and the studied domain. Hence, we
need to target the most common vocabulary or the most critical information within the
domain of study to eventually recommend limited but significant enrichment information
to users and to “minimize” the semantic gap. Considering a collection of documents as
representative of the domain of study, two steps need to be performed in order to obtain

the significant and frequently discussed information of the domain:

1. Building an enrichment collection that is a collection of important and representative

documents in the studied domain,

2. Targeting the significant information in the enrichment collection.
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The first step requires an approach for identifying the most important documents within
a great number of available documents in a domain. In the second step, an automatic
approach of extraction is needed to analyze the content of each document and to return

the main information that it discusses.

In this thesis, we address two research questions related to the second step:

1. How to extract the main information of documents?

2. In case of having multi-topic documents, how to distinguish the information in dif-

ferent topics?

To extract the information of documents, there are different criteria to be taken into
account. More specifically, we need to study the properties of the required information

and to use an effective approach for extracting this information from documents.

Although some documents discuss only one topic, some others are composed of different
topics. As an example, it is very likely that a commercial web page discusses various topics,
such as different types of products, user reviews, payment policies, etc. A scientific paper
also contains several topics, including a research topic, affiliations and acknowledgment.
Having such multi-topic documents, the extracted information also belongs to different
topics. However, not all these topics are related to the studied domain. Enriching the
content of the input document using topically irrelevant information would decrease its
quality and obviously would not be a correct way of enrichment. Therefore, an approach
is required to distinguish the different topics, to select the ones which are related to the
domain of study and to further enrich the input document by adding the domain-specific

information.

It should be noted that although we specifically focus on web pages, the target en-
richment problem in this thesis could have applications on other types of unstructured
documents. As an example, while writing a scientific paper in a specific domain, highly
cited documents in the domain could be analyzed in order to find the information that the
input document needs to cover so that to be acknowledged by the community that refers
to the highly cited documents. Another example is in writing the news content, where
different sources of news could be analyzed in order to detect the related events and to

cover them all in the target news content.

In the following, we explain how we target the mentioned challenges and how the

research questions are answered in this work.

1.2 Research objective

The aim of this thesis is to perforin document enrichment by automatically minimizing the
vocabulary and informational semantic gap between a document and a domain of study.

We specifically focus on web pages in this thesis and so propose an approach for enriching
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the content of web pages. Unlike some works which exploit knowledge bases for enriching
a document, we aim at proposing a knowledge-poor approach, which can be applied on

any domain.

To perform the enrichment, we initially generate an enrichment collection, which con-
sists of a limited number of important documents within the domain of study. In this
step, we rely on the results returned by search engines, as they can effectively detect the

important documents within a collection.

To answer the research questions, presented in Section [I.1] we decompose the problem
into two main components, each of which answers one of the research questions: Keyword

FEztraction and Topic Detection.

In keyword extraction, we automatically extract the information of each document of
the enrichment collection. This information is represented as a ranked list of “key” words
or phrases, which are considered as representatives of the documents. We are interested in
extracting both single and multi-token keywords. However, to avoid extracting too specific
keywords, we limit the length of the extracted keywords in terms of the number of the

constituent tokens.

To overcome the problem of extracting multi-topic information (keywords), we propose
a topic detection approach, which takes the extracted keywords as input and returns their
latent topics as output. In this work, we define a “topic” as a set of keywords with close
semantic relationships. The detected topics may, however, not be all relevant to the domain
of study and the topic detection approach needs to identify the relevant topics for the
enrichment task. Those topics are then considered as the enrichment information that is
recommended to a user, who performs the enrichment. Hence, in our approach, due to the
ambiguity issues and also to help users to better understand the enrichment information,
we recommend it as a set of topics. These topics should have a right level of granularity

to be easy for users to interpret.

Pages on the web could be noisy: while writing the content of web pages, people may
not follow the same standard as in other types of documents, such as scientific papers;
web pages may contain typographical errors; some web pages might be spam pages with
uninformative content or unreliable information, etc. The proposed enrichment approach
and more specifically, the proposed keyword extraction and topic detection approaches

must be robust to the noise in web pages.

In this work, we make use of the context returned by search engines in order to capture
the similarity between keywords while detecting the latent topics. To further control the
amount of information recommended to users and consequently to control the length of
the input document, keywords of each topic are recommended in order of importance. The
highest ranked keyword of a topic is considered as its label. This label makes the topic

easier and faster for the user to interpret.

In a nutshell, our enrichment application requires to:
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e be applicable on web pages as a type of unstructured documents. Hence, it must be

robust to the noise in web pages;
e interact with a user, who performs the enrichment procedure;
e be domain-independent;

e be easily tunable to different languages.

Considering these requirements, we propose an enrichment approach with the following

properties:

e The enrichment is performed with respect to a domain (point of view).

e The detected enrichment information is recommended to users as sets of semantically
related keywords, i.e. topics, with a good level of granularity to make the topics easy

to interpret for users.

e The approach has a rather light procedure to be executed in a reasonable time, i.e.
less than half an hour. Due to the interactions with users, the execution time should
not be very long even if the approach is not aimed to interact with them in a real

time.

e The precision of the recommended information is effective enough, which makes the

approach easier and less demanding for users to exploit.

e The enrichment approach is knowledge-poor but it depends on search engines’ re-
sults. However, search engines are used for generating the required context and the
approach is not relying on functionalities of search engines which may change over
time. Moreover, the approach is optimized in the number of requests sent to search

engines.

e The approach makes a balance between reducing the semantic gap and the length of
the enriched document through recommending a limited amount of information as a

ranked list of keywords.

1.3 Motivation

As will be explained in the following chapters, there are different approaches to extract
keywords from unstructured documents and to disclose the underlying topics in a collec-
tion of words or keywords. Nevertheless, most of the keyword extraction approaches in the
literature aim at extracting keywords from documents without distinguishing the different
topics in the collection of the extracted keywords. In addition, the existing topic detection
approaches mainly perform very basic keyword extraction approaches and as a result the

keywords within their detected topics may not have a high quality. As an example, [Sayyadi
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and Raschid| (2013) perform both keyword extraction and topic detection but their key-
word extraction approach simply consists in extracting all words, noun phrases and named
entities from documents. We, however, did not find such basic keywords to be effective

enough for our enrichment application.

Some advanced approaches of keyword extraction require a deep analysis of documents,
which could make the whole enrichment procedure complex. Some approaches also exploit
a corpus of documents for extracting keywords of a single document. This corpus may,
however, not be always available. There are approaches of keyword extraction that exploit
external knowledge. Due to this property, they are applicable only on a limited number of
domains and cannot be considered as domain-independent approaches. In this work, we
are interested to propose a simple but effective approach for extracting keywords from web
pages. More specifically, we aim at proposing a domain-independent approach that is easily
tunable to different languages. We also focus on extracting both single and multi-token

keywords to retrieve more information from documents.

The existing topic detection approaches mainly make use of the notion of co-occurrence
between keywords in a specific corpus. The co-occurrence between two keywords, however,
does not necessarily imply their semantic relatedness and this is an issue for our enrichment
application. In other words, we did not find the topics detected by the existing approaches
to be semantically consistent enough for our problem. Hence, we are interested in proposing
an approach of topic detection which targets the notion of semantic relatedness between
keywords and consequently returns semantically consistent topics. As in the keyword
extraction approach, our topic detection approach aims to be domain-independent and

easily tunable to different languages.

1.4 Outline

This thesis is organized as the following;:

Considering the two main components of our enrichment approach, i.e. keyword extrac-
tion and topic detection, we present the related works in these two domains. In Chapter 2]
we first present various applications of keyword extraction and the different types of lexical
units and semantic properties that are usually targeted. We then introduce the traditional
evaluation measures and benchmarks in the domain. A wide range of the extraction ap-
proaches are presented by distinguishing the extraction features, which assess the “keyness"

of lexical units, and the extraction methods that exploit these features.

In Chapter [3] we study the main categories of topic detection approaches along with
their properties. The main evaluation measures and benchmarks in the domain are also
briefly presented. More specifically, we focus on term similarity measures, which help to

capture the relation between pairs of words or phrases.

The overall methodology is introduced in Chapter [4] and all the steps of our proposed

approach are presented briefly. The two main components of the approach are then ex-
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plained in more details in the following chapters. In Chapter [5] we introduce our keyword
extraction approach. Chapter [f] presents the evaluation of this approach and also compares
its performance with respect to a baseline approach. In Chapters [7] and [§] respectively, we
explain the topic detection approach proposed in this thesis and show the experimental

results, evaluations and comparisons with a baseline approach.

Finally, we conclude our work in Chapter [9] by summarizing the main contributions,
discussing the main findings and presenting the steps to improve the approach in a future

work.
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2.1 Introduction

Keywords, which are important phrases within documents , 2000)), play an impor-
tant role in different applications of Text Mining, Information Retrieval (IR) and Natural

Language Processing (NLP). With the growth in the quantity of available documents, it is
no longer possible for a user to read them all in details. Hence, knowing about the subject
of the documents without analyzing them in depth is essential and having an automatic

approach to keyword extraction is a necessity.

15
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The task of keyword extraction can be simply defined: given one document or a set of
documents, what are the lexical units that best represent them? However, automatically
extracting keywords is challenging due to the complexities of natural language, heterogene-
ity in the type of input documents and diversity of the target applications. After years of
active research and development, numerous methods and tools have been designed. They
target different applications ranging from lexical resource design to translation, text sum-
marization, and metadata enrichment and they have been tested on various kinds of input

data, including long scientific articles, abstracts, web pages, etc.

However, no approach really emerges as the dominant or standard one and it is difficult
for newcomers to select the approach that fits the best their problem, input data, and

application.

In this chapter, we give a general and comprehensive introduction to the abounding
field of term and keyword or keyphrase extractionﬂ This introduction is not bound to any
specific application or type of document nor advocates in favor of any specific approach.
Considering the general issue of extracting key elements from unstructured documents
with content expressed in natural language, we present various solutions that have been
proposed over the years. This review of existing approaches helped us to design a method

adapted to our specific enrichment problem (see Chapter 5]).

2.2 Applications

Many Natural Language Processing (NLP) applications require to extract “key” words and
phrases from unstructured textual data. It is interesting to understand how keywords can

be exploited once they have been extracted and which types of keywords are targeted.

Design of lexical resources Lexical resources, such as domain specific dictionaries, ter-
minologies or term baseﬂ are traditionally used to manage technical documentation
(lexical recommendation, technical writing, indexing) and to help expert interac-
tion in scientific and technical domains (e.g. aeronautic). Besides more conceptual
approaches, textual terminology popularized corpus analysis as a way to design ter-
minological resources and to catch up with terminological evolution, giving rise to the
new field of computational terminology in the 90s and to various extraction methods
(Bourigault et al.; [2001).

Translation It is often for translation and localization that terminological databases were
initially created. Multi-word pairs are essential elements in multilingual resources to

catch the idioms of specialized languages and to overcome word-to-word translation.

!This chapter is based on a paper written by Nazanin Firoozeh, Adeline Nazarenko and Fabrice Alizon
that has been submitted to “Natural Language Engineering”.

2E.g. AGRovoc multilingual agricultural thesaurus http://aims.fao.org/vest-registry/
vocabularies/agrovoc-multilingual-agricultural-thesaurus


http://aims.fao.org/vest-registry/vocabularies/agrovoc-multilingual-agricultural-thesaurus
http://aims.fao.org/vest-registry/vocabularies/agrovoc-multilingual-agricultural-thesaurus
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Since phrase-based approaches perform better than word-based ones in statistical
machine translation, many approaches have been proposed to extract pairs of phrases

from aligned or comparable corpora (Déjean et al., 2002, Lefever et al., 2009).

Document summarization Automatic summarization is often based on extraction: the
key elements (words, phrases, sentences) extracted from a source document are as-
sembled to form a target document much shorter than the source one. Keyword
and key phrase extraction tools are core elements in extraction-based summarization
(Wan et al.l [2007), key sentences being those that contain the more and the most

significant key words and phrases.

Metadata enrichment Keywords are often used as metadata to enrich documents. They
can be directly extracted from the source document to emphasize its most impor-
tant elements or derived from a larger corpus to bring in contextual information.
The metadata gives an explicit and computer-processable description of the text
content that plays a central role in content management tasks (browsing, indexing,
topic detection, classification) and semantic-aware applications (exploratory search,

recommendation, reputation analysis or contextual advertising (Mori et al., 2004).

Depending on the target application, keywords of different lengths are targeted. Short
keywords, with one or two tokens, are often preferred in lexical resources, whereas Frantzi
et al.| (2000) consider only compound keywords for indexing digital libraries. Translation,
metadata enrichment and summarization need multi-token keywords as well, in order to
cover specific or more informative concepts. Keyword length also seems to vary from one
domain to the other: Medelyan (2009) reports that agricultural terms are significantly
shorter than medical, physics, and computer science ones. A wide variety of length can
be observed in the literature on keyword extraction: single token (Liu et al., 2009)), two
tokens (Munoz, [1997)), up to three tokens (Frank et al., 1999, Hulth, 2003]), four tokens
(Matsuo and Ishizuka, |2004) or even much longer (Hussey et al.,[2011). For our enrichment
application, we are interested in extracting both single and multi-token keywords in order to
target generic and specific information within sources of information. As will be explained

in Chapter 5] our approach extracts keywords with up to five tokens.

In this chapter, we also point out the diversity of the textual sources exploited for ex-
traction: monolingual or multilingual sources, single documents or heterogeneous corpora,
long ws. short documents, traditional well-written documents or informal ones, mono- or
multi-authored documents, scientific, technical, legal or commercial sources. Some authors
focus on a specific type of documents such as technical or academic papers or journals
(Hussey et al., 2011, Ohsawa et al., [1998al), abstracts of academic papers which are much
shorter (Chang and Wu, 2008|, Hulth, [2003) or web pages (Kelleher and Luz, 2005, [Yih
et al, 2006). Some others, however, target several types of documents: Turney| (2000)) ex-
tracts keywords from articles, email addresses and web pages; Renz et al.| (2003)) approach

is applicable on customer feedback statements, intranet documents and news articles.
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This chapter focuses on keyword extraction approaches, without targeting any specific
application. We put no restriction on the length of the keywords, on the type of documents
that are processed or on their language. We consider any type and size of source text, taking
into consideration methods designed for processing academic papers as well as web pages.
We consider “unstructured data”, ¢.e. documents which content is mainly expressed in plain
natural language, regardless of their structuration into paragraphs, sections or chapters.
In spite of this presentation, our approach has been proposed for extracting keywords from

web pages, since the goal of this thesis is to enrich the content of web pages.

2.3 From terms to keywords and key phrases

One major source of complexity in the domain of keyword extraction is related to the
diversity of the target elements. Actually, the extraction methods aim at extracting “key
elements”, which refer to “important” textual units but there are various ways to assess the
importance of those elements and various types of units can be targeted, from words to
phrases and to sequence of words to sentences. As all the methods are not equally suited
to all types of elements, it is important to specify the target elements to determine how to

extract them.

2.3.1 Definitions

Terms The notion of “term” refers to the field of terminology where a term is a lexical
unit — word or compound — symbolizing a concept (Sager}, 1990). Terminology aims
at analyzing the concepts and conceptual structures used in a given domain of ac-
tivity and at compiling the terms denoting those concepts. In computer science and
information retrieval, “term” is related to documents rather than domains. It is often
used as a synonym of “index term” or “descriptor”: terms are expected to describe a

document content and are part of a controlled or indexing vocabulary.

Keywords and key phrases The terms “keyword” and “key phrase” do not refer to any
theory. An element is considered as a “key” element with respect to a document,
when it is an important descriptor of the document content. The opposition word
vs. phrase simply refers to the mono or multi lexical structure of the textual units,
which can be composed of one or several tokens. However, the formal word/phrase

distinction is often blurred.

Named entities Named entities are often confused with terms and keywords. The term
“named entity” has been coined in NLP during the 90s. It refers to terms that are
used as “rigid designators” (Kripke, 1972)) or proper nouns which stand autonomously
for their referent. Strictly speaking, they are “names of entities” but the term “named

entity” is widely used.
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In this thesis, the term “keyword” does not refer to any linguistic or semantic theory.
“Keyword” stands for any key textual unit that can be composed of one or more words and

may work as a common or proper name.

In most cases, the difference between terms and named entities is blurred, the extracted
key elements pertaining to both categories. For that reason, in the following, we do not
focus specifically on term extraction nor on named entity recognition, although there has
been a long tradition of work on the former topic (Jacquemin and Bourigault, 2003) and
much effort put on the later (Nadeau and Sekine, 2007). The extraction methods presented
in Section generally apply to both categories of phrases.

We consider domain and language dependent as well as independent methods. When-
ever the applicability and the performances of the reviewed methods depend on these

criteria, we try to make it explicit.

2.3.2 Keyness properties

In keyword extraction, the goal is always to extract important or “key” elements, but
“keyness” is an elusive concept which interpretation depends on the target application. It
can be associated with various properties, even if they are usually not equally important

in all contexts.

Univocity is an important feature (Pearson), [1998). Terms are expected to be less am-
biguous than common words (e.g. aircraft vs. plane), since they are words or phrases
whose semantics is stable within a given community and/or context of use. For in-
stance, in aeronautics, (flight) recorder always refers to the same type of electronic
devices; any domain expert knows what the term means and prefers it to black boz,

which is more colloquial but more ambiguous.

This semantic stability may be contextual but, in a given domain, a term is expected
to refer to a single and well defined concept. This semantic stability is also an
important property of proper nouns or named entities, as they are often referred
to in NLP (e.g. Airbus A380). Although the semantic behavior of common terms
and proper nouns is differenﬂz’_r]7 both types of units are good descriptors, due to this
stability property.

Representativity In keyword extraction, the importance of the elements is usually as-
sessed with respect to the document source from which they are extracted. Extrac-
tion tools aim at identifying the units that have a high “semantic weight” in the
source text. Those units are expected to be good descriptors and to properly reflect
the informational content of the texts. Keyword extractors usually have to find the
right trade-off between the size of the list of extracted units, which must often be

minimized, and the representativity of the document description that it gives.

3 A term denotes a concept whereas a proper noun refers to a specific referential entity (a specific aircraft
model).
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Well-formedness is not equally important for all use cases. Whenever, the extracted
elements are presented to humans, it is usually considered as essential that they are
well-formed words or phrases (e.g. legal right, emphasis or emphasize rather than legal
right to or emphasi). However, truncated keywords are very useful in information
retrieval and statistical machine translation exploits aligned pairs of word sequences

that often do not correspond to any known linguistic pattern.

Cohesiveness is an important property for multi-token extracted units. One does not
want to extract any sequence of words, but only those which correspond to semantic
units. For instance, in legal language, trial jury or beyond a reasonable doubt do not
have the same degree of cohesiveness than invest ... with the power or legal right to
.... The strength of the word association is higher for trial and jury or for beyond
and doubt than between invest and right. The components of the latter can be
used in association with many different words, whereas the former terms are more
idiomatic and less flexible. Cohesiveness goes along with a certain degree of rigidity.
In strongly cohesive phrases, one word can hardly be substituted by anotherﬁ and
it is often difficult to introduce adjunct elements such as adjectives or adverbsﬂ
Correlatively, cohesive phrases are always translated in the same way, even if not on

a word-to-word basis (mock exam / examen blanc).

Specificity Terms, words and phrases are also considered as key elements of a document
or a domain by contrast with other documents or domains. To represent the content
of a document, it is important to select only those terms and phrases that are really
characteristic of that document and to let aside common textual units that one can
find in any similar document. For instance in legal documents, common law or
disclosure statement are rather common terms and give little information on the
content of the documents beyond categorizing them as legal ones. Similarly, user

guide might be considered as a cross-domain, rather than as domain specific term.

Lexical centrality refers to the position of a keyword within its semantic network, the
underlying intuition being that the more connected the keywords are to other ones,
the more central they are. This property is important to take into account when
one expects keywords to summarize a document or a domain. A central unit that is
semantically connected to many other ones better summarizes a document or lexical
filed than an isolated one. Moreover, if only a limited number of keywords are allowed,
one usually tries to maximize the semantic coverage and avoid redundancy at the
same time. This can be achieved by splitting the semantic network into subgraphs

or “topics” and by selecting only the most central keyword(s) of each topic.

The above semantic properties do not have the same relative importance for all appli-

cations. If one aims at designing a terminology or a thesaurus, focus should be put on

“One can found beyond doubt, beyond a doubt or beyond a reasonable doubt, but a doubt can only be
qualified as reasonable) and standard variations like singular/plural ones are unusual (beyond doubts is by
far less frequent than beyond doubt).

5E.g., a doubt may be reasonable but not really reasonable.



2.4 Evaluation of keyword extraction 21

well-formed terms — possibly complex ones — that are important for a domain (represen-
tativity for the domain). Univocity and cohesion are also a priori more important than
specificity and lexical centrality. On the contrary, if one wants to enrich a document with
few extracted descriptors, one should focus on representativity to the source document and
specificity. In addition to these two properties, our keyword extraction approach focuses
on the cohesiveness property, since the structure of the extracted multi-token keywords
must be taken into consideration as an important factor. We note that centrality is also an
important property in an enrichment task. We take this property into account in the topic
detection step of our enrichment approach, where we generate a graph of the keywords

extracted by the keyword extraction approach.

Termhood or keyness is a semantic notion, that is difficult to capture. The above
properties can only be approximated though surface or formal features (Section . This
explains the variety of keyword extraction methods that have been proposed (Section
but also the complexity of evaluation issues (Section .

2.4 Evaluation of keyword extraction

Before entering the description and comparison of approaches that have been proposed,
we present the methods, measures and key benchmarks that are commonly used for evalu-
ating keyword extraction approaches and measuring progress. Unsurprisingly, the lack of
homogeneity of evaluation methodologies reflects the diversity of the target applications

and extraction goals.

2.4.1 Evaluation methods

When the extracted keywords are directly used in another module, their quality can be
measured indirectly through their impact on the performance of that module. The eval-
uation of keyword extraction, however, usually relies on human judgements. Most often,
experts are asked to label a posteriori the extracted units as “keyword” or “non-keyword”.
However, a priori judgements can also be used: when keywords have been assigned to
documents, evaluation consists in measuring the match between the expert-assigned and
the extracted keywordg’}

Human judgments must be used carefully, however. Experts are often asked to depart
keywords from non keywords but keyness or termhoodness are not a binary notions and
human judgments include an element of arbitrariness and subjectivity. It is therefore
important to involve different human judges in evaluation and to calculate the degree of
agreement among them. Kappa’s statistics (Viera and Garrett, 2005) and Fleiss’ kappa

statistics (Fleiss et al., [1971) are widely used for measuring the inter-evaluator agreement.

SNote that, generally, the match with the automatic extraction methods cannot be perfect, as expert
assigned keywords are not necessarily extracted from documents.
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2.4.2 Evaluation measures

In the state of the art on keyword extraction, different measures and protocols are used for
evaluating the extracted keywords. The most traditional measures are Precision, Recall
and F-measure. Precision is the frequency with which retrieved keywords are relevant
(Equation and Recall is the frequency with which relevant keywords are retrieved by
the evaluated approach (Equation . To have a trade-off between precision and recall,
F-measure is calculated (Equation E

Retrieved N Rel t
Precision = ——1cU0 1710 cOan (2.1)
Retrieved

Retrieved N Relevant

Recall = 2.2
cea Relevant (2:2)

precision.recall

Fs=(1+82%). (2.3)

(B2.precision) + recall

Hasan and Ng (2014)), however, consider the improvement of the evaluation scheme as
a remaining challenge of the field. As a matter of fact, the above traditional measures are
questionable. They presume the existence of a “gold” standard but one often has to deal
with a long lists of less or more relevant keywords which cannot be considered either as a
“gold” reference or as a standard. It is also important to take into account the ranking of

the extracted keywords.

In order to overcome those limitations, other evaluation measures have been proposed.
Zargayouna and Nazarenko (2010) designed an evaluation protocol that allows for tuning
the results to the reference keyword list in order to overcome the rigidity and arbitrariness
of existing gold standards. In case of having a ranked list of keywords, Precision@K
measure can be used. This measure ignores keywords ranked lower than K and computes
the precision value over the top-K keywords of the list. |[Singhal et al. (2017)) use the
precision@K measure in order to compare the different approaches to keyword extraction

for different values of K.

In (Witten et al., [1999)), the quality of keywords is assessed by counting the number of
matches between the extracted and the author-assigned keywords, rather than by precision
and recall. They argue that the simple count is easier to interpret, less misleading and also

applicable to the cases that a fixed number of keywords are returned.

Chen et al.| (2009) defined two application-dependent measures, named success rate and
top-one rate, to find the shortest keyword which brings the studied web page to the top of

the search engine result.

In Chapter [6, we will present our evaluation protocol, where a posteriori evaluation is

performed by an evaluator and accordingly precision value is measured. We compute the

"F1-measure is the traditional and the most widely used F-measure, which calculates the harmonic
mean of precision and recall. Depending on the target application and its sensitivity to afford wrong
instances or to miss correct ones, 3 takes different values in calculation of F-measure.
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recall value on a gold standard set that we generate using different approaches and tools.
Although this gold standard set may not contain all keywords of documents, we believe

that it can be used for computing an approximate recall value.

2.4.3 Benchmarks

The cost of collecting training or evaluation data motivates the publication of datasets as
public benchmarks, which can be used for comparing approaches or confronting them to
state-of-the-art methods.

For instance, SemEval — an ongoing series of evaluations designed for computational
semantic analysis systems — proposes in 2010 and 2017 tracksF’_r] for keyword extraction. A
specific experimental setting is defined. At the end, the participating systems are ranked

based on their performance.

There are two categories of benchmarks for keyword extraction, depending on whether
the keywords assigned to the documents are freely chosen or belong to a controlled vocab-
ulary. Tables and respectively, give examples of widely used public benchmarks
in each category. Among the presented benchmarks, the one developed by [Hulth (2003)
contains both uncontrolled and controlled keywords, where any suitable keyword and the-
saurus unit can be assigned to the documents. The other vocabulary-based benchmarks
presented in Table [2.2]and the CiteULike-180 benchmark in Table[2.T] have been developed
by |[Medelyan| (2009).

One should choose a benchmark carefully. The type of documents that compose the
benchmark and their length are important features to take into account, as extractors are
often designed for a specific type and length of documents. Actually, some benchmarks
like that presented by Hulth| (2003)) are made of abstracts of scientific papers, while others

are composed of longer documents or web pages.

There are also important features related to how keywords are assigned to documents:
the number of annotators involved in the selection of the keywords, their degree of expertise,
the guidelines they have to follow regarding the number of keywords to extract and their
length. They have an impact on the reliability and homogeneity of the resulting keyword

lists.

Length of the extracted keywords mainly depends on the domain under study. Accord-
ing to Medelyan| (2009)), physics and medical terms are mostly longer than agricultural
ones. This property, i.e. the length of keywords, is less affected by the type of annotators,
i.e. readers or writers of the target documents. As reported by Wan and Xiao| (2008b)),
the average length of the keywords assigned by readers is 2.09. |Caragea et al.| (2014) have
also reported that almost half of their author-assigned keywords are bi-grams and they

rarely appear as tri-grams or longer n-grams. In general, making use of both author and

8The task 5 of SemEval-2010 and the task 10 of SemEval-2017 are respectively presented by [Kim et al.
(2010) and by |Augenstein et al.| (2017).
“Training set



24 State-of-the-art in keyword extraction

Table 2.1: Examples of public free-text benchmarks

Title/Generator Docs
Anno/tators Type of docs number — length # Tag/Doc
| [Hulth| (2003) Abstracts from 2000 — 115 words 9.63
Professional indexer Inspec database (avg)
| INguyen and Kan| (2007)
Authors & readers from Scientific papers 211 — 4-12 pages 10
school of computing
| Wan and Xiao| (2008b) News articles 308 — 740 words 10 (max)
graduated students from DUC2001 (avg) 8.08 (avg)
CiteULike-180 Publications from
Readers CiteULike website 180 ~n/a 5 (ave)
SemEval-2010 ACM conference
Authors & 50 students & workshop papers 284 — 6-8 pages 15
| |Caragea et al/ (2014) WWW & KDD 790 —n/a 4.87 (WWW)
Authors titles & abstracts 4.03 (KDD)
| [Augenstein et al/ (2017) ScienceDirect 35qﬂ7 185 words 22.6 (avg)
undergraduate students | publications abstracts (avg)
| [Sterckx et al. (2017) Online Sport & news 6908 —n/a 13.8 (avg)
annotators of various Lifestyle Magazines
ages and backgrounds Printed press

reader assigned keywords can be useful for evaluating an approach. |Caragea et al.| (2014)
point out that in spite of the expertise of the authors, in some cases, they may over ex-
press important keywords in different ways. Therefore, it is recommended to use more
than one way of annotating the gold standard set. As an example, Kim et al.|(2010) make
use of both author and reader assigned keywords in generating the SemFEval-2010 dataset.

Nevertheless, they found a degree of overlap between the two sets of keywords.

In some benchmarks, the assigned keywords are found in the documents. Some other
benchmarks, however, may contain keywords out of vocabulary of the studied documents
and so the recall value of different approaches to keyword extraction can never reach

100% on these benchmarks. In this case, people mostly report the reachable recall value,

Table 2.2: Examples of public vocabulary-based benchmarks

Title/Generator Docs

T f d Tags/D
B Vocabglary/Thesaurus ype Of Coes number — #words 7 Tags/Doc

Hulth| (2003) Abstracts from 2000 — 115 words 4.47
Inspec Inspec database (avg)
NLM-500 (2009) Biomedical research
MeSH articles 500 — 4,500 (avg) 15 (avg)
FAO-780 (2009) Documents from
Agrovoc FAQ'’s repository 780 — 30,800 (ave) § (ave)
CERN-290 (2009) Physics docs
HEP from CERN server 290 - 6,300 (ave) 7 (ave)
WIKI-20 (2009) Computer Science

20 - n/a 5 (min)

Wikipedia titles papers
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computed over the keywords which are found in the studied documents. As an example,
in the dataset developed by [Hulth| (2003)), both controlled and uncontrolled keywords may
or may not be in the studied abstracts. In SemEval-2010, the readers were asked to
assign keywords only from the content of the documents. Analyzing the test set keywords,
consisting of 100 documents, showed that 15% of the assigned keywords were not found in

the texts. This value was, however, less than the one for author-assigned keywords (19%).

In real applications, one may aim to evaluate robustness of an approach on different
types of documents within different domains. In this case, multiple benchmarks should
be used to meet the requirements. New benchmarks should also be generated in order to
cover more applications, properties and languages. Actually, the existing ones are a bit
all the same: most of them are in English, which is a problem in evaluating approaches
on non-English documents; most of the public ones contain scientific papers and cannot
be used for evaluating keywords extracted from web pages; most of the benchmarks also
contain a single type of documents all from the same domain. The large corpus proposed
by |Sterckx et al. (2017) is a noticeable exception as it combines different types of document
targeted for a “diverse and layman audience”, but it has nevertheless been designed for a

specific application (metadata enrichment).

Our extraction approach has been proposed for extracting both generic and specific
keywords from web pages and we aim at evaluating it specifically on French language. To
study the robustness of the approach over different domains, we need to perform it on
websites with various domains. However, we did not find any public benchmark which
satisfies all these properties, i.e. containing multi-domain French web pages with both

generic and specific keywords assigned to them.

Among different non-English benchmarks, we can refer to the ones provided by Défi
fouille de texte (DEFT), which is a French scientific evaluation campaign. More specifi-
cally, DEFT2012[T_U] and DEFTZOlGE] focus on the task of evaluating keywords, extracted
by different participant systems. In 2012, the training and the test corpus consist of 234 full
scientific papers published in journals of Humanities. To evaluate the different methods,
their extracted keywords were compared with the author-assigned keywords. In 2016, the
keywords extracted by participant systems were compared with the ones assigned by pro-
fessional indexers. Unlike DEFT2012, the corpus of DEFT2016 challenge consists of four
different domains: linguistics, information science, archeology and chemistry. However,
as in DEFT2012, the documents of the corpus are all from the same type, i.e. scientific
papers{r_?l Due to the limitation on the type of documents, these benchmarks are not
ideal for our purpose. Nevertheless, since DEFT2016 benchmark contains multi-domain
documents, as a future work, it would be interesting to evaluate the effectiveness of our

proposed approach on it.

Ohttps://deft.limsi.fr/2012/

Yhttp://deft2016.univ-nantes.fr/accueil /

121y DEFT2012, full papers are analyzed, while in DEFT2016 only titles and abstracts are taken into
consideration.
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Table 2.3: Morpho-syntactic feature values associated to the word “Cities”. NNS represents
a plural noun based on Penn Treebank tag list.

Feature | Value Feature Value
Token | Cities | Part of Speech | NNS
Lemma | City Number Plural

Due to the mentioned limitations, we generate our own experimental data for evaluating
the proposed keyword extraction approach. This data is explained in more details in
Chapter [0 .

2.5 Extraction features

As the above semantic properties are difficult to exploit as such in keyword extraction, they
are approximated through a variety of features that can be derived from a formal analysis of
the source text. Depending on the type of input data and the target application, keyword
extraction approaches make use of different types of features. This section presents the
main ones. We also briefly mention the features exploited in our keyword extraction
approach. Details of these features will be presented in Section [5.2]

2.5.1 Morpho-syntactic features

Extraction tools first exploited morphological and syntactical features of textual units. All
types of words and word sequences do not have the same probability to be selected as
keywords. For instance, some parts of speech, such as nouns and verbs, are more likely
to appear in keywords than others, like adverbs and determiners, as they provide more

information about the text under study.

Extraction methods rely on plain words (tokens) but also on their lemmatized forms,
their parts of speech (POS tag) and some of their morphological features, such as gender or
number (singular, plural). See Table for an example. The syntactic structure of word
sequences is also important to take into account, as the sequences which do not correspond

to well-formed syntactic phrases are usually discarded from the keyword candidate lists.

Even syntactic relations (or dependencies) are exploited in keyword extraction: besides
keyword cohesiveness, they give an indication of how keywords are related to each other: for
instance, relational database and XML database are co-hyponyms of database and software
companies employ software developers. This relational information is especially useful for
measuring the semantic relatedness and lexical centrality of keywords. It is also important

for the design of structured semantic resources.

Although morphological and POS features are language-dependent features, they are
available for a large family of languages for which reliable morpho-syntactic taggers exist.
Advanced syntactic features, which require the parsing of the source text, are less widely

available as the performance of parsers varies greatly from one language to another. The
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performances of those tools often degrade on texts which contain lots of technical or out-
of-vocabulary tokens or on non-standard language. In the absence of reliable parsers,
extractors often rely on a shallow analysis and simply check that the extracted phrases

match any known sequence of morpho-syntactic categories (morpho-syntactic pattern).

In this work, we make use of the morpho-syntactic feature in order to filter out un-
informative words and consequently to extract more descriptive keywords. Although this
feature is language-dependent, due to the existence of a wide range of taggers for various

languages, our approach is easily tunable to new languages.

2.5.2 Statistical features

Statistical features were introduced in the beginning of the 90s (Smadja, |1993) to overcome
the limitations of morpho-syntactic methods and to approximate various keyword semantic
properties. They are widely used on large corpora, even if rarely in isolation: they are
mainly language and domain independent and most, of them are easy to compute, even on
big data.

Frequency-based features

Term Frequency (TF) (Luhn| |[1957) is a very low-level but common statistical feature. The
assumption behind its use in keyword extraction task is that the more important a term
is in a text (representativity), the more frequent it appears in it. Of course, this feature is

both more reliable and more useful when processing long documents than short ones.

Since term frequency strongly correlates with the size of documents, one usually con-
siders a Normalized Frequency (NF). Equations and show two traditional formulae
of normalized frequency for a given text. Another limitation of TF feature is that it does
not depart grammatical or common words from content ones as the former are usually

highly frequent.

NE, — #of occ. of w;
¢ Total # of word occ.

(2.4)

#of occ. of w;

NF,, =
Wi # of oce. of the most frequent word

(2.5)

Normalized frequency is one of the statistical features exploited in our keyword ex-
traction approach. In general, the average length of web pages is not very short and so
the term frequency can bring information about their constituent words. Moreover, the
search engine optimization techniques (SEOmoz, |2012) recommend people to put impor-
tant words in different sections of web pages and so to use them frequently. Hence, term
frequency is an effective feature for representing the importance of words in web pages.
To not be affected by very generic and common words, we define a list of such words and

filter them out in the extraction procedure to eventually extract more specific keywords.
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Inverse Document Frequency (IDF) (Sparck Jones, [1972) is a quantity borrowed from
Information Retrieval. It is defined by Equation where the document frequency (DF)
of a term corresponds to the number of documents in a target collection in which it occurs.
The IDF is lower for the common terms that appear in many documents of the collection
and higher for those which have a low document frequency. This measure provides a
valuable indication of the specificity of a term in relation to a document but using IDF

requires a collection to which the document can be confronted.

1 Number of documents in the collection
IDF,, = log(ﬁ) = log( /
w;

2.6
Number of documents in which w; occurs) (2:6)
Term and document frequencies are traditionally combined in the Term Frequency-
Inverse Document Frequency feature (TF.IDF, Equation , which is widely used in
Information Retrieval (Salton et al., 1975). The IDF factor tends to counterbalance the
high TF value of common terms present in most documents and higher the weight of words

that appear rarely in the rest of the collection.

TF.IDF,, = TF,, x IDF,, (2.7)

Specificity of keywords within a target domain can be also captured through Domain
Relevance (DR) score proposed by Navigli and Velardi| (2002). The domain Relevance of a
term is high if it appears frequently in the target domain and rarely in other domains. The
formula for computing the domain relevance of term ¢ is presented in Equation where
D; is the target domain, containing a set of documents, and D1,...,D; 1, D;11,..., DN

represent other domains.
freq(t, D)

PRD) = ax(Freat, D7) (28)
J

Although the specificity measures, notably TF.IDF, have been widely used, we do not
exploit them in our approach. The main reason is that in our enrichment approach, a
corpus of documents, from the same or different domains, may not be always available and

so we need to extract keywords of a document without using any corpus.

N-Gram-based features

N-Grams are sequences of elements extracted from a text. They can be defined either at

the character level or at the word level.

Character-level N-Grams are seldom used in keyword extraction but they help to iden-
tify recurring words in spite of small variations, like the plural /singular alternation or words
belonging to the same stem (e.g. visualize, visualizing, visualization) (Cohenl |1995). This
feature helps to identify morphological word classes when no lemmatizer or stemmer is
available. It is mostly used for single-token extraction, except for languages like German

in which the single/multi-token distinction is blurred due to the frequency of compounds.
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The motivation behind using word-level N-Grams is to study all possible sequences of
words within a text and select the important ones as candidate keywords. This allows to
skip POS tagging and parsing but it generates many candidate keywords, some of which
with invalid grammatical patterns. For most applications, the resulting list must then be
filtered out, a filtering step which adds complexity to the extraction process. Due to the
complexity of using N-grams, we rather use POS taggers as we found them available and

effective for our studied languages.

Sequential frequent patternﬂ can be considered as a variant of N-Grams but they can
be of arbitrary length (whereas N-Grams are limited to N elements). They can also be
discontinuous, which is useful to abstract from the surface variations of terms. However,
this approach raises the same overgeneration problem as the N-Gram one and a much

higher computation complexity.

Co-occurrence-based features

Term or word co-occurrence is a statistical feature designed to catch word associations or
keyword cohesiveness. The basic idea behind using this feature is to capture words which
tend to appear together within a given type of context. The basic formula is given by the

following equation@7 where c is a type of context:

Cooc.(wi, wj) = # of contexts cin which w; and w; co — occur (2.9)

Co-occurrence features mainly differ by the type of context which is considered for
the co-occurrences, i.e. the context in which two terms are considered as co-occurrent.
The computing complexity of the extraction process increases with the size of the context.
Momtazi et al.| (2010) list four categories of term co-occurrence features that we present

bellow.

In Sentence-wise co-occurrence, only terms occurring in the same sentence are said to
be co-occurrent (¢ = sentence) but it is often less costly to take a smaller and a fixed
context into account. In Window-wise co-occurrence, a sliding window with a fixed size
is set as an input parameter (¢ = window of n words). Any time two terms appear in
the same window, one co-occurrence is counted. Of course, it is also possible to restrict
to well-formed syntactical phrases to avoid accidental co-occurrences of unrelated terms
(¢ = well formed phrase) but Syntaz-wise co-occurrence requires the initial chunking or
parsing of the text. When the context gets much larger and the whole document is taken
into account, the extracted pairs of words are not as strongly associated as in the previous
cases. Document-wise co-occurrence gives weak semantic association of words instead of
cohesive keywords. The feature is nonetheless useful as an indication of the semantic

similarity of words.

13Cellier et al.| (2014) give an interesting overview of these works.

'4Co-occurrence can be defined as a binary feature (presence/absence of co-occurrence) rather than as a
scalar one (number of co-occurrences). The actual formulae are usually more complex: they are sensitive
to word order (Cooce(w;,w;) # Cooce(w;,w;)) and only significant co-occurrence scores are considered.
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As will be explained in Chapter we make use of the window-wise co-occurrence
feature in order to capture the association between single words and to generate multi-token
keywords. Since some sentences of web pages are long, we did not find the sentence-wise

co-occurrence effective enough for capturing this association.

Park et al.| (2002) proposed Lezical Cohesion (LC), which computes the association
between multi-word terms. This measure generalizes the Dice coefficient and is computed
using Equation In this equation, |T'| is the total number of words in term 7" and w;

is its constituent word.

_ |T| x freq(T) x logiofreq(T)
>wser frea(wi)

The lexical cohesion of a term in a text is high if its constituent words appears more

LCr (2.10)

often within the term than individually.

Other proposals have been made to measure word similarity. They are often based on
the comparison of word vectors, which show the distributions of terms within a corpus
(Harris, [Hindle, 1990). Cosine similarity, Dice coefficient and Jaccard index (Manning
and Schiitze, 1999) are examples of these measures. Considering A and B as two word
vectors, Equations .11 2.12] and [2.13] respectively show the formulae for computing these

measures.

A.B

Cosine(A,B) = ————— (2.11)
)= TATLTBT,
. 2|AN B|
Dice(A,B) = ——— 2.12
(4,B) A< 1B (2.12)
Jaccard(A, B) = :jgg: (2.13)

Table shows examples of approaches which make use of statistical features. Accord-
ing to the table, frequency-based features are the most widely-used statistical features and

can be considered as a “must” feature for developing a new approach to keyword extraction.

Informational features

Informational or textual features are language and domain-independent. They exploit the
information clues that authors use to bring attention to important points in their texts.
We distinguish four types of informational features, respectively based on typography,

document structure, keyword position within the source documents and keyword length.

Examples of typographical features are underlined, bold, italicized elements but words
and keywords can also be highlighted through quotations marks. Any type of typographical

emphasis can be exploited to spot the most relevant keywords. Even if the productivity of
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Table 2.4: Examples of approaches exploiting statistical features

Approach Feature 1 | Feature 2 Feature 3
| [Salton et al. (1975) TF.IDF
| [Cohen| (1995) TF DF N-gram
 [Ohsawa et al.7(1998a) TF Co-occurrence
| [Frank et al/ (1999) TF.IDF
| [Frantzi et al] (2000) TF DF
| [Turney| (2000) TF
| [Hulth! (2003) TF DF
| Matsuo and Ishizuka (2004) | TF Co-occurrence
| [Yih et al| (2006) TF DF
| Medelyan and Witten| (2006) | TF.IDF | N-gram
| [Wan and Xiao| (2008a) TF.IDF | Co-occurrence
| Zhang et al| (2008) TF.IDF
| [Hussey et al| (2011)) TF N-gram

these features depends on the type and typographical convention of the source text, they

are quite reliable when available.

If the source text is structured, one can exploit the fact that some specific text areas
are more informative than others. According to the recommendations made for search
engine optimization (Google, 2010, SEOmoz, [2012), in web pages, important words are
mainly put in sections such as title and Meta description. In our work, we make use of

this structural information in order to capture the most important words of a page.

The position of the keyword occurrences within the source text — “spatial use of the
words” for [Herrera and Pury| (2008)) — can also be analyzed as an indication of the impor-
tance of the studied terms. In academic documents, terms that appear in the abstract,
at the beginning or at the end of a chapter are expected to be more informative than the

others.

Informational features can be modeled as Boolean values (presence/absence of the term
in a given area) or as scalar ones (position of the first occurrence of the term or on the
average position of the term occurrences), possibly normalized with respect to the length
of the text. In any case, informational features are used to measure the representativity of

the terms.

The length of keywords may also give information about them. In some approaches,
keywords with less than three characters are assumed to be uninformative and so are fil-
tered out from the list of candidate terms. An example is the pre-processing performed
by Turney| (2000), where words with less than three characters are removed. On the
opposite, some approaches may assume that longer keywords contain more specific infor-
mation. Nevertheless, the length property mainly depends on the target application (see
Section. As an example, if abbreviations are important terms in the target application,

removing short terms leads to missing important information. Our studies show that the
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Table 2.5: Examples of approaches exploiting informational features

Approach Feature 1 | Feature 2 Feature 3 | Feature 4
| [Frank et a1.7(1999) positional
%Turneyi(QOOO) positional | typographical®| length
| [Hulth (2003)) positional
[ Yih et al.7(2006) positional | typographical®| structural®| length
%Medelyan and Witten7(2006) positional | length
%Zhang et al.7(2008) positional | structural®

a Capitalization

b Occurrence in “anchor text”, “Meta” tags, “title” tag, “URL”

¢ Occurrence in “title”, “abstract”, “body (full-text)”, “heading”, “first paragraph”,
“last paragraph”, “references”

length of keywords is not an effective feature for our problem, since the information that
short keywords, such as abbreviations and metrics, provide is valuable in our enrichment

application.

Examples of approaches which exploit this informational features are listed in Table[2.5]
The “positional” property in the table indicates the position of the first occurrence of the
keywords in the studied document. According to the provided examples, this property
is the most widely-used among the informational features. Unlike structural property,
positional property does not depend on the type of the studied document. Hence, it can
be used in a more generic way for targeting various types of documents. Inspired by this

finding, we exploit positional feature in our keyword extraction approach.

2.5.3 Resource-based features

The quality of the extracted keywords can also be measured with respect to an external
semantic resource, such as dictionaries, thesauri, that provide additional information on
the studied words.

Due to the dependency to external resources, these features are considered as domain

and language-dependent features.

One can exploit an existing gold-standard terminology to spot the term occurrences in
the source text. This amounts to keyword identification rather than extraction but such
a dictionary-based validation can be exploited to assess the importance or representativity

of the terms.

A structured semantic resource also helps to identify semantic relationships, such as
groups of synonyms or topic-based clusters, which serve for measuring the semantic cen-
trality of the terms, assuming that related terms are more likely to be important than
isolated ones. This feature has been used for instance for designing back-of-the-book in-
dexes (Nazarenko and Ait El Mekki, |2007).

Resource-based features are also exploited to assess the specificity of extracted key-

words. Drouin| (2003)) considers that the candidate keywords composed of domain-specific
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Table 2.6: Examples of approaches exploiting resource-based feature

Approach Exploited resource
Medelyan and Witten7(2006) Thesaurus
Yih et al| (2006) B Query log
Hussey et al.| (2011) Thesaurus

vocabulary items are more likely to be relevant than others. Ma et al.| (2008]) exploit query
logs as resource and assess the relevance of keywords depending on how frequent they
are in queries. Other examples of approaches which exploit this category of features are
presented in Table [2.0]

In our work, we aim at performing the enrichment application on various domains.
Hence, our method must be knowledge-poor and domain-independent in order to meet
this requirement. However, we found out that using the resource-based feature increases
the effectiveness of the proposed approach. Since this data is not always available, we use
it as an optional feature that is exploited in case of availability. Without this feature, the

extraction approach is effective enough.

2.5.4 Conclusion on extraction features

A long list of features has been tested for keyword extraction and only the main categories
are presented here. Table presents the categories of features used by some of the
approaches introduced in this survey, taking all their steps, including the pre-processing,
into consideration. As an example, Frank et al|(1999) rely on morpho-syntactic analysis

for the pre-processing, but do not use this feature in the core approach.

According to Table[2.7] statistical features can be considered as the elementary features
in extraction approaches. Any new approach to keyword extraction exploit these features
in order to take advantage of the basic properties of words within the studied document.

Among the statistical features, the frequency-based ones are the most exploited.

Morpho-syntactic features are mainly used for reducing the number of candidate words
or phrases in the extraction task. Although they are not used as frequently as the statistical
features, many works exploit them as a basic feature. On the contrary, resource-based
features are not frequently exploited. As a matter of fact, finding a relevant resource can
be challenging and for some domains such a resource may not be available. Moreover,
domain-independent approaches are often preferred and the resource-based feature does

not meet that requirement.

As shown in Table 2.7 the presented features are mainly used in combination and
not always on an explicit basis. In fact, most of these features have been introduced on
an empirical basis to improve the quality of the extracted keyword lists and it is often

afterwards that they have been related to semantic properties and justified.
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Table 2.7: Categories of features exploited in example approaches

Approach Statistical | Morpho-syn | Informational | Resource-b
| [Salton et al.| (1975)
| |Cohen| (1995)
| |Ohsawa et 31.7(1998:1)
| [Frank et al.| (1999)
| [Frantzi et al, (2000)
| Turney] (2000)
| [Hulth| (2003)
| Matsuo and Ishizuka7(2004)
| [Turney| (2003) a
| Mihalcea and Tarau| (2004)
| Kelleher and Luz (2005)
| Yih et al. (2006)
%Medelyan and Witten7(2006)
| 'Wan and Xiao| (2008a))
| [Zhang et al (2008)

%Hussey et al.| (2011])
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We make use of these findings in selecting the extraction features for our keyword
extraction approach (Section [5.2)).

2.6 Extraction methods

This section focuses on the core of keyword extraction, i.e. on extraction methods, that
take one or several documents as input, possibly exploit external resources and output
a (possibly ranked) list of keywords. We do not consider the way the result is used in
applications, nor the interaction with the user if any, although not all systems meet the

same needs, as mentioned above.

We present five different approaches or categories of methods that have been succes-

sively proposed, even if the more recent methods often re-exploit the previous ones.

Independently of that categorization, there are two main strategies for extracting key-
words. The synthetic one consists in extracting the relevant keywords at once, regardless

of the number of their constituent tokens, and then filters out the least relevant ones.

The analytic approaches, on the contrary, first extract the most relevant single words,
which are then extended to surrounding words and/or merged to generate the final list of
(possibly long) keywords. Our keyword extraction approach is an analytic approach due

to the following reasons:

e We did not find the phrase extractors to effectively extract the lexical units of web
pagesF_gl. This could be due to the fact that while writing the content of web pages,

people do not follow the same standard as in other types of documents, such as

15\We, however, found that taggers achieved rather good results on web pages.
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scientific papers. It could be also related to the functionality of some phrase extrac-
tors, such as named entity recognition tools, which are case sensitive and cannot be
effective on web pages, where words in headings and titles often begin with capital

letters.

e We are interested in both common and specific phrases and also in phrases consist-
ing of various parts of speech. However, phrase extractors mainly focus on specific
phrases, e.g. names of organizations, people, locations, etc., or they extract noun

phrases.

e Since in the analytic strategy, keywords are “generated” out of single words, we believe
that more combinations of words and so more keywords can be extracted (generated)

from a document.

The degree of language or domain dependency is another important factor to take into
account: some approaches are domain dependent (Zhang et all 2008), while others are
both language and domain independent (Mihalcea and Tarau, 2004, Salton et al.l [1975]).
In this thesis, we propose a knowledge poor and domain-independent approach, which is

easily tunable to different languages.

2.6.1 Basic statistical methods

Some traditional approaches of keyword extraction simply use statistical features in order
to extract the most significant terms of a given text. These approaches are mainly lan-
guage and domain-independent. How naive they may be, they have been widely used and

compared to other methods.

TF.IDF is one of the dominant statistical features. (Salton et al. [1975) proposed the
Theory of Term Importance and showed that the importance of a textual term depends
not only on its frequency (or representativity), but also on its specificity. This feature
has often been used for term extraction. For instance, |Cohen| (1995]) applied both TF and
IDF features on character-level n-grams extracted from a given document. This approach
focuses on single token or sub-token keywords but once the most relevant n-grams are
identified they can be extended into words or merged into phrases. TF.IDF has been
widely used as a baseline for the evaluation task. We also use this method for this purpose

and compare the effectiveness of our approach with respect to it (Chapter @

2.6.2 Pattern-based methods

Pattern-based methods generally use morpho-syntactic features and are sometimes enriched
with lexical information. These patterns are often expressed as sequences of POS tags and
key lexical units. As an example, Noun+“of "+Noun is a valid structure in English, while
Noun—+Noun-+preposition is not. These methods aim at characterizing the valid linguistic

structures of the keywords to extract through surface patterns. They require a prior:
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linguistic knowledge and so are language-dependent. They, however, do not require any

training corpus.

In general, the choice of the linguistic filters depends on the trade-off between precision
and recall: relaxing a filter lowers the precision but increases the recall. Patterns are usually
not used in isolation. They can be used a priori to select candidate keywords that are then
filtered or ranked on a non-linguistic basis (e.g. association measures in (Daille, 1996])).
This is a fairly common approach (Dostal and Jezek, 2011} Frantzi et al., 2000, Hulth),
2003). Patterns are also used a posteriori to filter out collocations or extracted /generated
keywords that have been pre-selected on statistical grounds but are not syntactically well-
formed (Smadjaj, 1993), [Wan and Xiaol |2008al). Our keyword extraction approach applies a
pattern-based method a posteriori in order to filter out pre-defined structures of keywords.

These structures are basically uninformative but frequently generated by the approach.

2.6.3 Supervised methods

Keyword extraction can be regarded as a classification problem, each candidate keyword
being labeled as either a keyword or a non-keyword. Supervised methods take training
data as input and rely on training features, but they differ in the features used for training

classifiers and the types of their classifier(s).

Supervised approach to keyword extraction was first proposed by Turney, who tried
two classifiers : 1) C4.5 decision tree (Quinlan| |1993), with twelve statistical and morpho-
syntactic features, and 2) GenEx algorithm, itself based on Extractor (Turney], [2000), a
keyphrase extraction algorithm that also exploits a combination of twelve statistical and
morpho-syntactic features. Results show that GenEx outperforms C4.5. One drawback of
the approach is that words with less than three characters are dropped as uninteresting

words, which rules out most of the units and abbreviations.

Various improvements have been proposed on Turney’s approach. KEA algorithm
(Frank et al., |1999) is based on a Naive Bayes classifier and uses a simpler and a smaller
set of statistical features. Turney| (2003) improved KEA by increasing the coherence of
the extracted keywords using statistical associations between them; using a rule induction
approach, [Hulth| (2003)) showed that exploiting morpho-syntactic features improves the
performance of the previously proposed supervised machine learning approaches; KEAWeb
(Kelleher and Luz, 2005) exploits hyperlink structure to improve the keywords extracted
by KEA and KEA++. |[Medelyan and Witten| (2006)) uses the semantic information of a

domain-specific thesaurus to overcome the limitation due to word synonymy.

Many different machine learning approaches have been tested for extracting keywords:
Zhang et al.| (2006) applied Support Vector Machine (SVM); [Yih et al. (2006) but also
Dave and Varma] (2010) train classifiers respectively using logistic regression algorithm
and a Naive Base classifier; Sarkar et al. (2010) extract keywords from scientific articles

using multi-layer perceptron neural network. According to the results, these approaches
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Table 2.8: Examples of the supervised approaches and the categories of their extraction

features
Approach Statistical | Morpho-syn | Informational | Resource-b
| [Frank et al.7(1999) v v
| Turney] (2000) v v v
| [Hulth| (2003) v v v
| [Turney| (2003) v v
| Kelleher and Luz] (2005) v v
| Yih et al.] (2006) v v v v
| |Zhang et al| (2008) v v v

outperform KEA algorithm and Dave and Varma’s method [Dave and Varma (2010) per-
forms better than that of [Yih et al. (2006)). /Augenstein et al. (2017)) confirm these trends.

Zhang et al. (2008) were the first to consider keyword extraction as a string labeling
problem and used Conditional Random Fields (CRF) model to extract keywords. Au-
thors showed that CRF model outperforms other machine learning methods such as Sup-
port Vector Machine, multiple linear regression model, etc. They exploited statistical and
morpho-syntactic features, whereas |Chang and Wu/ (2008) used CRF model with a richer

combination of morpho-syntactic, statistic, semantic and informational features.

In Table we present some examples of the supervised approaches along with the
categories of the extraction features that they exploit. As it is seen, statistical and infor-
mational features are both widely used in the supervised approaches. Some approaches
also make use of morpho-syntactic features by giving a higher importance to nouns. As
mentioned before, using external resources can limit the applicability of the approaches.

Consequently, resource-based features are not used very often in the supervised methods.

Supervised machine learning approaches have promising performance in extracting key-
words but the training data requirement is a limitation. When no “naturally” annotated
data is available, it must be generated manually as for evaluation, and it is not a trivial
task. It it not even possible to generate a training set for all types of sources: according to
Chen et al.| (2009)), it is impossible to collect a large enough training data for all types of
web content, which prevents using supervised approaches for extracting keywords from web
documents. Considering these limitations, we propose an unsupervised approach, which

does not require any annotated data and eventually produces more robust results.

In the state of the art, the unsupervised approaches mainly consider keyword extraction
as a clustering or a ranking problem. Graph-based and entropic methods are examples of

unsupervised approaches.

2.6.4 Graph-based methods

The idea behind graph-based methods is to take into account the connectivity of terms and
to capture the semantic centrality of keywords. The overall approach consists in generating

a graph of elements and to use it to cluster or rank those elements.
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Graph generation

Depending on the type of analysis and the goal of extraction, the generated graphs can be

directed or undirected, and weighted or unweighted.

Connectivity can be measured locally, at the document level, or globally on a collection
of documents. In the first case, the idea is to exploit the relation and connectivity of the
terms within a single document |Ohsawa et al| (1998a). However, more distant cross-
document relationships can be exploited. Some works make use of both local and global-
context to extract keywords of a studied document Wan and Xiao| (2008a)): the results of
Wan and Xiaol (2008al) show that adding global context increases the performance of the
proposed approach. On the annotated news from DUC2001 dataset, the highest value of

F-measure obtained by the best set of parameters was 0.317.

Graph-based approaches also differ in the selection of vertices and edges. Approaches
with different goals use different units as vertices of the graph and also various relations

and metrics for generating the edges.

Most often, vertices correspond to single or compound keywords of a given document
or collection of documents. Keyword candidates are represented as vertices of a graph.
The edges reflect the semantic relatedness of the candidates, which is often measured
through co-occurrence (two words are connected in a document graph if they co-occur
within a certain window in that document). This type of graphs has been popularized
by TextRank (Mihalcea and Tarau, [2004) but various algorithms have taken that idea
since then. Alternative metrics can be used to capture that semantic relatedness (e.g.
Jaccard coefficient and the graph can be based on alternative semantic relationships, as in
(Grineva et al.l |2009), which relies on a semantic relatedness derived from Wikipedia, or

that of Huang et al.| (2006), which exploits syntactic relations.

A marginal approach considers documents as vertices and relies on the connectivity
between documents (Kelleher and Luz, 2005). The goal is to capture the intertextuality
expressed through the hyperlinks of web documents, in legal document networks (Mimouni
et al., 2015) or in chats (Abilhoa and de Castro, |2014). The underlying idea is that
documents related to a document d within a corpus provide additional information for

identifying relevant keywords for d.

A more recent approach considers graphs of topics rather than graphs of words or of
documents: TopicRank algorithm (Bougouin et all 2013) has been proposed as an im-
provement over TextRank. Different benchmarks were used for evaluating TextRank and
TopicRank algorithms. The former algorithm was tested over the benchmark developed
by [Hulth! (2003) and the maximum value of F-measure obtained with the best performing
method was 36.2%@ Bougouin et al.| (2013), however, tested their approach on DEFT2016
benchmark. They reported the maximum value of F-measure over four domains of Arche-
ology, Chemistry, Linguistics, and Information science as 40.11%, 18.28%, 24.19%, and
21.45%, respectively.

16Hulth| (2003) achieved the F-measure of 33.9% on the same dataset.
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Graph-based analysis

Different unsupervised analyses can be performed on the generated graph to get a list of

keywords. They are mainly based on clustering and/or ranking algorithms.

Clustering algorithms are used to cluster the nodes of the graph, each cluster corre-
sponding to a set of variant keywords or a group of semantically related ones. For instance,
Ohsawa et al.| (1998a)) show that clustering a co-occurrence graph outperforms both TF.IDF
and N-Gram approaches for indexing. Grineva et al.| (2009) apply community detection
techniques on a weighted semantic graph to identify topically related terms and to rule out

unimportant ones.

The most common approach relies on ranking algorithms and aims at ranking the ver-
tices of keyword graph using the global information recursively computed from the entire
graph. This approach has been initially proposed for TextRank and was shown to out-
perform that of |[Hulth| (2003) in terms of precision and F-measure. |Mihalcea and Tarau
(2004) used PageRank ranking algorithm (Brin and Page, 1998) but claimed that other
ones, such as HITS (Kleinberg, [1999)), can also be applied. Many variant approaches have
been proposed since then (Bougouin et al., |2013, Liu et al., [2010, Wan, 2007). Different
benchmarks have been also exploited in different works for the purpose of evaluation. Sim-
ilar to Mihalcea and Tarau| (2004), Liu et al.| (2010) made use of the benchmark developed
by Hulth| (2003]) and reported the obtained F-measure value as 0.242 on this benchmark.
They also tested their approach on DUC2001 dataset, which resulted in a higher F-measure
value over the extracted keywords (0.312).

Structural properties of graphs are also exploited for clustering and/or ranking. The
notions of degree, shortest path, centrality, and betweenness are used by |[Huang et al.| (2006)
and several authors consider that co-occurrence graphs are similar to small-world graphs
(Matsuo et al.L2001). Boudin|(2013) compared the efficiency of the PageRank measure with
other centrality measures on undirected and weighted word co-occurrence graph. Authors
showed that degree centrality performs comparable to the PageRank but that closeness
centrality has the best performance on short documents. Lahiri et al.| (2014)) extended this
analysis to directed word collocation and noun phrase collocation networks. Results showed
that some other centrality measures, such as degree and strength, perform very similarly,
or slightly better, when compared with PageRank and are much less computationally
expensive. Authors tested their approach on four datasets, including two of the previously
mentioned ones: SemEval2010 and the benchmark developed by Hulth| (2003). The highest
F-measure values obtained with the best performing centrality measures on these two

datasets were respectively 6.32% and 8.97%.
Centrality was also used by [Abilhoa and de Castro| (2014)), who generated undirected

and weighted /unweighted graphs from tweet messages in order to extract their keywords.
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2.6.5 Entropic methods

Alternative approaches rely on the assumption that “keyness” is reflected in the spatial

distribution of the occurrences of words.

Entropic methods are statistical approaches which rely on Shannon’s theory of infor-
mation (Shannon| 1948) to quantify the information content of a keyword in a given text
based on the distribution of its occurrences in the text. Based on such an entropy mea-
sure, one can rank the keywords of the text and detect the more informative ones. The
underlying assumption is that words which are more relevant to the topic of the studied
text mostly concentrate in some limited areas to represent author’s purpose. On the other
side, irrelevant words have random positions throughout the text. The main advantage of
this method is that it needs no external information and no a priori knowledge about the
structure of the studied document. It is also language independent and requires no corpus

of documents, as opposed to unsupervised approaches based on TF.IDF.

The first entropy-based approach to automatically extract keywords was designed for
literary texts (Herrera and Pury, |2008|) and experiments on a large book gave promising
results. However, the main challenge of this approach is that the studied text needs to
be initially partitioned and, according to |Carretero-Campos et al. (2013)), the result of
extraction depends on the choice of partitions. Mehri and Darooneh| (2011) later defined

three other entropic metrics.

The underlying intuition of these approaches was validated by Mehri et al. (2015)),
who compared a studied text with a shuffled text, where words of the studied page were
positioned randomly. The authors showed that the spatial distribution of relevant words
significantly differs between original text and the shuffled one, whereas for the irrelevant

terms, the distributions are very close.

Carretero-Campos et al.| (2013) compared the entropic methods to older and simpler
“clustering” ones, based on the idea that occurrences of relevant keywords tend to “cluster”,
whereas basic terms have a more homogeneous distribution, a phenomena which can be
easily captured through the standard deviation of the distance between consecutive oc-
currences of a word (Ortuno et al.l 2002) and which does not require any partition of the

source text. These clustering approaches seem to perform better on short documents.

2.6.6 Conclusion on extraction methods

Most of the methods proposed for extracting keywords fall into one of the above categories
but even in a given category they often differ in the features they rely on and in the type
and number of keywords that they aim at extracting. Fach method has its own strengths
and domain of application but recent works show that combining different types of methods
and features leads to more generic and performant keyword extraction approaches. |Danesh
et al.| (2015), for instance, report promising results with an unsupervised method that

combines n-grams for candidate generation with various ranking steps respectively based
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on traditional statistic features, the position of the first occurrences and a co-occurrence
graph. Nevertheless, obtaining a high value of F-measure in the task of keyword extraction
remains to be a challenge. According to the results reported in SemEval-2010 (Kim et al.|
2010)), the state-of-the-art performance in terms of F-measure value is mostly 20% to 30%.
Results reported in SemFEval-2017 (Augenstein et al., 2017) also confirms the difficulty of

the task of keyword extraction.

In this thesis, we aim at extracting keywords from web pages of various domains. Hence,
we do not exploit any training data as no single training corpus would be robust to domain
diversity. Generating training data for each domain would be also too expensive. As a
result, we focus on an unsupervised and knowledge-poor method with a generative process
in which keywords are generated out of single words. More specifically, we exploit basic
statistical and pattern-based methods. We found this basic method to be robust over dif-
ferent domains and to be executed in a very reasonable time due to its light procedure. The
approach is also aimed to be robust to different kinds of noise in the content of web pages.
In addition, it must make a trade-off between precision and recall. Nevertheless, since our
enrichment application interacts with users, who perform the enrichment, recommending

“bad” keywords to users is not acceptable and so precision is a more important factor.

In Chapter 5] we will explain in more details our keyword extraction approach. Details

on the obtained precision and recall values are presented in Chapter [6]
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3.1 Introduction

Today, the volume of available information is growing rapidly. This information can be
provided in different forms, such as web pages on the web, documents in repositories,
product reviews in social networks, video and audio data files in digital libraries, etc. Due
to the tremendous amount of data and also the growing nature of the available information,
each source of information cannot be analyzed manually in depth. Therefore, having

automatic approaches for analyzing a large collection of documents is a necessity.

As explained in Chapter 2] one way of dealing with the great number of available
textual documents is to extract their “key” words or phrases and to further exploit them as
representatives of the documents. Although extracting keywords from documents decreases
the complexity of analysis, it does not give an adequate representation of the documents
topics. In fact, it is possible that a document discusses various topics. Consequently,
keywords extracted from this document belong to different topics and not all these topics

might be relevant to be analyzed. In order to detect the different topics within a collection

43
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of keywords and to select the desired ones, the keywords should be topically grouped
into clusters for someone to analyze only the relevant clusters of keywords. Detecting the
underlying topics in a given collection is referred to as Topic Detection. These topics can be
used for further analysis and discoveries over the data, including detecting the hot topics
within the collection, modeling the structure or the connectivity between the detected
topics, and observing the evolution of topics (trends) in case that the data is changing over
time. This information can be used in different applications such as document clustering
and summarization, question answering, news analysis, market segmentation, sentiment

analysis, etc.

Although “topic” is a broad notion that can be defined in different ways, in natural
language processing and information retrieval, the definition of a “topic” is basically sim-
plified to a set of items with close semantic relationships. It should be noted that in the

9

literature, depending on the application and the type of the input data, an “item” can be

a single word, keyword/keyphrase, document, news story, etc.

Before explaining the main approaches of topic detection in the literature, the difference
between topic detection and topic classification should be clarified. Topic Classification
is the task of grouping documents or keywords into a pre-determined set of topics. Ap-
proaches proposed by |Lee et al.[(2011) and Baykan et al. (2009)) are examples of the topic
classification task, where the input data has been classified into 18 and 15 pre-defined
topics, respectively. Hence, the topics are known to the system a priori and the procedure
is supervised. Although the number of the pre-determined topics can be only two, topic
classification is mainly regarded as a multi-class classification problem, where more than
two topics are known to the system. Moreover, the classification task can be single-label
or multi-label, where each instance respectively belongs to only one or more than one class
(topic). By contrast, Topic Detection is an unsupervised task with no prior knowledge
about the number and the type of topics. Topic classification suffers from some of the
constraints of supervised approaches, e.g. predicting the number of topic classes in ad-
vance and providing a rich training and testing data for learning and testing the model

and making a decision (Tur and De Mori, 2011)).
We also emphasize that the goal of our topic detection step is different than that

of ephemeral clustering. In ephemeral clustering, also known as search result clustering
(SRC), results returned by a search engine as an answer to a query are analyzed and groups
of topically relevant web pages are generated. Approaches in ephemeral clustering mainly
use web snippets as source of information. They can be text-based (Carpineto and Romano),
2010} |Osinski et al., 2004, |Zamir and Etzioni, [1998) or knowledge-based (Marco and Navigli|
2013) [Scaiella et al., [2012). Although these approaches can be used for categorizing web
search results in different applications, such as clustering web images for mobile devices
(Moreno), [2015)), we do not exploit them for our enrichment problem. The main reason is
that our enrichment approach works on the keywords level, meaning that for enriching a
document, semantically relevant keywords are required. Ephemeral clustering approaches,

however, work on the documents level and documents in the generated clusters may contain
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more than one topic. As an example, a web page may contain a description about a product
and also payment information. Clearly, these two are not discussing the same domain, but
this distinction cannot be detected using ephemeral clustering approaches, which could
assign the web page to both “payment” and “product” clusters. Due to this property,
keywords extracted from documents of a cluster are not necessarily semantically related
and this makes an issue for our enrichment problem. In addition, we aim at performing
more analysis on keywords in order to detect finer topics and this is not what ephemeral

clustering approaches are expected to do.

One application of ephemeral clustering in our enrichment approach could be to use it as
a pre-processing step, mainly having an ambiguous enrichment point of view. More specifi-
cally, while generating the enrichment collection according to an input keyword (see,
ephemeral clustering could be used to pick the right cluster of documents and to filter
out the ones related to other meanings of the keyword. Nevertheless, our topic detec-
tion approach does this disambiguation on a collection of extracted keywords. Hence, this
pre-processing clustering does not add any advantage to our approach and for complexity

reasons, we do not exploit it.

In the following, we explain the main approaches proposed for topic detection. Some
works may exploit more than one category of approaches and so have a hybrid approach.
The following study does not, however, focus on these approaches. In general, topic detec-
tion can be classified into two different types: New Event Detection (NED) and Retrospec-
tive Event Detection (RED). In NED, streaming data is analyzed in order to detect new
events (topics), whereas RED aims at identifying previously unknown events from histori-
cal collections and is considered as an offline task. Here, examples of both NED and RED
analysis in different categories of topic detection approaches are presented. Nevertheless,
since the target data in our problem is non-streaming, we mainly focus on RED type of

topic detection.

3.2 Topic Detection and Tracking

Topic Detection and Tracking (TDT) (Allanl 2002)), pursued since 1997, is an integral
part of the DARPA Translingual Information Detection, Extraction and Summarization
(TIDES) program. TDT is one of the main projects in topic detection, which analyzes
streaming data from news wires. The goal of the project is to help news analysts to detect
and follow new and trendy events. This category of approaches, however, does not fit our
type of data, which is non-streaming. Consequently, some of the main steps in the TDT

approaches, that will be explained in the following, are not required for our problem.

In the procedure of TDT, the text is initially transformed into individual news stories.
The stories are then analyzed for events that have not been seen before. Stories which are
discussing the same news topic are finally grouped together. According to the definitions in
TDT, “story” is defined as a section of transcribed text with substantive information content

and a unified topical focus. “Event” and “topic” are then respectively defined as “a specific
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thing that happens at a specific time and place along with all necessary preconditions and
unavoidable consequences” and “an event or activity, along with all directly related events
and activities” (Allan, 2002]).

More specifically, TDT consists of two tasks: topic/event detection, where new topic-
s/events are detected from the corpus, and topic tracking, which tracks evolution of existing
topics over time. Depending if streaming or historical data is analyzed, the topic detection
step can perform NED or RED for detecting events. In NED, for a newly arrived document,
the similarity between the document and the known events is computed. If the maximum
similarity is more than a predefined threshold, the document is considered to be related
to the corresponding event. Otherwise, it is detected as a new event. Different measures
can be used to find the distance between a document and an event. Allan et al.| (1998])
used a modified version of TF.IDF along with the time distance between the documents,
i.e. the arriving story and the ones belonging to the known events. Estimating IDF on a
streaming data is, however, not a trivial task. Allan et al. (1998) exploited an auxiliary

dataset to estimate IDF, while [Yang et al. (1998]) proposed an incremental IDF factor.

There have been studies in the literature for detecting retrospective events in RED
task. Yang et al. (1998) introduced augmented Group Average Clustering (GAC), an
agglomerative clustering which is able to detect retrospective events. |Li et al.| (2005
detect such events by proposing a probabilistic model and using Expectation Maximization
(EM) to maximize the likelihood of the distributions. However, their approach requires
a priori knowledge about the number of events, which is not always an available piece of

information.

TDT has become a baseline for evaluating many approaches which aim at analyzing
streaming data (Kumaran and Allan), [2004, Lavrenko et al., 2002, Makkonen et al., 2004,
Phuvipadawat and Murata), 2010). This project ended in 2005, but the provided data is

still available and is widely used as benchmarks in the domain of topic detection.

3.3 Topic Modeling

Natural language text has a rich structure. Words are combined to generate phrases and in
a higher level to generate sentences, which eventually make the whole text. The meaning
behind any text is inferred by means of its constituent units and their relations within
the text. One of the main goals of natural language processing is to infer the semantics
of a given text. Some works make use of topic modeling methodologies to detect the
underlying topics in a text and to consequently infer its semantics. These methodologies

can be considered as the next generation of TDT approaches.

A topic model is a type of statistical model, which takes a collection of texts and
discovers a set of topics and the degree to which each document covers those topics. The
process of discovering the hidden (latent) topics is then referred to as Topic modeling.
There are two core assumptions behind topic modeling: 1. A document contains a mixture

of topics with various proportions, 2. A topic can be approximately described by a set of
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words. One of the most significant applications of topic modeling is document classification
and retrieval. So far, different kinds of documents have been analyzed using topic models,
e.g. websites for spam filtering (Bir6 et al,2008), emails for generating summary keywords
(Dredze et al., 2008]), scientific abstracts (Blei et al., 2003} Griffiths and Steyvers| 2004},
and newspaper archives (Wei and Croft}, 2006)).

3.3.1 Latent semantic analysis

Latent Semantic Analysis (LSA) (Landauer et al., |1998), also named Latent Semantic
Indexing (LSI), is an early topic model that was initially patented in 1988 (US Patent
4,839,853). LSA assumes that the semantic similarity between two given words can be
inferred from their usage in a text. LSA analyzes the latent (hidden) semantics in a
corpora of text with the goal of determining the relationship between terms and concepts
in the corpus and comparing texts using a vector-based representation that is learned from

the corpus.

Using Singular Value Decomposition (SVD) (Golub and Reinsch, 1970), which is a
dimensionality reduction technique, documents and terms are mapped into a lower dimen-
sional space that is generated based on word co-occurrence in the collection of documents.

Documents or terms with closer semantic meanings tend to be closer in the semantic space.

To simplify the problem, in LSA, documents are represented as a bag-of-words model,
where the order of the words within the document does not matter and only their co-

occurrence is taken into consideration.

3.3.2 Probabilistic topic models

Probabilistic topic models are stochastic models for topically annotating a large collection
of documents (Steyvers and Griffiths, 2007). They are also generative models for docu-
ments. In these models, a document is generated using a probabilistic procedure which
chooses a distribution over topics and randomly selects each word of the document from
the topics of the distribution. The generative process of probabilistic topic models contains
both observed and hidden variables. This process defines a joint probability distribution
over both types of variables. Using the joint distribution, conditional distribution of the
hidden variables given the observed ones can be calculated. The generative process can
be also inverted by obtaining a probability distribution over topics using statistical infer-
ence when a document is given. Figure illustrates both the generative process and the

statistical inference in probabilistic topic modeling.

Hofmann| (1999)) introduced probabilistic latent semantic indexing (PLSI), also known
as probabilistic latent semantic analysis (PLSA) and the aspect model. PLSI is a proba-
bilistic topic model released after LSI method to fix some of its limitations. In PLSI, each
word of a document is modeled as “a sample from a mixture model, where the mixture
components are multinomial random variables that can be viewed as representations of

topics” (Blei et al., [2003). In other words, each word is generated from one topic and
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Figure 3.1: Illustration of the generative and the statistical inference problems (Steyvers
and Griffiths| 2007)

hence each document in the corpus can be seen as a probability distribution on a fixed set

of topics, which provides a more abstract view over its content.

Unlike LSI; PLSI distinguishes different meanings of polysemous words without making
use of any dictionary or thesaurus. In addition, PLSI’s results are easier to interpret due
to the well-defined probabilities.

According to Blei et al. (2003)), PLSI is not a well-defined generative model as it cannot
assign probability to an unseen document out of the training set. Furthermore, the number
of parameters which must be estimated in PLSI grows linearly with the number of the
training documents and this leads to overfitting problems. Latent Dirichlet Allocation
(LDA) (Blei et al., [2003) overcomes both of these problems by treating the topic mixture
weights as a k-parameter hidden random variable rather than a large set of individual
parameters which are explicitly linked to the training set. LDA is the most widely used
topic model nowadays. It is based on the assumption that documents are represented
as random mixtures over latent topics, where each topic is a distribution over words.
Unlike PLSI, LDA can describe the probabilistic procedure for both observed and unseen

documents.

LDA is used in some applications of natural language processing and information re-
trieval, such as recommendation systems, document clustering, role discovery in social
networks, etc. However, it suffers from some limitations. In this model, the number of
topics is fixed and must be known a priori. Obviously, for many datasets, estimating the
number of topics without any knowledge about the dataset is not a trivial task. Some
heuristics attempt to find the optimal number of topics. As an example, Teh et al.| (2004)
determine the number of topics by the collection during posterior inference. However, there
is no silver bullet for this problem and estimating the number of topics brings additional
complexity to topic detection approaches. Moreover, in LDA, topics are not correlated,
since the Dirichlet topic distribution cannot capture correlations. Topics detected using

LDA are also static and cannot evolve over time. This, however, is not an issue for non-
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streaming corpora. The next limitation of LDA is that it requires many documents for the
learning phase. More specifically, it learns topics by sampling documents of the training
set, over and over again. Hence, the more documents are available, the more accurate the
result will be. This property imposes a limitation for applying LDA on applications with

only few available documents.

As LSI, both PLSI and LDA use the bag-of-words model. Unlike these approaches that
perform word-level analysis, we aim at targeting both single and multi-token keywords.
Hence, in our analysis, the order of words in documents is important as the multi-token
keywords are generated based on it. We, however, can name our model a “bag-of-keywords”
model, since after generating the keywords, their order does not matter in the topic detec-

tion phase.

Since 2003, there has been extensions to LDA in order to overcome some of its limi-
tations. Pachinko allocation model (PAM) (Li and McCallum)| 2006) and the correlated
topic model (CTM) (Blei and Lafferty, [2007) are able to discover the connections between
topics, which have been missed in the original LDA model. Identifying two highly cor-
related topics, one can relate both of them to a given document even if only one of the
topics has been explicitly discussed in the document. However, although CTM generates
more interesting results than LDA, it is a more computationally expensive model. Another
important extension of LDA is the dynamic topic model (DTM) (Blei and Lafferty, 2006]),
which aims at capturing evolutionary topics by dividing the data into different time slices
and modeling documents of each slice separately. The topics in time slice ¢ are the evolved
topics from time slice {-1. Blei et al.| (2004) also proposed an extension of LDA for model-
ing a treelike hierarchy of topics, where the lower levels of the tree represent more generic
topics, while the higher levels show more specific and more fine-grained topics. Unlike this
work in which each document must select topics from a single path in the tree, nested
hierarchical Dirichlet process (nHDP) (Paisley et al., 2015 allows the documents to access

the entire tree by defining priors over a base tree.

As other extensions of LDA, |Reisinger et al. (2010) proposed spherical topic model,
which assigns positive and negative weights to a topic terms. Unlike the positively weighted
terms, the negatively weighted ones are not related to the topic and are very unlikely to
appear in the documents which discuss the topic. Furthermore, Doyle and Elkan| (2009))
proposed a topic model, which uses Dirichlet compound multinomial (DCM) distributions
in order to model the burstiness phenomenon in the word counting phase to make it more
realistic. Based on the burstiness phenomenon, if a word appears once, it is more likely
to appear again. A fine-grained list of topics has been also identified by Xie and Xing
(2013). In their work, the document clustering is used to identify local topics, specific to

each group of documents, and global topics, shared by all groups.

The original LDA is an “unsupervised” model in which latent topic variables have “di-
rected” connections to observed ones, which represent words in a document. By contrast,
some topic models make use of the metadata in the collection documents and so are “super-
vised” (Lacoste-Julien et al.,|2009, [Mcauliffe and Blei, 2008, Ramage et al.,|2009, |[Rosen-Zvi
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et al., [2004, |Zhu et al., 2010)). Moreover, some approaches aim at developing topic models
using “undirected” graphical models (Gehler et al., [2006, Hinton and Salakhutdinov, 2009}
Xing et al., 2005).

Recently, there are approaches which make use of word embeddings in topic modeling
to get more coherent topics. In these approaches, a document is treated as a collection of
word embeddings. Topics are then regarded as a distribution in the embedding space. [Das
et al. (2015) use multivariate Gaussian distribution for this purpose, while Batmanghelich
et al| (2016) use Mises-Fisher (vMF) distributions, which rely on the cosine similarity

instead of euclidean distance between the word vectors.

Since single words in topics could be difficult to understand and in general compound
words contain more information, there are approaches which extend the single words of
LDA to compound words. [Wallach| (2006) developed a bi-gram topic model to consider
the dependencies between consecutive words by exploiting bi-gram statistics in the latent
topic variables. [Wang et al.| (2007) later proposed the topical n-gram model, based on the
Wallach’s bigram model, to target n-grams. Some other works also go beyond n-grams
by extracting phrases from the given collection and exploiting them in the topic model in
order to generate richer and more interpretable topics (Hel [2016| [Lindsey et al., 2012, [Yu
et al., 2013).

Although topic modeling approaches have been widely used in different applications,
we believe that words in the detected topics are not always semantically consistent. Some
words may share only the notion of co-occurrence without sharing semantics. As an ex-
ample, having the output of LDA in Figure in the “Arts” topic, there is no semantic
relation between “NEW”, “MUSICAL”, and “LOVE”. Instead, these words are only ex-
pected to appear within the same context. Since in our enrichment problem, semantically

consistent topics are required, we do not exploit topic modeling approaches in our problem.

3.4 Graph-based topic detection

Another category of topic detection approaches makes use of the graph structure to show
the relation between documents or their (key)words and to further cluster them into differ-
ent groups. Generally, the graph structure is a way to represent complex information about
entities and their interactions. According to Bekoulis and Rousseau| (2016]), comparing to
the standard vector of frequencies used in topic modeling approaches, such as LSA and
LDA, the graph structure and effective graph analysis methods can reveal more informa-
tion about entities’ relations. |Sayyadi and Raschid (2013]) also point out that since topic
modeling methods are mainly based on words distributions, they do not explicitly consider
word co-occurrences. Alternatively, graph-based models with more explicit relations can

be used and consequently more information about entities’ relations can be retrieved.

In the graph-based model, topic detection is regarded as a graph clustering task, where
each detected cluster is considered as a “topic”. In each topic, nodes tend to be highly con-

nected and they share significant semantic similarity. Relations among the topics and their
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Figure 3.2: Example of the LDA result (]Blei et al.|, |2003I)

overall structure can be obtained from the connectivity between the clusters. Depending
on the type of the target data, a graph-based topic detection approach can perform NED
or RED.

Since the graph-based model can better disclose latent relations than the topic models,
in this thesis, we exploit it for detecting topics with different levels of granularity. The

graph-based model can be used along with other approaches of topic detection, such as

topic modeling, to increase their performance (Bekoulis and Rousseau, 2016|, |[Zhang et al.,
2016). In the following, however, we present the approaches which merely use graph-based

models for topic detection.

Graph-based approaches consist of two main steps: 1) graph generation, including node
and edge generation phases, and 2) graph analysis. In the following, we explain each step

in more details.

3.4.1 Graph generation

Graph generation consists of two main steps: node generation and edge generation. De-
pending on the target application, one might be interested to have a directed graph in
order to model the direction of the relations between the nodes. In some other approaches,

however, the relationship is symmetric and an undirected graph can be used to model
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the connectivity. The relations between nodes can have different levels of strength or can
be treated all the same. These properties are modeled, respectively, using a weighted
and unweighted graph. In more complex graphs, nodes can be also weighted to show
their different levels of importance. |Sayyadi and Raschid (2013]) generate an undirected
and weighted graph for topic detection. We, however, use an unweighted graph for this

purpose.

Node generation. To generate a graph, initially, types of nodes need to be determined.
Although nodes can be of various types, for the topic detection problem, they are mostly
single words or phrases extracted by one of the methods presented in Chapter 2l As
an example, |Sayyadi et al|(2009) proposed a graph-based approach to detect new events
(topics) and to track stories in social networks. For this purpose, they build a co-occurrence
graph of keywords. More specifically, to generate nodes of the graph, a set of keywords,
containing both single and compound words, is extracted from the collection of documents
and a filtering phase is performed to filter out the keywords with low document frequency.

Remaining keywords are then considered as nodes of the graph.

In spite of the wide use of words and phrases as graph nodes, some approaches, such as
that of (Garza Villarreal and Brenal, |2011]), build a graph of documents, where edges show
their connection, e.g. hyperlinks. By clustering this graph, topically related documents are
grouped into different clusters. A summary over the detected topics can be also provided

by extracting keywords of the documents.

In this thesis, the ultimate goal is to enrich the content of an unstructured document
using a set of keywords. As Sayyadi et al. (2009), we generate a graph of keywords for
achieving this goal. The graph model captures the semantic relation among keywords,

which can be both single and multi-token.

Edge generation. Generating edges of a graph is basically the most challenging step of
the graph generation. Edges determine the type of information that the graph represents.
In general, edges of a graph can represent different types of relations between nodes. They
can show the links between the graph nodes based on their connectivity in the corpus. An
example is hyperlinks between web pages in a graph of web pages. It should be however
noted that in some collections, such as a website, some of the hyperlinks between documents
are not qualified. In other words, documents might be incorrectly linked together due to
human mistakes or spamming techniques. Using the information of these unqualified links,
noisy edges are added to the graph. Hence, it will be more accurate to first detect and

remove the unqualified links from the collection (Qi et al., [2007).

In case of having words or phrases as nodes of a graph, edges can be generated based

on different similarity types, which will be explained in more details in Section [3.7]
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3.4.2 Graph analysis

After generating the graph, some analysis should be performed on it in order to obtain the
required information. In the topic detection domain, a typical analysis is graph clustering,
which clusters the graph into different components. According to |Schaeffer| (2007)), graph
clustering (also called community detection problem) is defined as “the task of grouping
the vertices of the graph into clusters taking into consideration the edge structure of the
graph in such a way that there should be many edges within each cluster and relatively
few between the clusters”. Each group of vertices is called a cluster or a community that
in the domain of topic detection is referred to as a topic. Graph clustering should not
be however confused with graph partitioning which divides vertices of the graph into a
pre-defined number of groups “such that the number of edges lying between the groups is
minimal”. Due to the necessity of providing the number of groups as an input parameter,
graph partitioning algorithms are not good for community detection, where no a priors

knowledge is available about the number of communities.

Some algorithms of community detection support overlapping nodes between communi-
ties, whereas some others generate a set of disjoint communities. A comprehensive review
over community detection algorithms has been done by [Fortunato (2010). Depending on
the target application, one might be interested to have disjoint topics, where each term
belongs to only one topic. Disjoint topics, however, do not support polysemous terms.
Since most of the real-world graphs contain overlapping communities, we focus on over-
lapping community detection algorithms in this thesis. The main algorithms for detecting

overlapping communities have been reviewed by Xie et al.|(2013).

Clique Percolation Method (CPM) (Palla et al., 2005) is the most acknowledged al-
gorithm for detecting overlapping communities through node partitioning. The main as-
sumption behind this algorithm is that cliques are more likely to be formed by the internal
edges of a community rather than the inter-community ones. One limitation of CPM is
that vertices with degree of one, i.e. leaves of the graph, will not belong to any community
and are missed in the process of community detection. This algorithm returns communities
for various clique sizes. However, automatically detecting the best size of the cliques, which
returns the most meaningful structure, is not a trivial task and this can be considered as
another limitation of CPM. The original algorithm of CPM is applicable on an undirected
and unweighted graph but it has been extended to directed and weighted graphs (Farkas
et al., 2007, Palla et al., 2007). A fast implementation of CPM has been proposed by
Kumpula et al.| (2008)).

A group of overlapping community detection algorithms partitions links rather than
nodes to obtain communities (Ahn et al., 2010). In these algorithms, a node is an overlap-
ping node if its connected links belong to more than one cluster. Some approaches perform
link partitioning by transforming the original graph into a line graph, where nodes are the
links of the original graph (Evans and Lambiotte, [2009, 2010). However, |[Fortunato| (2010)
states that there is no guarantee that the link partitioning algorithms outperform node

partitioning ones. According to Ding et al.| (2016)), node clustering algorithms need prior
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information for performing community detection. Examples of this information is the num-
ber of the communities, the size of the cliques, etc. Due to the high complexity of link
clustering approaches, authors propose an approach which detects overlapping communities

based on network decomposition.

In spite of the disadvantages of node clustering algorithms, due to their lower com-
plexity, they are widely used for community detection task. As an example, [Sayyadi and
Raschid| (2013) make use of the betweenness centrality measure to detect communities
in their generated graph. Authors point out that their proposed graph-based approach,
named KeyGraphE], is the first attempt to consider explicit co-occurrence between terms.
In their approach, edges of the graph are generated according to the co-occurrence of the
nodes within given documents. To avoid noisy data, authors remove nodes with low docu-
ment frequencies. Low-weighted edges, which correspond to nodes with low co-occurrences,
are also removed. Two conditional probabilities are computed for each edge. If the val-
ues of both probabilities are lower than a pre-defined threshold, the corresponding edge is
also filtered out. Authors then exploit the betweenness centrality measure for the graph
analysis step, assuming that inter-community edges have higher betweenness scores, since
the shortest paths between nodes from different communities pass through them. Com-
munities of the graph are detected by removing the highly scored edges. The performance
of KeyGraph was compared with k-Nearest Neighbor (kNN), Augmented Group Average
Clustering (GAC) and Latent Dirichlet Allocation (LDA) on TDT4 benchmark. Results
showed that KeyGraph’s performance is comparable to that of GAC and LDA with Gibbs
sampling. Time complexity of KeyGraph is, however, considerably lower than LDA. More
specifically, their results show that KeyGraph outperforms GAC and LDA for precision
value. However, LDA performs slightly better than KeyGraph and GAC in terms of recall
and F-measure. Table shows the values obtained by each of these three methods on
TDT4 benchmark.

Table 3.1: KeyGraph performance with respect to the state-of-the-art methods on TDT4
benchmark

Method Precision | Recall | F-measure
KeyGraph 0.82 0.59 0.69
GAC 0.79 0.59 0.68
LDA 0.8 0.61 0.7

Similarly, we make use of a node partitioning community detection algorithm to detect
overlapping communities. More specifically, we exploit CPM for graph clustering. The
main motivation behind using this algorithm is to detect overlapping communities (topics)
and so to let the keywords belong to more than one topic. The limitation of missing
the graph leaves in CPM is not an issue for our application, as these nodes are mostly

not semantically related to any detected topic and removing them from the result is an

!This should not be confused with the “KeyGraph” approach proposed by |Ohsawa et al| (1998b)). The
similarity between these two approaches is that they both generate a graph of extracted terms based on
their co-occurrences in a given text. The way to extract terms is, however, different in the two works.
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Figure 3.3: Example of the KeyGraph result (]Sayyadi et al.L |2009|)

advantage for our approach. To overcome the difficulty of finding the best clique size, we
propose an algorithm that goes through different values of clique size and returns the best
communities (see Subsection. In other words, we will show that there is not a single
value of clique size that returns the best communities. Hence, in our approach, the final

communities can be a mixture over the communities returned for different sizes of cliques.

We note that comparing to [Sayyadi and Raschid| (2013)), we aim at detecting more

semantically consistent topics. Figure [3.3] shows an example of their result. For our
enrichment problem, we did not find their detected topics to contain only semantically
related keywords and this is due to the notion of co-occurrence that they exploit in their
approach. As an example, in the top left community, “165” does not share any semantics
with the other keywords of the community. Hence, we make use of a graph-based model
but we model the connectivity between keywords based on the semantic relatedness and

not the explicit co-occurrence in studied documents.
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3.5 Evaluation of topic detection

Topic detection approaches are evaluated in different ways. Evaluation of topic detection
is mainly characterized by the exploited benchmarking data and the evaluation measures.
Here, we briefly explain the main benchmarks used in this domain along with the most

widely-used evaluation measures.

3.5.1 Benchmarks

The general procedure for evaluating topic detection approaches is to compare their de-
tected topics with the gold standard topics associated to a benchmarking data. Depending
on the type of input data and the target application, one can use an existing benchmark
or generate an application-specific one. One advantage of using an existing benchmark is
that it provides a way to compare the proposed approach with different approaches in the

literature.

TDT benchmarks are one of the most widely-used benchmarks in topic detection do-
main. Linguistic Data Consortium (LDC) released five TDT benchmarks in different years,
which contain a great number of news stories. Each story has been labeled manually for
the relevancy to a set of pre-determined topics. In addition to TDT, more specific bench-
marks can be used for evaluation. As an example, [Wartena and Brussee| (2008)) performed
their proposed model on Wikipedia articles and considered 8 categories of Wikipedia as

the benchmark for evaluation.

In spite of the wide use of the TDT benchmarks, we do not use them to evaluate our
topic detection approach. Using TDT benchmarks requires an approach for extracting key-
words from news stories. Our keyword extraction approach, however, has been proposed
for web pages and it cannot effectively extract keywords from news stories. Hence, to per-
form the proposed topic detection approach on news stories, their corresponding keywords
must be given as an input and if this data is unavailable, our proposed topic detection
approach cannot be evaluated on this benchmark. As will be explained in Chapter [§, we
create our own experimental data, which consists of sets of keywords extracted from web

pages using our proposed keyword extraction approach.

3.5.2 Evaluation measures

Effectiveness of an approach of topic detection is determined through the match between
its detected topics and the ones in a gold standard set or in a benchmark. This effectiveness
is represented by means of evaluation measures. The traditional measures for this purpose
are precision, recall, and F-measure. Basically, precision and recall values are computed
individually for each detected topic. To have the overall evaluation, per-topic precision
and recall values are combined in different ways. The straightforward approach is to take

an average over them and to calculate F-measure on the averaged precision and recall.
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In graph-based topic detection approaches, the problem of evaluating the detected
topics is regarded as the problem of evaluating the communities detected using a community
detection approach. There are different measures for evaluating disjoint communities.
However, as previously mentioned, most of the real world communities overlap. According
to [Xie et al.[(2013), only few measures can be used for evaluating overlapping communities
and among them Normalized Mutual Information (NMI) and Omega Index are the most
widely-used ones. NMI has been extended by Lancichinetti et al.| (2009) in order to be
used for evaluating overlapping communities and Omega Index (Collins and Dent, [1988)
is the overlapping version of the Adjusted Rand Index (ARI) (Hubert and Arabie, 1985).
As will be seen in Chapter [8, we do not exploit these measures due to the difficulties of
generating a gold standard set of topics. Instead, we perform a user-based evaluation and
evaluate the effectiveness of our approach using the traditional measures, ¢.e. precision,

recall, and F-measure.

3.6 Conclusion on topic detection approaches

So far, many topic detection approaches have been proposed and only the main categories of
these approaches are presented in this thesis. Depending on the type of the input data and
the target application, the choice of the topic detection approach can be different. Topic
Detection and Tracking (TDT) approaches and their extensions are applied on streaming
data. If a corpus of documents is available, topic modeling approaches can be used to
learn term relations from the corpus. This relation can reveal both the co-occurrence
and the semantic relatedness between the terms. In case of having phrases as terms or
having no prior knowledge about the number of the topics in the corpus, more advanced
topic models must be employed. To model more latent relations and to target mostly the
semantic relation between terms, graph-based approaches with semantic edges are a better
choice. However, in spite of the advantages of the graph-based models, there is a lack of
research in this category of approaches. To the best of our knowledge, there is no domain-
independent graph-based approach of topic detection, which would be easily tunable to
different languages and merely return semantically consistent topics including both single

and multi-token keywords.

3.7 Terms similarity

In this work, we aim at enriching a document using keywords, which are semantically
related to its content. Therefore, in our graph-based approach of topic detection, measures
for capturing semantic relatedness need be exploited in order to connect the graph nodes

accordingly.

The semantic notion between two terms can be referred to as semantic similarity (se-
mantic distance) or semantic relatedness. It should be noted that semantic relatedness is a

broader notion than semantic similarity and it covers more types of relations. While rela-
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tions such as synonymy can be captured using semantic similarity, other types of relations,
such as meronymy, hyponymy, and antonymy, are captured using semantic relatedness. In
our content enrichment problem, we are interested in capturing semantic relatedness and
not merely semantic similarity. Types of relations in semantic relatedness, however, can
vary from one application to the other. In our thesis, we aim at capturing all the synonymy,
meronymy and hyponymy relations between keywords. It should be noted that antonyms

are not relevant here, as we are not interested to enrich a content using them.

In the following, we present the most-widely used categories of similarity: morphological
and semantic. These categories can be also combined together as a hybrid similarity.
Although capturing semantic similarity is the main challenge in our work, some steps of
the topic detection approach exploit a hybrid similarity to better model the connectivity
between keywords (Section . To effectively capture the semantic between any two
keywords, new semantic similarities are proposed (Section .

3.7.1 Morphological similarity

Morphological similarity aims at finding the string-based similarity between terms. One
category of this similarity depends on the number of common tokens between any two
terms. Cosine similarity, Jaccard index, Dice’s coefficient, Longest Common SubString
(LCS), N-Gram similarity, etc., are all examples of this category. There is also another
category of morphological similarity, which is based on transformations between strings.
Levenshtein distance (Levenshtein, [1966) is a typical example of this category. In practice,
morphological similarities fail to capture the relation between terms or in general between
strings with no/not enough common tokens or characters. Due to this limitation, they

cannot effectively represent the “semantic” similarity between terms.

3.7.2 Semantic similarity /relatedness

According to Gomaa and Fahmy| (2013]), measures which capture semantic similarity and se-
mantic relatedness are grouped into two categories: knowledge-based similarity and corpus-

based similarity. In the following, we explain each of these categories.

Knowledge-based similarity

Using the information derived from semantic networks, knowledge-based similarity is capa-
ble of revealing both the semantic relatedness and the semantic similarity between terms.
WordNet (Miller et al., [1990) is an example of a semantic network that has been widely
used for calculating semantic similarity between pairs of words (Corley and Mihalceal 2005,
Kamps et al.|, 2004}, Patwardhan, |2006, [Richardson et al., 1994, Wan and Angryk, [2007).

The semantic similarity measures used in this category have been proposed by |Jiang
and Conrath| (1997), Leacock and Chodorow| (1998)), [Lin (1998), |[Resnik (1995), |Wu and
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Palmer| (1994)). The semantic relatedness between terms is also computed using measures
proposed by Hirst and St-Onge (1998), Lesk| (1986)), Patwardhan| (2003)).

Generating and maintaining a knowledge base is not a trivial task. The existing knowl-
edge bases may also contain outdated information. New words added to a language and
their relations with other words may not be covered by the existing knowledge bases. Due
to these limitations, we do not exploit any knowledge base in our approach. In addition,
we aim at applying our topic detection approach on domain specific keywords and hence
we require a method that can be effectively applied on any domain. Such a method needs
to be knowledge poor as we cannot have a relevant knowledge base for each new domain

of interest.

Corpus-based similarity

Corpus-based similarity aims at capturing the semantic similarity and the semantic re-
latedness between terms using the models of information theory learned from large text
collections. Comparing to knowledge bases, the content of text corpora is updated more
regularly with much less effort. Hence, it better covers new words and relationships. Ap-
proaches proposed by [Islam and Inkpen (2006), Kolb (2009), Lund and Burgess (1996,
Turney| (2001) and topic modeling approaches, such as LSA and LDA, make use of this

category of similarity.

Some approaches use web data as corpus. The motivation behind using the web is that
it is a huge and multilingual resource, which is written and updated regularly by different
people. In addition, it covers any domain. New words are also added to the web frequently.
Hence, it is a good resource for mining the semantic relationship between unseen words.
The web contains common words, found in news articles, forums and blogs, and also specific
terms, found in scientific documents. Nevertheless, compared to some other corpora, such
as a collection of scientific papers, the web content is written by different types of people,
including experts, non-experts, volunteers, etc. Hence, it is more likely to encounter noise
in this corpus. In addition, not all the content provided on the web is informative. Some
web pages contain spam content or wrong information. To mitigate these drawbacks, a
web-based approach must be robust to the noise in the web content. In addition, the most
relevant and the most important web pages within the domain of study must be considered

as the corpus.

Due to its advantages, web content has been used as source of information for many
NLP applications. [Lin and Zhao| (2003) use web content in order to identify synonyms
among distributionally similar words. |Zhu and Rosenfeld| (2001) improve trigram language
modeling using the n-gram counts returned by search engines. The tremendous data on
the web is used by Dumais et al.| (2002) to generate a big enough training dataset in order
to increase the accuracy in question answering task. More specifically, web-based semantic
similarity has been used in different applications, including automatic annotation of web

pages (Cimiano et al.l 2004), extraction of the underlying relations between entities in
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social networks (Mori et al., 2006)), predicting the genre of a given artist (Schedl et al.,
2006)), etc.

Although some works exploit search engine-independent web documents as source of in-
formation, such as that of (Sheetal A Takale], 2010) which uses Wikipedia, some approaches
make use of search engines results and/or their functionalities, such as page counts. Due
to the efficiency of search engines in returning highly relevant documents as a response
to a query, we believe that their information can be exploited in order to overcome the
unreliability problem of web pages. In other words, since search engines give higher ranks
to web pages with richer and more relevant content, we assume that they can generate a
more reliable corpus. Hence, in order to benefit from the advantages of web data and to
overcome its unreliability drawback, we make use of the web content provided by search
engines as the corpus for computing similarity in our topic detection approach. A search
engine-based approach needs to be optimized in terms of the number of requests sent to the
search engine. Since even the highly ranked pages may contain noise, our topic detection

approach must nevertheless be robust to the noise in the content of web data.

Normalized Google Distance (NGD) (Cilibrasi and Vitanyi, [2007) is one of the most
acknowledged measures which computes the semantic similarity using Google search engine.
In this measure, hits values, returned by Google, are used as a way to model the co-
occurrence between two given terms that are sent as queries to the search engine. Hit or
page count is the number of pages that contain the query words. Equation shows the
formula for calculating this measure, where N is the total number of the indexed pages by

Google and a and b are the terms (queries) for which the NGD measure is computed.

maz(log(hit(a)),log(hit(b))) — log(hit(a, b))
log(N) — min(log(hit(a)),log(hit(D)))

NGD(a,b) = (3.1)

In another work, Bollegala et al.| (2007) exploit both page counts and text snippets
returned by search engines. The former information is used for calculating four different
similarity scores, which are web-based versions of Overlap coefficient, Jaccard, Dice and
Pointwise Mutual Information (PMI) measures (Equations[3.2to B.5]). Authors, however,
did not find the page counts to be enough for calculating the semantic similarity and also
exploited the content of snippets. They automatically extract lexico-syntactic patterns
from these contents to show the relation between queries. Examples of these patterns are
also known as, is a, part of, etc. Two-class support vector machines (SVMs) are then used
to integrate the page counts-based and the pattern-based measures and to get the final

measure of similarity.

0 if hit(anbd) <c
WebJaccard(a,b) = hit(anb) . (3.2)
Ria)Fhit(b)—hi(arp)  Otherwise.
0 if hit(aNb) <
WebOverlap(a, b) = o , o (a. )se (3.3)
min(hit(a), hit(b)) otherwise.
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. 0 if hit(anNb) <c
WebDice(a,b) = < apit(arn) . (3.4)
Rit(@)+h(b) otherwise.
0 if hit(aNb) <c
WebPMI(a,b) = hit(anb) ‘ (3.5)
log(m) otherwise.
~ N

Text snippets have been also used in other works in order to calculate the similarity
between two given terms/queries. |Sahami and Heilman| (2006)) expand the vocabulary of
two given queries using the snippets returned for those queries by a search engine. Each
snippet is presented as a TF.IDF vector and each vector is L2 normalized in order to
calculate the centroid of the set of vectors. Semantic similarity between two queries is
then defined as the inner product between the corresponding centroid vectors. In the
same way, |Chen et al.| (2006)) collect the snippets related to two queries. They then find
the similarity of the queries using a double-checking model, where occurrences of the first
query in the snippets returned for the second query (forward process) and the reverse
procedure (backward process) are counted. Considering the two values, authors tried
different formulae for calculating the association scores between the two queries. They also

showed that the best performance of the measure is obtained by exploiting 600 snippets.

Tosif and Potamianos| (2010]) proposed a context-based similarity measure and showed
that it outperforms co-occurrence-based similarity. They rely on contextual information in
the documents returned by search engines. For a target word, a vector is generated, which
represents the frequency of each word of the vocabulary within its left or right context
(with a pre-defined window size). The similarity between two words is then measured by
computing the cosine similarity between their corresponding vectors. Similarity within
word-groups is calculated using search counts in an approach proposed by |Gledson and
Keane| (2008)).

As mentioned before, in our topic detection approach, we propose two similarities in
order to capture the semantic relatedness between graph nodes. These measures are close
to the ones proposed by [Sahami and Heilman| (2006) and (Chen et al. (2006) but the details
of our measures and also the exploited corpus are different in our work. In Chapter [7, we
will discuss that the page count-based measures do not work anymore due to the changes
in search engines policies and functionalities. In general, our proposed similarities use the
context of SERP but do not rely on their functionalities, such as page counts. Similarities
which exploit these functionalities are likely to perform effectively only for a specific period

of time.

3.7.3 Hybrid similarity

Hybrid similarities take advantage of different types of similarities for capturing the relation
between terms. A hybrid similarity measure has been proposed by Mihalcea et al.| (2006)),

where both corpus-based and knowledge-based measures are used for calculating similarity.
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Authors show that the similarity is better detected when both types of similarities are
exploited. A combination of corpus-based and knowledge-based measures has been also
used by Aggarwal et al. (2012)) in order to find the semantic similarity between sentences.
I[slam and Inkpen|(2008]) proposed another hybrid similarity, which combines semantic and
syntactic information to measure the similarity between two texts. Authors exploited both
a corpus-based measure and a normalized and modified version of the Longest Common
Sub-sequence (LCS) string matching algorithm for this purpose. Buscaldi et al.| (2012) also
combined structural and conceptual similarity measures to calculate the similarity between
concepts. The former measure exploits an n-gram based similarity between sentences and
the latter makes use of WordNet.

In our work, to detect the underlying topics within a collection of keywords, we only
make use of corpus-based semantic similarity. However, to further divide the topics and
to generate a set of fine-grained topics, we exploit a hybrid similarity, consisting of a

morphological and a corpus-based semantic similarities (see Section [7.2)).
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4.1 Refined problem statement

Writing the content of a document with respect to a domain is a challenging task as
one needs to make sure that the generated document contains the vocabulary and the
information that is commonly used and highly discussed in the domain. The task is
becoming more challenging in competitive environments, where a document must not miss
such a vocabulary or information when compared to other thematically relevant documents.
Considering an input document and a domain of interest, quite often, there is a gap
between them. The gap, called semantic gap in this thesis, can be vocabulary-based
and/or informational. In the former case, the input document and the target domain deal
with the same topic but do not use the same words, while in the latter case, they deal
with connected or overlapping topics but the document is missing part of the information
of the domain. To minimize the semantic gap between an input document and a target
domain, we need an approach to automatically analyze the documents in the domain and
to return their vocabulary or information, which can be used for enriching the content of

the input document.

In this thesis, we aim at addressing this problem: enriching an unstructured document
with respect to a collection of documents, which is representative of a domain of interest.
The goal is to minimize the semantic gap between the input document and the target
domain. At the end of the enrichment procedure, a list of keywords is recommended to a
user, who aims at enriching a document. These recommended keywords reflect the main
information of the collection documents. The collection may, however, deals with various
topics. Hence, we need to detect their underlying topics and to recommend only keywords

which are related to the target domain.

65
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Although existing approaches of topic detection have been proven to perform well in
some cases, they do not meet the requirements of our particular application. Unlike the
TDT approaches, we target non-streaming data. Hence, there is no need to deal with the
complexities related to the streaming nature of the input data, e.g. first story detection,

story segmentation, etc.

Topic modeling approaches can be performed on non-streaming data. However, these
approaches make use of implicit co-occurrences between the studied keywords and so cannot
model all their relations. Studying the topics detected by LDA approach shows that the
topic keywords are not necessarily semantically consistent. Hence, they do not meet the
requirements of our application, where topics must contain semantically related keywords.
In addition, in these models, a topic is represented as a set of words and no label is
assigned to it to show its main subject. The words associated to a topic have the same
level of importance and representativeness. However, in reality, some words contribute
more in the representation of a topic. The major limitation of the widely used topic
model, i.e. LDA, is that the number of topics must be approximated a priori and this is
a challenging task when no information about the collection is available. In addition, this
approach, originally, does not support multi-token words and employs the bag-of-words

model without taking into consideration the order of words.

Even though the graph-based model is able to effectively represent the relations be-
tween terms, i.e. words or phrases, existing graph-based approaches mainly focus on
co-occurrence connectivity rather than semantic relationship between terms. There is also
a lack of research in studying the granularity of the topics detected by these approaches.
In spite of its advantages, the graph-based model has not been studied enough for the topic

detection task and it deserves more attention.

Considering all the above mentioned points, to the best of our knowledge, there is
no effective, robust, and domain-independent approach for enriching the content of an
unstructured document using keywords that are semantically related to a target domain.
This thesis proposes such an approach and specifically focuses on enriching the content of
web pages. The goal is to facilitate the analysis of a collection of web pages, to generate
more informative content for visitors, and to return web pages more effectively in indexing

process so that they can be easily retrieved.

In the following section, we explain our methodology in more details.

4.2 Methodology

In this section, we explain our proposed approach for recommending semantic-oriented
information. The ultimate goal is to enrich the content of an unstructured document
with respect to a domain of study. The domain is specified by an input keyword and the
enrichment information is provided by side documents. In this work, we specifically focus

on enriching the content of non-streaming web pages.
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The proposed approach requires interactions with a user who performs document en-
richment. As input data, the user specifies a document, called input document, and a
specific keyword, which represents the domain of interest and determines the enrichment’s
point of view. Specifying the point of view avoids a general enrichment and so gives an ad-
vantage to our enrichment approach. In other words, it helps users to focus the enrichment

on a specific domain.

The enrichment is done by recommending a list of keywords to the user. Eventually,
the user makes the final decision on the recommended keywords and adds the desired ones
to the input document. Hence, the final keywords are not added directly to the document
and are firstly verified by the user. This manual verification is required in order to avoid
adding pieces of information which are related to the target domain but are not interesting
to be added to the input document. As an example, considering the domain of “ustensile
de cuisine”, both “poéle” and “casserole” are detected as relevant keywords. However, an
input web page that sells “poéle” may not intend to sell “casserole”. In this case, the latter

word must be filtered out by the user to not be added to the content of the page.
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Figure 4.1: Overall framework of the proposed approach. The enrichment point of view is
determined by the user as an input keyword.

We consider a collection of documents as representative of the domain of study. To

find the enrichment information, we decompose the problem into four steps: enrichment
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collection generation, keyword extraction, topic detection and filtering. The main steps of
the approach are keyword extraction and topic detection. In keyword extraction step, the
main information of documents within the enrichment collection is extracted and returned
as a ranked list of keywords. Topic detection step then detects the underlying topics in
the extracted list. Additional analysis is performed on each detected topic in order to
recommend sets of semantically similar keywords. Here, we present the functionality of
the proposed approach along with the explanations on collection generation and filtering
steps. Keyword extraction and topic detection steps are also briefly explained in this

section. More details on these two steps are respectively presented in Chapters [5] and
Figure shows the overall framework of our proposed approach. The approach starts

by taking a document and an input keyword from a user who performs the enrichment.
The input keyword is determined according to the target domain, which specifies the
enrichment’s point of view. A collection of relevant documents is then generated with
respect to this point of view. This collection is considered as a source of information for
our enrichment approach and can be generated in different ways depending on the type of
documents in the target application. In this thesis, we specifically focus on enriching web
pages. Hence, our proposed enrichment collection generation step aims at retrieving web
pages related to a given point of view. The input document and the generated collection are
both passed to the keyword extraction step, where the main information of the documents
is retrieved and represented as a ranked list of keywords. The keywords can consist of one
or more tokens. The motivation behind extracting multi-token keywords is to capture the
association between words and consequently to extract more informative keywords. Topic
detection is then performed on the extracted keywords in order to detect the underlying
topics within the collection of keywords. Topics related to the target domain are then

returned as “relevant” topics for further analysis.

The first set of detected topics are coarse-grained. More specifically, we detect fewer
topics but more generic ones, which are large in terms of the number of constituent key-
words. This step is essential for distinguishing different topics in the collection of keywords
and also for disambiguating polysemous keywords in the collection. However, due to the
generality of the topics, the result of this step is not well-organized and informative enough
for recommendation. A more structured representation of topics is required to get focused
enrichment information. Hence, additional analysis is performed in order to divide each
coarse-grained topic into a set of fine-grained topics. This set is then passed to the filtering
step, where keywords which already exist in the content of the input document are filtered
out. The remaining keywords are eventually proposed to the user in order of relevancy and
importance. Recommending an ordered set of keywords is essential due to the constraint
on the length of the input document. Hence, keywords are added to the document in
order of importance and relevancy until the allowed maximum length of the document is

achieved.

Our approach is easily tunable to different languages. In addition, as previously ex-

plained, due to the lack of the required information in knowledge bases and also the
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complexities of using them, we do not exploit them in our approach. However, we take ad-
vantage of web content in order to collect the required data for our approach. As mentioned
in Chapter [3| the web contains a great amount of data in various domains and languages
that is updated regularly. It also contains both generic and specific terms, which makes
this content usable for our approach. Nevertheless, the amount of web content is huge and
may contain irrelevant or unreliable information. Analyzing this amount of data is com-
plex. In addition, our enrichment application must make a balance between the amount
of the reduced semantic gap and the length of the enriched document. It is also obvious
that the recommended information to the user must be as relevant and as reliable as pos-
sible. In order to obtain such data, we make use of a search engine as a tool for filtering
the web content and returning the most informative and the most relevant parts of data.
Therefore, our knowledge-poor approach highly depends on search engines and their top
ranked results in the search engine result page (SERP). Changes in the content of SERP
could affect the enrichment information recommended by our approach. We note that the
web content could be noisy. In Chapter [7], we discuss that our approach is robust to this

problem.

Search engines use various criteria in their ranking algorithms. These criteria are not
only content-based, but are also based on the link structure of web pages, ¢.e. their inner,
incoming and outgoing links. Although linked-based criteria are important in ranking web
pages, content-based criteria have the main contribution in this procedure. The details
on the ranking algorithms of search engines is, however, out of scope of this thesis. Here,
we only take advantage of the assumption that the content of the highly ranked pages in
SERP can be considered as informative and relevant source of information. It should be
mentioned that this search engine-based approach must be optimized in the number of

requests sent to search engines.

The search engine result page typically contains two types of results: organic results and
paid results. Organic results list web pages that appear as a result of the search engines’
algorithms, whereas paid results show web pages which have been paid to be displayed in
the result page as advertisements. Figure illustrates an example of the organic and
the paid results returned for the query “assurance auto”. In our approach, we exploit only
the organic results as they contain more informative content and are expected to be less

biased than the paid results.

We rely on Google search engine as the most widely-used search engine in 2017E], al-
though any search engine can be used for collecting the required data. As a future work,
we can study the effect of different search engines on the performance of our proposed

approach.

In the following, the four steps of our approach are explained but the main steps of the
approach, i.e. keyword extraction and topic detection, are presented in details in Chapter [5]

and [7] respectively.

1https://Wwvv.netmeurketshaure.com/search—engine—market-shaure.auspx?qprid:4&qpcustomd:0



70 The overall methodology

Assurance Auto MAAF - Obtenez votre tarif en Smn - maaf.fr
www.maaf.fr/Assurance/Auto v
2 formules au choix et des options pour personnaliser votre assurance auto

Paid

Assurance Auto MMA - Devis gratuit et Prix réduit - mma.fr
www.mma.fr/Assurance/Auto ~
L'Assurance Auto MMA vous offre garanties et services en fonction de vos besoins

Assurance auto : Comparateur et Devis Gratuit - Assurland.com
https://www.assurland.com/assurance-auto.html  Translate this page

* %% %3 Rating: 4.3 - 1,980 reviews

Economisez jusqu'a 40% sur votre assurance auto | Comparez GRATUITEMENT et en moins de 5
minutes les tarifs et les garanties des assurances auto.

Auto - Comparatif assurance auto - Devis d'assurance auto

Comparateur Assurance Auto - Devis en ligne - LesFurets.com
https://www.lesfurets.com/assurance-auto v Translate this page

% Rating: 8.3/10 - 6,522 reviews

Comparateur assurance auto - comparez en - de 5 min des dizaines de devis d'assurance auto et
économisez 278€/an en moyenne

Organic

Assurance Auto : Comparateur en Ligne et Devis Gratuits = Lelynx.fr
https://www.lelynx.fr/assurance-auto/ ~ Translate this page

% %%y Rating: 8.6/10 - 1,470 votes

Economisez 294€ en moyenne sur votre assurance auto | Comparez GRATUITEMENT 50 devis
d'assurance auto en moins de 5 minutes avec LeLynx fr |

Figure 4.2: Organic and paid results returned by Google for “assurance auto” query

4.2.1 Enrichment collection generation

In the enrichment collection generation step, we generate source of information for enriching
an input document with respect to a target domain, which specifies the enrichment point of
view. By “collection”, we mean a set of representative documents in the domain. Due to the
complexity of analyzing a tremendous number of documents in a domain, a representative
set of documents should be selected in order to target the most informative and the most
relevant documents in the domain. This set can be given as an input data by the user
in case that a specific set of documents needs to be considered as source of information.
However, this collection is usually not available a priori and we found it very demanding
for users to generate it manually. Hence, we propose an automatic approach of enrichment

collection generation.

We recall that the inputs of our enrichment application are a document, which needs to
be enriched, and a keyword, which represents the enrichment point of view, i.e. the target
domain. In the enrichment collection generation step, we make use of the input keyword

to generate a collection of documents, which represents the domain of study.

Generally, the choice of the collection generation approach depends on the application
and the type of the input document. As an example, in case of having scientific papers,
a “key” word or phrase in a domain can be queried in some databases in order to retrieve
papers which discuss that domain. Examples of such databases are Academic Search,

PubMed, ArXiv, etc. The returned documents then generate the enrichment collection. In
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this thesis, we specifically focus on enriching web pages. As a result, the proposed approach

for generating the enrichment collection is also specific to this type of documents.

In order to find a set of web pages related to a certain point of view, we make use of
the information provided by search engines, since they effectively return a ranked list of
web pages. The highly ranked pages in the search engine result page (SERP) are among
the most relevant pages to a query and so can be used as representative documents in the
domain of the query. As mentioned before, in this work, we make use of Google search

engine for this purpose.

In our approach, the input keyword is firstly queried in a search engine and a desired
number of web pagesﬂ in the result page are collected and considered as the enrichment
collection. Although the web pages in the generated collection are ranked based on their
relevance to the query, to simplify the problem, we treat them equally and assume them to
have the same level of relevancy. Besides simplification, the motivation behind making this
assumption is that the highly ranked pages mainly have rich content and their ranking does
not only rely on their content. Since in this thesis we are only interested in the content of
web pages and not other criteria, such as their link structure, we do not take the different

order of the top pages into consideration.

As mentioned before, we only exploit organic results of SERP to focus on more infor-
mative and less biased content. The documents collected in this step have the following

properties:

e Depending on the input query, the returned pages can be informative, commercial, or
a combination of both. By informative pages, we mean web pages which merely give
information about the query without aiming at performing commercial transactions,
such as selling a product. Wikipedia articles are examples of informative pages. This
type of web pages are more likely to be returned for more generic keywords. In
contrast, commercial pages aim at selling a product or a service. One of the main
characteristics of the commercial pages is that they contain “Add to basket” or similar
terms, which indicate a commercial transaction. This type of web pages are expected

to be returned for both generic and specific keywords.

e The returned pages must contain valuable information for our enrichment application.
In this work, we did not find social media sites and dictionary pages informative
enough. Hence, these pages are filtered out in the enrichment collection generation

step.

e The returned pages are expected to have the same format: we filter out all pages
which do not have any corresponding HTML source code. Examples are PDF files,
Word files, etc. As explained in Chapter [2 the choice of the keyword extraction
approach highly depends on the format of the studied document. Hence, having

2The number of documents in the enrichment collection can be set arbitrary depending on the target
point of view. However, the complexity issues should be taken into consideration while setting this number.
In this thesis, we set the number of documents to 20 and we use this setting throughout the work.
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more than one format of documents, it is likely that different approaches of keyword
extraction are required in order to analyze each format individually. In order to
simplify the analysis of documents in the enrichment process, we collect the same
format of documents in this step so as to use a single approach of keyword extrac-
tion. Tt should be however noted that our enrichment approach is robust to the case
where various formats of documents exist in the collection. In this case, the only
concern is to adapt the keyword extraction step of the approach to different formats

of documents.

e The returned pages must have the same language as the input document, which is
aimed to be enriched. Therefore, in this step, all pages which have other languages

than the input document are filtered out.

e We need diverse and heterogeneous documents to have a rich enrichment collection
and to finally recommend a rich set of keywords to users. To achieve this, in the
search result page, we do not select more than two pages from the same website in

order to not be biased by the content of one specific website.

We should also point out that in case of having an ambiguous keyword as a query, the
returned results by search engines contain pages from different topics. Hence, the collection
will not be specific to a single point of view. As an example, two different meanings of
“poéle” can be seen in the result page of this query (Figure . This ambiguity is managed
in our proposed topic detection approach (see Chapter [7)).

4.2.2 Keyword extraction

One important step of our approach is to extract the main information of the input doc-
ument and the associated collection. As explained in Chapter 2] manual analysis of doc-
uments is impossible. Hence, an effective approach is required to analyze the documents
and to extract their main information as a set of “keywords”. Depending on the target
application, keywords of various length are extracted. In our approach, we are interested
in both single and multi-token keywords. The motivation behind extracting multi-token
keywords is to capture the association between the words and to extract more informa-
tion from documents. However, as will be explained in Chapter 5, we limit the length of

multi-token keywords to avoid getting over specific ones.

In Chapter we detailed the different approaches of keyword extraction proposed
for various types of documents and applications. Considering the extraction features and
methodologies presented in that section, we propose a keyword extraction approach, which
specifically aims at extracting keywords from web pages. The proposed approach is un-
supervised and so does not suffer from the complexities of generating a training set. We
also do not want to rely on a corpus of side documents to extract keywords from a spe-
cific document. Hence, our approach is document-centered and not corpus-centered. In

addition, no knowledge-base is exploited so that our method be as generic and as domain-
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About 14,300,000 results (0.60 seconds)
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Poéle a bois | Leroy Merlin
https:/fwww.leroymerlin.fr/.../poele...poele.../poele-a-bois-1130821... ¥ Translate this page
Découvrez tous nos produits Poéle a bois sur LeroyMerlin_fr. Retrouvez un large choix de marques et
de références Poéle a bois au meilleur prix.

Poéles de Cuisine - Poéle Qualité professionnelle, Induction ...
https://www.cuisineaddict.com/acheter-poeles-10.htm ~ Translate this page

Poéles - Retrouvez sur Cuisineaddict notre sélection de poéles qualité professionnelle aux meilleurs
prix. Nous vous proposons des poéles pour fouts les feux

Poele bois - Catalogue Brisach : vente de poéle & bois granule ou pellet
poele.brisach.com/ ~ Translate this page

Poéle a bois - Brisach, fabricant de poéles traditionnels a bois, vous présente son catalogue de poéles
& bois et poéles & granulés (ou pellets) pour un ..

Poéle - Dossier - UFC-Que Choisir

https://www.quechoisir.org » ... » Petit électroménager - Ustensile v Translate this page
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termes de cuisson. Mais I'opacité régne quant a la .
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https://www.mathon.fr» ... » Matériel de cuisson » Poéles de cuisson v Translate this page
Mathon a sélectionné pour vous plus de 300 poéles et sauteuses chez les plus grandes marques. Pour
vous faciliter la cuisine au quotidien, nous vous ...

Figure 4.3: Example of an ambiguous query and its multi-topic results

independent as possible. Our approach was initially proposed for French but it is easily
tunable to other languages. More specifically, we tried languages which are cognate with
French and are typologically similar to it. As a result, in addition to French, the approach
has been implemented on English, Spanish, Portuguese, Dutch, German, Estonian, Bul-
garian, Russian, Polish, Italian, and Romanian. It has been also tested by native speakers
on the first four languages. However, in this thesis, we formally evaluate the approach only
on French language. We note that an analysis on the categories of languages on which we

can perform our keyword extraction remains to be done.

In order to extract keywords from a given web page, first the content of the page is ex-
tracted and uninformative parts of the content are removed. The extracted content is then
analyzed for extracting its main information. We recall that there are two main strategies
for extracting keywords. The first strategy is to extract an initial set of phrases and to
rank them according to different criteria. The highly ranked phrases are then considered
as the extracted keywords of the studied document. The second strategy, however, starts
with extracting a set of important single words and then expands them to multi-token
keywords according to their co-occurrence in the document. Our approach follows the

second strategy. After extracting the content of a page, all the single words of the page
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are returned. These words are then scored according to their importance in the page. The
highly ranked words are then returned as the most important words. Eventually, based
on the co-occurrence between the returned words, multi-token keywords are generated and
considered as keywords of the studied page. The keywords are scored according to the
score of their constituent words. More details on the keyword extraction approach are
presented in Chapter [f

4.2.3 Topic detection

After generating a collection of documents for the enrichment process and extracting their
main information as a set of keywords, we cluster those keywords into topics. This is
the topic detection step. We recall that by “topic”, we mean a set of semantically related
keywords. For our application, we are not only interested in detecting semantically similar
keywords, but we also aim at detecting semantically related ones. We try to capture all
synonymy, meronymy and hyponymy relations in the topic detection step. Our approach
is also able to detect polysemies in case of having them in the collection of keywords.
As keyword extraction, our topic detection approach is knowledge-poor and so domain-
independent. It is also easily tunable to different languages. The approach has been already
implemented and tested on French and English but the formal evaluation of the approach
has been done on the former language. We believe that unlike keyword extraction, the
topic detection approach is not specific to web pages and can be applied on any type
of documents once the set of their corresponding keywords is provided as an input data.
However, this property of the approach needs to be experimented and evaluated in the

future.

The topic detection step consists of two phases: coarse-grained topic detection and
fine-grained topic detection. Both of these phases make use of graph-based approaches,
which model the semantic relatedness and the semantic similarity between keywords of the
collection. However, the details of the graph-based approaches differ in the two phases and
are explained in Chapter The motivation behind using graphs is that they explicitly
model the relation between keywords. Various graph analysis approaches can be exploited
in order to retrieve different kinds of information from the graphs. It should be noted that
by using a graph-based model, the problem of topic detection is regarded as a community
detection problem, where the goal is to detect the communities within the graph. Each
community consists of a set of highly connected keywords, which is referred to as a coarse-
grained topic in this thesis. Keywords in coarse-grained topics are “semantically related”.
We use overlapping community detection algorithms because of the problem of ambiguity

in the collection.

Applying the coarse-grained topic detection phase is essential in order to distinguish
the main topics of the collection, to disambiguate possible polysemies and to identify
the topic(s) which are related to the domain of interest. However, these topics are too
generic to be directly recommended to the user and are mostly large in terms of their

constituent keywords. For the enrichment process, a more structured recommendation
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is required. Hence, we further divide each coarse-grained topic into sub-topics, called
fine-grained topics in this thesis. Having these topics, the recommended information is
well-organized and can be exploited in a more effective way by the user. After detecting
the fine-grained topics, keywords of each topic are ranked based on their importance and
relevancy to the topic. The ranking is performed according to the information obtained
from the generated graph and also the score of the keywords, assigned in the keyword
extraction step. Recommending a ranked list of keywords is to satisfy the constraint on
the length of the input document. Having the ranked list, the user adds the keywords in
order of importance and relevancy until the allowed maximum length of the document is

obtained.

In Chapter [7] we explain in more details the topic detection step, which is the main

contribution of this thesis.

4.2.4 Filtering

Before passing the fine-grained topics to the user, we perform a minor analysis in order to
avoid recommending keywords which already exist in the content of the input document.
This analysis is performed in the filtering step. Having a web page as the input document,
the proposed keywords are compared with the core content of the page. However, we
did not find the exact match between the keywords and the content of the page effective
enough. Since keywords may consist of more than one token, finding the exact match
is a too strict condition. In other words, it is likely that a keyword remains implicit in
the content of a document and no exact match is found between the document and the
keyword. As an example, the page content in Figure discusses “poéle anti adhésive”,
even if it is not explicitly mentioned in the text. Adding this keyword to the page would

wrongly generate duplicate content.

To overcome this issue, we assume that if at least one sentence of the input document
contains all the tokens of the target keyword, the keyword should not be recommended to
the user. According to our assumption, the existing tokens in the sentence should not be

necessarily adjacent and in the same order.

At the end of the filtering step, the remaining keywords in the fine-grained topics are
recommended to the user for the enrichment purpose. In the rest of this thesis, we do not
come back to details of this step and we assume that after topic detection step, we have

the final lists to recommend to the user.

Poéle a Frire en Aluminium Noire Anti Adhésive 20 cm - Poéle de Cuisine sans PFOAde

Qualité Cooksmark
de COOKSMARK
Soyez la premiére personne a écrire un commentaire sur cet article

Prix: EUR 23,98 Livraison gratuite dés EUR 25 d'achats en France métropolitaine. Détails

Tous les prix incluent la TVA.

En stock.

Figure 4.4: Content which implicitly contains the keyword “poéle anti adhésive”
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Keyword extraction is one of the main steps of our enrichment approach, where im-
portant lexical units of documents are extracted as summaries over them. The set of
documents analyzed in this step consists of an input document, which the user wants to
enrich, and additional documents collected for the enrichment of the input one. The user
of our approach is a person who performs the enrichment procedure on the input docu-
ment and specifies the enrichment’s point of view by entering a keyword as an input (see
Figure . As explained in Chapter , manual analysis of documents is very laborious
and time-consuming. Depending on the number of available documents, it can be even
impossible. Hence, an automatic approach of extraction is required for their analysis. In
Chapter [2] we introduced different approaches of keyword extraction, proposed for various
types of documents and applications. In this thesis, we specifically focus on enriching the
content of web pages. Hence, our keyword extraction approach is proposed for extracting
keywords from web pageﬂ In this work, a “web page” is a document which has a corre-
sponding HTML source code. Other types of documents on the web which do not have
this source code, such as PDFs, PPTs, etc., are not relevant for our enrichment application

and so are discarded in our approach.

Our keyword extraction must be domain-independent to be applicable on web pages
of different domains. To meet this constraint, we do not exploit any external knowledge
base and our extraction features can be applied on a page regardless of its domain. Since
exploiting domain-dependent information can increase the effectiveness of the keyword
extraction approach, we use it as an optional information when it is available. We never-
theless consider that our basic keyword extraction approach is domain-independent. This

approach is also easily tunable to different languages.

Unlike many approaches which extract keywords of a document using the information

obtained from other relevant documents, our approach does not require this information.

!This chapter is based on a patent entitled “Procédé d’extraction de mots clés, dispositif et programme
d’ordinateur correspondant”, written by Nazanin Firoozeh, Fabrice Alizon and Adeline Nazarenko that has
been submitted on 13 July 2015.
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In other words, we focus on a document-centered approach rather than a corpus-centered
one as the collection of relevant documents is not always available and generating it might
be demanding for users. Moreover, we propose an unsupervised approach of extraction,
since generating a training set which can be used for different domains of web pages is

challenging (see Chapter [2) and a supervised approach may not return robust results.

In our work, we extract information of a document as both single and multi-token
keywords. The motivation behind using multi-token keywords is to consider the strong
association between single words and to extract more informative and semantically au-
tonomous lexical units. Among the different properties of keywords, which were listed in
Chapter [2] we are mainly interested in representativity and specificity of the extracted key-
words and their cohesiveness in case of having multi-token keywords. Hence, our exploited
extraction features aim at targeting these three properties that we found important for our

enrichment application.

Multi-token keywords, however, can be of various lengths in terms of the number of
tokens. In order to specify the allowed length of keywords, we make use of queries of search
engines as indicators of the most common length of a keyword. Here, our assumption is that
queries have the same characteristics as our desired keywords and so can give information
about their common length. Queries are made by people who use a search engine for
different purposes and are stored as the query log of that search engine. It is also obvious
that expert people make better queries in search engines comparing to non-expert ones.
Considering these points, we make use of the analysis of |[Fang et al.| (2011), which was
performed on search queries made by expert people. These queries have been obtained
from INDUREﬂ According to their result, shown in Figure people mostly search for
queries with length of two and it is rare for an expert to search for queries with more than
five tokens. According to these findings, we assume that effective keywords contain up to
five tokens, without considering stop WOI‘dEEI. Since there is no single list of stop words
that can be universally used by different natural language processing tools, we generate

our own list depending on the requirements of our application.

We recall that there are two main strategies when extracting keywords from documents.
In synthetic strategy, the goal is to extract an initial set of phrases from a document and
then to rank them in order of their importance to get the final set of important phrases,
considered as keywords of the document. The analytic strategy, however, starts with a set
of single words of a document and expands them to possibly compound words in order to
have a representative set of keywords. Synthetic strategy is more linguistic-based, whereas
analytic strategy is language-poor and can be easily adapted to unstructured documents
and new languages. So it is a more robust strategy compared to the synthetic one. Our

initial tests showed that the writing of web pages is not very standard. Hence, we did not

https://www.indure.org/

% According to Lo et al.| (2005), stop words are defined as “words in a document that are frequently
occurring but meaningless in terms of Information Retrieval (IR)”. Examples of English stop words are a,
an, the, by, etc.
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Figure 5.1: Distribution over the number of tokens in search queries (Fang et al., 2011])

find linguistic-based tools, such as Named Entity Recognition tools, to perform well. Due

to these reasons, we follow the second strategy in our keyword extraction approach.

Our goal is to generate well-formed keywords out of the main words of a web page.
For this purpose, we focus on both precision and recall measures. Although both of these
measures are important, since recommending ill-formed keywords to users is not acceptable,

precision is more important in our application.

It is mainly assumed that the number of the extracted keywords is a function of the
length of the studied document and more keywords are extracted from longer documents.
In this work, we discuss that this is not always a true assumption and representativity of
words within the studied document is also an important factor in determining the number
of the extracted keywords: not many keywords are expected to be extracted from a long

document with insignificant words and vice versa.

In our approach, the extracted keywords are ranked in order of their importance in
documents. In some applications, a fixed number of keywords is required. Using the ranks
of keywords, one can select the most important keywords for such applications. As will
be discussed in Chapter [7] the length of the input document needs to be controlled in the
enrichment application and quite often not all the recommended keywords can be added
to the document. Hence, we associate a weight to keywords to take their importance into
account. In the following steps of the enrichment approach, the weights are updated based
on various criteria (see Section and finally the keywords are recommended in order of

their weights.

Figure [5.2] illustrates the overall framework of our keyword extraction approach. It
consists of three main steps: text analysis, top words selection, and keyword generation.
The input web page can be either the page which is supposed to be enriched or the ones
collected in the enrichment collection generation step (see. In the first step, the input
web page is processed and its informative content is extracted. Further processing is then
performed on the extracted content to return the candidate words of the page, which have

the minimum expected informativeness. The second step analyzes the candidate words
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and scores them according to their importance in the page. The top ranked words are
then selected and passed to the keyword generation step, where keywords of the page are
generated out of the top words. The number of the generated keywords depends on both
the number of the selected top words and the way they are associated in the content of the

studied web page. In the following, we explain each step of our approach in more details.

\ 4

Text analysis

web page

candidate words

A

top words

A

Top words selection
: Keyword generation

< kwy,wy >, < kwe, we >, ..., < kw,, w, >

weighted keywords
Figure 5.2: Overall framework of the keyword extraction approach

We note that although the proposed keyword extraction approach is used as one of the
main steps of our enrichment approach, it can be used separately in other applications,

where representative lexical units of web pages need to be extracted.

5.1 Text analysis

In the first step, we aim at parsing the HTML source code of the input web page in
order to get its content for further processing. Different parts of the page are not equally
informative. Some parts are mainly related to the template of the page, which does not
bring any particular information about its content. As an example, a heading, with phrases
like “Add to cart” and “Sign up”, gives no information about the page. For our enrichment
application, for example, information related to the price of a product is not relevant for
enriching a specific document. Moreover, some parts of the page contain considerable
information but this information is related to the whole website and not a specific page.
Since our goal is to extract keywords which are specific to the content of the studied page,

we eliminate those parts of the page in order to only focus on the page-specific content. A
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typical example of these contents are menus, which appear in many pages of the website and
summarize their information. Hence, unlike some of the keyword extraction approaches in
the state of the art, we exclude the uninformative and the generic parts of the web page

in order to increase the informativeness and the specificity of the extracted keywords.

Figure [5.3] gives an example of a web page along with its corresponding informative
and uninformative contents. We refer to the collection of all the desired contents of a web
page as its core content. After extracting the core content of a page, a pre-processing step
is performed in order to make the content ready for further analysis, where we extract
the sentences of the page and its candidate words. Candidate words are the ones which
are informative enough to be considered as constituent units of our final keywords. In the
following, we explain our pre-processing and detail the two kinds of data that we obtain

in the text analysis step.

e CLARINS ey e o
VISAGE MAQUILLAGE 'CORPS. SOLAIRE HOMME CADEAUX OFFRES CLARINSMAG BEAUTY SCHOOL Rechercher

Not specific to the page

[ Docteur, je veux étre la plus belle ! ] ¢ Desired content

o A

Jededdek (5) AVIS

Docteur Olivier Courtin-Clarins
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[ AJOUTER AU PANIER

e e ‘0 ~e
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KRAPIDE SECURISE GRATUITE OFFERTS j

I

10 romrs rioeLire A A LA LISTE DE ) )
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(3 paRTAGER
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60 conseils pour les beauty addicts du quotidien, celles qui se retrouvent seules devait le miroir le matin et qui s'emmélent (souvent) les
pinceaux : anti-cernes ou anti-poches? Anti-rides ou anti-age? Et que faire pour retrouver un corps svelte et tonique?

Autant de questions qui méritaient un livre pour que toutes les femmes soient belles, pour que toutes les femmes retrouvent le plaisir de prendre
soin d'elles.

Le Docteur Olivier Courtin-Clarins passe une premiére partie de sa vie professionnelle dans les blocs opératoires ol il remet les gens sur pied. < Desired content
Mais la passion familiale pour la cosmétique finit par le rattraper et en 1995, il met son expertise médicale au service de I'entreprise. Devenu
depuis Directeur Général du Groupe Clarins, il veille sur la recherche et le développement, la finance et les skin spas.

L'intégralité du produit de la vente de ce livre sera reversée a la Fondation ARTHRITIS (fondation-arthritis.org), principale initiative privée
francaise de récolte de fonds pour le soutien de |a recherche contre les rhumatismes graves.

Figure 5.3: Example of the core content (desired contents) of a web page

Pre-processing. The goal of the pre-processing step is to make the core content of the
studied page ready for further analysis. As explained above, we remove the uninformative
and generic parts of the web page content. Here, we also discard the pieces of text that are
not informative enough for our enrichment application. More specifically, we remove three
types of information: emails, URLs, and terms which appear frequently in commercial
web pages. We refer to the latter elements as e-commerce expressions. Examples are
“customer review”, “free delivery”, “means of payment”, etc. Of course, this processing is

very depending on the type of application that is targeted.
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In addition to removing uninformative content, we lemmatize the core content in order
to reduce inflectional forms of words to their common base forms. Using lemmatized forms
increases the accuracy of matching words throughout the approach. In our approach, we
exploit Tree Taggeﬁ for the lemmatization purpose. Once lemmatized, the informative core

content is further analyzed to segment its sentences and to extract its candidate words.

Sentence segmentation. The goal of sentence segmentation is to avoid crossing sen-
tences or blocks boundaries while generating keywords in the keyword generation step. In
other words, using segmented sentences, we eliminate trivial errors and reduce the run-
ning time of the approach. To segment the core content into a list of sentences, we make
use of delimiters that we empirically found effective as indicators of the sentences bound-
aries. Those delimiters may vary from one language to the other and depend on the target

application. Table lists the delimiters that we use for sentence segmentation.

Table 5.1: List of the delimiters used for sentence segmentation

Y

We consider “.” and “,” as delimiters only if they are followed by a space. As an example,

IFENE

(DI <] [«]>[>]<]

“F.A.Q” has no delimiter and is not split into different sentences. This rule, however, is
not always valid due to the diversity in word and abbreviation spelling. Specifically, in

honorific and some specific formats of numbers, considering “. ”

and “, 7 as delimiters
may wrongly split a term into different sentences. Examples are “10. 000”7, “10, 000”, and
“Mr. Smith”. In order to manage this diversity, before the segmentation, we apply some
patterns to normalize the spelling of certain types of words. As an example, “10. 0007,
“10, 0007, and “Mr. Smith” are respectively transformed into “10.0007, “10,000”, and “Mr

Smith”. Consequently, no delimiter splits them wrongly.

Extracting candidate words. By extracting candidate words of a web page, we elimi-
nate words which have a little chance of being a constitutive base of our desired keywords.
These uninteresting words are mainly the ones which contain no or little information.
Hence, removing them leads to generating more informative keywords. To specify the in-
formativeness of words, we make use of their morpho-syntactic feature. More specifically,
we use the part-of-speech (POS) tags of all words of the page to identify the candidate
words. We empirically found common and proper nouns, verbs, adjectives, negative ad-
verbs, numbers, and abbreviations to be informative for our application. In addition to
filtering out the uninformative words, this POS-filtering step reduces the number of the
candidate words and lowers the complexity of the keyword generation step. In our ap-
proach, stop words are also not interesting to be considered as candidate words of a page
and so are filtered out. However, as will be explained in the keyword generation step, some
stop words, such as prepositions, are used for merging words and generating keywords.

The final set of candidate words is later used in the top words selection step, where the

*http://www.cis.uni-muenchen.de/ schmid/tools/ TreeTagger/
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words are ranked in order of their importance and the most important ones are selected

for the keyword generation step.

An example of the explained steps is illustrated in Figure In this example, the
original content is lemmatized in a pre-processing step. The candidate words are then
identified in the lemmatized content, shown as underlined words in the figure. Eventually,

sentences of the text are segmented and returned.

Original content |

60 conseils pour les beauty addicts du quotidien, celles qui se retrouvent seules devait le miroir le matin et qui
s’emmélent (souvent) les pinceaux : Anti-cernes ou anti-poches? Anti-rides ou anti-age? et que faire pour
retrouver un corps svelte et tonique?

60 conseil pour le beauty addicts du quotidien, celui qui se retrouver seul devoir le miroir le matin et qui
s’emméler (souvent) le pinceau : Anti-cerne ou anti-poche? Anti-ride ou anti-age? et que faire pour retrouver un
corps svelte et tonique?

Lemmatized content & candidate words (underlined) |

Extracted sentences

- 60 conseil pour le beauty addicts du quotidien

- celui qui se retrouver seul devoir le miroir le matin et qui s’emméler
- souvent

- le pinceau

- Anti-cerne ou anti-poche

- Anti-ride ou anti-age

- et que faire pour retrouver un corps svelte et tonique

Figure 5.4: Example of the extracted sentences and the identified candidate words

5.2 Top words selection

Having the list of the morpho-syntactically filtered words, ¢.e. the candidate words, the
next step consists in determining their importance in the studied web page. We note that
a word can have different levels of importance in different documents depending on their
topics. Once the importance of words is determined, the words with high importance are
returned as top words of the page. We focus on top words to satisfy the representativity
property of the final keywords. Stated differently, using top words, we avoid generating
keywords which are not good descriptors of the studied web page. In addition, by taking
only the top words into account, the number of words that are passed to the keyword
generation step decreases considerably and this reduces the complexity of our extraction
approach. In Section we show that the optimal number of the selected top words

depends on the representativity and the importance of the words within the studied page.
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candidate words

Ranking candidate | ¢ {fy, fy, ..., f7)

v

Remained,, top-K

extraction features

Ranked candidate words phase 1

Computing co-
occurrence score

T

]
I
2
v

ke
>
Q
[%]
(]
N

Final top words

Figure 5.5: Overall framework of top words selection step. Phase 1 and phase 2 are
respectively related to “selecting an initial list of top words” and “expanding the list of top
words”.

Top words of a web page are extracted in two phases: In the first phase, an initial list
of important words are selected using some extraction features. The second phase then
expands the initial list using the notion of co-occurrence between the selected words and
the remaining ones. Eventually, the collection of all the words selected in the two phases

is considered as the top words of the page.

The two phases are respectively called selecting an initial list of top words and expanding
the list of top words. An overview of the top words selection step is shown in Figure [5.5]

In the following, each phase of extraction is explained in more details.

5.2.1 Selecting an initial list of top words

In this phase, all the candidate words of a page are ranked according to some extraction
features that are explained in the following. The top-K words in the ranked list are then

considered as the initial top words of the page.
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Extraction features

To determine the importance of the candidate words, we make use of three types of extrac-
tion features: statistical, informational, and resource-based (see Section . Each type
of features brings particular information for determining the importance of the candidate
words and satisfies a specific property of the target keywords. In the following, we detail
the way that these features are used in our approach. In the next step, a feature vector is
assigned to each candidate word, where each element is related to one exploited feature.
The overall importance of the words is then determined by aggregating all the features in

the vector.

Statistical features. A traditional feature used in most of the keyword extraction ap-
proaches is the frequency of words within the studied document. The agssumption behind
using this feature is that the more frequent a word is in a document, the more important
it is in that document. We also make use of this assumption and exploit the normalized
frequency as one of the features for determining the importance of the candidate words.
To normalize the frequency values, we divide them by the frequency of the most frequent
word in the page. This feature is used to mainly satisfy the representativity property of the
final keywords, where the more frequent keywords can be considered as better descriptors

of the studied page.
To satisfy the specificity property of keywords, we tried to introduce the TF.IDF mea-

sure in our approach but it did not bring additional information about words. This can
be explained by the fact that we analyze only the core content of web pages and the
generic content, which brings information for TF.IDF, is removed a priori. We suppose
that TF.IDF can be used instead of normalized frequency, if we were not extracting the
core content of the page. We, however, found extracting the core content to be less complex
than calculating TF.IDF. In addition, a corpus of relevant documents for computing this
measure may not be always available. As a result, to reduce the complexity and to have a

document-centered approach, we do not exploit this feature in keyword extraction.

Informational features. Representativity of the final keywords is also satisfied by ex-
ploiting informational features in selecting the most important words of the studied page.
Informative areas within a document are considered as indicators of word importance. De-
pending on the type of the document these areas may vary. To detect the informative
areas within a web page, we make use of the basic search engine optimization techniques
(Google, 2010). According to these techniques, some parts of a web page are important
in the ranking algorithm of search engines. Hence, they are more likely to contain more
informative and more page-specific content. In this work, we focus on the following areas

as the informative parts of a web page:
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e Title: the title of a web page is the content found in the <title>< /title> tag of the
page’s HTML code. Visiting the web page, this content is displayed at the top of the

browser.

o Meta description: this tag gives a summary of what the page is about. Meta de-

scription content is found in the “content” attribute of the following HTML tag:

<meta name="description" content="Summary of the page..." >

e Image alt: in our approach we only process textual content and not other types, such
as images, which may contain considerable information in web pages. In order to
make use of the information that images bring, we exploit their corresponding alt
attribute. This attribute basically provides alternative information for an image if
a user cannot view it for some reasons. More specifically, we make use of the alt
content in the following HTML tag:

<img alt="The image description”>

e URL: in search engine optimization, web pages are recommended to have descriptive
URLSs with relevant words to the page content. Considering this guideline, we make
use of URLs as an informational feature in our approach. It should be however
noted that we did not find the hostname and clearly the protocol of URLs to be
informative for our application. Hence, other parts of URLs are considered as source
of information. Figure |5.6|shows an example of the informative part of a URL in our

application.

http://www.sephora.fr/Demaquillant/ Yeux/Super-demaquillant-yeux-Extrait-de-bleuet/

protocol hostname informative part of the URL

Figure 5.6: Informative part of an example URL

In addition to the informative areas, we also rely on the assumption that the more
informative words tend to appear earlier in the content. Unlike some works which use the
average position of a word for this purpose, we found the position of its first occurrence
to be a better indicator of its informativeness. We refer to this informational feature
as the position feature and compute it using Equation where position(w;,p;) is the
position feature of word wj; in page pj, FlirstOcc(w;,p;) gives the ordinal number of the
first sentence of p; that contains w;, and |sentences(p;)| is a normalization factor, which

indicates the total number of the sentences in p;.

FirstOcc(wi, pj)

position(w;, pj) = (5.1)

 |sentences(p;)|

Resource-based features. In addition to the explained domain-independent features,

we also exploit a resource-based feature in order to study the effect of domain-dependent
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information on our extraction approach. We have been inspired by [Yih et al. (2006), who
found query logs of search engines as one of the most important sources of information in
extracting advertising keywords. However, we use query logs statistics in a different way.
While [Yih et al. (2006)) use query logs to get information about candidate keywords, we use
them at the word level in order to determine the importance of words. Our assumption is
that the more frequent a word appears in a query log, the more relevant it is to the subject
of the website. This feature mainly satisfies the specificity of the final keywords. We
empirically found out that this domain-dependent information improves the effectiveness
of the approach. Nevertheless, query logs are not always available. In addition, due to
search engines policies, the amount of available information is decreasing considerably as
time goes by. Our approach is robust to this limitation, since the extracted keywords
are effective enough for the enrichment application, even if we do not exploit query log

information. Therefore, this feature is considered as an optional feature in our approach.

Our features are comparable with the ones exploited by |Yih et al| (2006). However
compared to this work, we use a fewer number of features and this decreases the complexity
of the approach. In addition, the general strategy differs in the two approaches. While we
aim at detecting the important words of the page to further generate the keywords out of
them, they follow the synthetic strategy. Hence, in their work, the features are used to
determine the importance of candidate keywords rather than single words. Moreover, they
have a supervised approach, where the features are used to train a classifier. Therefore,

their approach requires the generation of training data.

Ranking candidate words

As a summary over our extraction features, the importance of each candidate word is
determined using seven features: normalized frequency (NF'), occurrence in title (77),
occurrence in Meta description (M), occurrence in image alt (), occurrence in URL (U),
position of the first occurrence (P) and query log statistics (@), which is used in case of
availability. These features belong to three categories of extraction features presented in
Section [2.5} statistical, informational and resource-based. Considering these features, we
assign a feature vector F'V to each candidate word w;, which is represented as: F'V(w;) =

In this vector, NF, P, and () features are scalar, whereas the other features are modeled
as boolean values. All the features are language independent and all except ), which is
an optional feature, are domain independent and do not require any corpus or external
resource. Having these features, the associated score to each word is computed based on
Equation where feature; corresponds to the j-th element of the feature vector and n

is the total number of the features, i.e. 7.

n

Score(w;) = Z feature;(w;)? (5.2)

=1
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We initially set the value of K to 10 and select the 10 words of the candidate list with
the highest scores. This number has been determined empirically and we also found it to
be inline with the choices of |Vidal et al| (2012)) and Wan and Xiao| (2008b), who consider
the top-10 keywords of a web page as the most relevant ones. We, however, increase this
number as long as the difference between the score of the next word to analyze and the

10th selected word is lower than a pre-defined threshold value.

Focusing on scores of words rather than the length of pages shows that in our approach,
representativity and importance of words within the studied page are important factors in
determining the number of the selected words. Our studies on different web pages show
that long pages are not necessarily informative. On the other hand, a considerable amount
of information may be put in pages in a very concise way. Due to these findings, we mainly
focus on the content relevance rather than the document length but we also experiment
the impact of the length in our work. In Section we show that the length of a page
is not an effective factor for determining the number of the selected words. The number
of the extracted keywords by our approach depends on both the number of the selected

words and the way they are associated in the content of the page.

5.2.2 Expanding the list of top words

In the second phase of the top words selection step, inspired by [Matsuo and Ishizuka
(2004), we assume that if a word appears frequently with a subset of important words,
it is also likely to be important. To be clearer, the set of the remaining candidate words
after the first phase of extraction is named Remained,,. According to the number of co-
occurrences between Remained,, and fop-K words, we select a second set of words from
the studied page. To achieve this, we first create a matrix of co-occurrence in order to
store the co-occurrence statistics between Remained,, and top-K words. We consider two
words to be co-occurrent if they appear within the same sentence. Element w;w; of the
matrix shows the number of times that words w; and w; appear together in sentences of

the studied page.

A co-occurrence score is assigned to each Remained,, word based on the number of
co-occurrences between that word and all the top-K words. In this work, we tried three
existing measures for computing the co-occurrence score and proposed a new one that is
explained in the following. In Equations to 5.7} w is a word from the Remained,, set
for which the co-occurrence score is calculated and G is the set of the fop-K words, each
of which is represented as g. freq(w,g) shows the number of times that w and g co-occur

within the same sentence.

o XZ2-measure: used by Matsuo and Ishizukal (2004)), X 2-measure calculates “the degree

of bias of the co-occurrence distribution” using Equation [5.3] The degree of bias is
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then used as an indicator of word importance. The goal of their work is to extract

keywords from a single document using word co-occurrence statistical information.

20\ _ N Jreq(w, g) — nwp
X%(w) = g; op g (5.3)

In Equation ny indicates the total number of times that w co-occurs with words

of G and py is defined as the unconditional probability of g, calculated using Equa-
tion B.41

_ # Sentences where w and g co-occur
Py = # Sentences in the text

(5.4)

o Improved X?-measure: Matsuo and Ishizukal (2004) improved their proposed X?2-
measure by taking the length of sentences into consideration. The new measure
is similarly computed using Equation but with other definitions of p, and n,.
Here, n,, is the total number of words in the sentences which contain w. p, is also

calculated using Equation , where Sy is the set of sentences which contain g.

> ses, length(s)
length(text)

Py = (5.5)

e Scorepyse(w): |[Rose et al| (2010) proposed a measure for scoring candidate words
in a keyword extraction approach. We name this score Scorepose(w) and try it in
our approach for computing the co-occurrence score. According to this measure, the
co-occurrence score of w is calculated using Equation where deg(w) is the total
number of words that co-occur with w. Hence, the longer the sentence which contain
w is, the higher the value of deg(w) is. freq(w) shows the frequency of w regardless

of the number of its co-occurrent words.

Scorepese(w) = m (5.6)

We try this measure to compute the co-occurrence score. The difference is that we
have a lower value of deg(w), since in sentences we take only the top-K words into
account instead of all the words. As an example, having G = {4, B,C, D}, if w
appears 3 times in a content, where it co-occurs twice with A, 3 times with B, and

5 times with D, then the deg and freq values are the following.
deg(w) =243+ 5 =10, freq(w) =3

o Weight-based Score (W BS): the weight of words is an important criterion that has
not been taken into consideration in any of the previously mentioned measures. Con-
sidering this point, we propose a modified version of Scoregyse(w), which takes the
weights of the studied words into account. We note that top-K words do not have
the same importance and this is inferred from the scores that were initially calculated

using Equation Our assumption is that co-occurrence with a more important



92 Keyword Extraction Methodology

word is more significant than co-occurrence with a less important one. Hence, in
addition to the co-occurrence frequency, the weights of the co-occurring top-K words
should be considered in calculating the co-occurrence score. Equation shows
our proposed score that we refer to as Weight-based Score (W BS). In this equa-

tion, score(g) is the initial score of words obtained using their corresponding feature
vectors (Equation [5.2)).

WBS(w) = Z freq(w, g) x score(g) (57)

= freg(w)
As an example, let G = {4 = 0.8, B = 0.4,C = 0.3, D = 0.2}, where the values
show the scores of the words. Suppose that Remained,, contains two words wy and
wy with frequencies of 2 in the page under analysis. Considering the following table

as the co-occurrence statistics between words of Remained,, and G, we compute the
values of WBS(w;) and WBS(ws) as below:

A|B|C|D
wi | 0] 2]3]|1

WBS(wl) _ (2><0.4)+(3><20.3)+(1><0.2) —0.95, WBS(UJQ) _ w 1

In this example, the number of co-occurrent words is higher for wy, but it gets a
lower W BS' value compared to ws, because it is co-occurring with less important
words of G.

After calculating the co-occurrence score for each word in Remained,,, we select the top-
K’ words with the highest co-occurrence scores. In Chapter[6], we compare the performance
of the co-occurrence scores and show that our proposed one outperforms the others for our

specific application. In that chapter we also discuss the choice of K’ value.

At the end of the top words selection step, we consider all the returned fop-K and
top-K' words as the final top words of the studied page. These weighted words are then
passed to the keyword generation step, where multi-token keywords are generated out of

these words and the final set of keywords is returned.

5.3 Keyword generation

In the keyword generation step, the selected top words are possibly merged with each
other to form longer and more specific keywords. Hence, depending on the content of the
studied document and the co-occurrence of the top words, some words could be merged to
represent more informative and more specific lexical units. In our approach, the extracted
information is returned as single and multi-token keywords. We recall that the motivation
behind generating multi-token keywords is to take the association between words into ac-

count and so to generate more informative keywords. In fact, the extracted words which
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are not semantically autonomous may bring wrong information about the studied docu-
ment. As an example, having a text discussing traffic issues in New York, both “new” and
“york” can be extracted as single words. Considering these words individually, one may
infer that the text is discussing the “New” traffic issues in “York”. Hence, apart from their

association, the words may not be good descriptors of the studied text.

More specifically, this step studies the previously extracted top words and returns
the final set of keywords. The proposed keyword generation approach exploits the basic
statistical and pattern-based methods, explained in Chapter [2] The result of the keyword
extraction approach must be robust when applied on different domains. Therefore, we
propose a domain-independent approach, which does not exploit any knowledge base for
capturing the association between words. In addition, our enrichment application needs to
be fast, as it is interacting with users. Hence, complex methods in which time-consuming
analysis is performed, do not meet our requirement. Considering these points, we propose
an unsupervised approach, which exploits basic methods but returns high quality keywords
in arobust way and in a reasonable time. Although the balance between precision and recall
values of the extracted keywords needs to be taken into consideration, as will be argued in

Chapter [0} we consider that the precision value matters more for our application.

The overall framework of the keyword generation step is presented in Figure[5.7 Key-
word generation consists of three steps: merging adjacent words, enlarging keywords to
co-occurrent ones, and pattern-based filtering. In this section, we explain each step of the

keyword generation in more details.

The main part of our keyword generation step makes use of a statistical method, which
generates the candidate keywords. A pattern-based method is then applied as a post-
processing step to filter out some specific patterns that we found frequent but not infor-
mative for our application. As explained in Chapter 2] the statistical methods exploit
statistical features. In our work, we use the co-occurrence-based feature, which captures
the association between the input words and possibly expands them to longer keywords.
To do this, the window-wise co-occurrence feature is used, where the window has a fixed
length which is determined empirically. The co-occurrence measure in our approach is
scalar rather than binary, since the frequency of co-occurrence is required in order to later
decide if the association between the two studied words is strong enough and if one without

the other is considered as a semantically autonomous piece of information or not.

To achieve this, we catch the association between the input words in two steps: merging
adjacent words and enlarging keywords to co-occurrent ones. The two steps are performed
to satisfy the cohesiveness property of the final keywords. In our approach, we consider two
words to be in the same window, if there are at most two non-stop words between them.
We empirically found this length of window effective enough for our problem. However,

this may not be necessarily the most optimal size of the window.

Merging adjacent words. The first step in generating keywords is to detect the top

words which significantly appear as adjacent words within the studied web page and to
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weighted top words

Merging adjacent words

v

Enlarging keywords to

co-occurrent ones

v

Pattern-based filtering

weighted keywords

Figure 5.7: Different steps of the keyword generation

concatenate them. Since we aim at generating cohesive keywords and not any combination
of words, we first merge adjacent words, which may not be semantically autonomous in-
dividually. These words may also have a different meaning when associated with another
word than used independently. In this case, using their individual form in different combi-
nations may lead to generating lexical units which do not correctly represent the subject
of the studied document. Recall the example of “traffic issues in New York”, where the
meaning of the compound cannot be derived compositionally from the meaning of “new”
and “york” taken independently. In this example, generating a combination like “traffic in
York” brings wrong information about the discussed subject. Another example of strongly
associated words is the numbers and their corresponding metrics. By “metrics”, we mean
units of measurements such as m, c¢m, mm, kg, etc. In the <number, metric> structure,
combining either the number or the metric with other words of the content generates wrong
combinations. To avoid this, we generate a single lexical unit for the <number, metric>
structure and remove its individual words from the set of the top words to avoid merging

them with other words.

It is also possible to have words which appear frequently both in adjacent and individual
forms. In this case, sequences of words are generated but the initial words are also kept
for generating more combinations in the next step. In general, the degree of dependency
of two words is determined based on how often the words occur independently of each

other. If this frequency is higher than a threshold, we infer that the word is semantically
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autonomous per se and must be kept for further analysis. Otherwise, it cannot be used
individually for generating keywords. Figure [5.8|shows an example of word sequences along

with the decision on the dependency of their constituent words.

En collaboration avec Manuel Peyrondet, Meilleur Ouvrier de France Sommelier, Degrenne a

créé Origine. Une collection de 4 verres a pied permettant d’associer de maniére simple et
évidente un vin avec le bon verre. Ce coffret est composé de 4 verres n°3 Puissance : le verre n°3
congus pour les vins puissants de latitude sud, comme les vins blancs et rouges du bassin
méditerranéen et la majorité des vins de Bordeaux... Trop a I'étroit dans un yerre plus petit, ces
vins rouges et blancs puissants exigent un verre qui les libére tout en maitrisant leur panache.

Figure 5.8: Example of word sequences

In this example, two word sequences are studied: “4 verres” and “maniére simple”. In
the first case, the number “4” does not appear elsewhere in the content, whereas “verres”
frequently appears as an individual word. As a result, this number is removed from the list
of top words and its adjacent form is added to the list for further processing. In parallel,
“verres” is detected as a semantically autonomous word and therefore is kept in the list.
In the second case, both words “maniére” and “simple” appear only within sequences of
words. So, they are both removed from the list of the top words and their concatenation
is added to the list.

When two words are merged, a weight is assigned to the word sequence, which spec-
ifies its importance within the studied document. This weight is computed based on the
weight of the constituent words. There are different ways to aggregate the weights. In our

approach, we use a simple average as aggregation function.

Enlarging keywords to co-occurrent ones. After generating the sequences of words
and determining the dependency of their constituent words, we eventually expand them
to longer keywords using the previously mentioned window-wise co-occurrence feature.
Sliding the window over the content of the studied web page, the units which frequently
co-occur in the same window form new combinations. Similar to the previous step, the
degree of dependency of the constituent units is determined based on their frequency
out of the studied combination. The weight of the new combination is computed by
taking an average over the weights of the constituent units. We also make use of some
heuristics. To avoid redundancy, we do not merge units with the same Stem[ﬂ even if they
are significantly co-occurrent. As an example, we do not generate “experiment experience”
as a combination, since “experiment” and “experience” both have the same stem “experi”.
To merge the co-occurrent units, we use prepositions so that to generate well-formed and
cohesive keywords. Figure [5.9] shows an example of the combinations generated in this
step. These combinations are considered as the candidate keywords of the studied web

page. In this example, the following combinations are generated from the co-occurrent

SWe use the Porter stemming algorithm for this purpose.
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PR3

units: “collection de 4 verres”, “collection de 4 verres a pied”, “4 verres & pied”, “4 verres

a pied de maniére simple”, “coffret de 4 verres”. Since “4 verres” appears individually in

different combinations, we consider it as a semantically autonomous unit and return it
7

also as a candidate keyword. On the contrary, “collection”, “pied”, “maniére simple” and

“coffret” always appear as co-occurrent units and are not proposed as candidate keywords.

En collaboration avec Manuel Peyrondet, Meilleur Ouvrier de France Sommelier, Degrenne a

créé Origine. Une collection de 4 verres a pied permettant d’associer de maniére simple et
évidente un vin avec le bon verre. Ce coffret est composé de 4 verres n°3 Puissance : le verre n°3
congus pour les vins puissants de latitude sud, comme les vins blancs et rouges du bassin
méditerranéen et la majorité des vins de Bordeaux... Trop a I'étroit dans un verre plus petit, ces

vins rouges et blancs puissants exigent un verre qui les libere tout en maitrisant leur panache.

Figure 5.9: Example of the extracted units: “collection de 4 verres”, “collection de 4 verres

A pied”, “4 verres & pied”, “4 verres & pied de maniére simple”, “coffret de 4 verres”.

Pattern-based filtering. After generating the candidate keywords, a pattern-based fil-
tering is performed on them in order to eliminate keywords which are not interesting for our
application. These patterns have been obtained empirically by analyzing a wide range of
keywords extracted from different websites. Some of these patterns use morpho-syntactic
features, while some others simply correspond to uninformative sequences that we found
frequent in our results. Following is the list of the patterns that we exclude from the final

extracted keywords. Of course, these patterns could be different for a different application.

e Single words with parts of speech other than nouns. In our approach, we make use
of different POS tags in order to generate cohesive keywords. However, at the end
of the keyword generation step, adjectives, negative adverbs, numbers, etc., which
appear as single words are not interesting to be kept as the final keywords of the

studied page.

e Sequences strictly corresponding to the <number, metric>> pattern, such as “24 cm”,
without any additional word. We found such keywords too generic for our application
and so we remove them. However, if the sequence includes other word(s), we consider

it as an interesting keyword, e.g. “poéle 24 cm”.

e Keywords with information about dates and addresses. In our application, we are not
interested in such keywords. Hence, we remove them from the final set of keywords,

e.g. “exposition 2017”7, “1 rue de Paris”, etc.

o Keywords that do not meet the keyword length requirement. We recall that in our
approach, the length of keywords can be from 1 to 5 words, without considering the
stop words. “collection de 4 verres a pied de maniére simple” is an example of a long

keyword that is removed in the filtering step.
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At the end of this filtering process, the final set of extracted keywords is returned.
These keywords are in lemmatized form. Since in our enrichment application keywords are
recommended to users, we need to convert them into their original form so that only well-
formed keywords are proposed to users. To do this, we compare the lemmatized keywords
with the original content of the studied page. For each keyword, its most common form
in the content is considered as the original form. These original keywords are the final
output of the keyword extraction step. Figure shows an example of a text along with

its lemmatized and original extracted keywords.

Original text

L’assiette a dessert ronde de la collection Empiléo sera parfaite pour vos
Journées de Printemps. La collection est moderne et riche en couleurs vives.

Lemmatized text

I'assiette a dessert rond de le collection empiléo étre parfaire pour votre journée
de printemps. le collection étre moderne et riche en couleur vive.

Lemmatized keywords Original keywords
assiette a dessert assiette a dessert
assiette a dessert rond assiette a dessert ronde
collection empiléo collection Empiléo
collection en couleur vive collection en couleurs vives

Figure 5.10: Example of the original and the lemmatized keywords

Depending on the target application, all the keywords extracted from a collection of web
pages might be needed. In this case, keywords extracted from each page of the collection
should be gathered and this could introduce redundancy to the list of keywords. The
redundancy can be related to the duplicate keywords, that can be simply removed from
the collection, but also to the ones which are morphological variants of each other. We
refer to these keywords as near duplicates and consider two keywords to be near duplicate

if they have one of the following properties:

e The same lemmatized form, e.g. "assurance voiture", "assurances voitures"

e The same lemmatized tokens but in a different order, e.g. "assurances voitures",

"voiture assurances"

e The same normalized form after removing diacritic signs (non-English characters),
e.g. "buche", "btiche"
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e Uninformative uncommon tokens which are stop words in our approach, e.g. “piscines

et accessoires”, “accessoires piscine".

Depending on the frequency and the score of near duplicate keywords, the less impor-

tant one is removed from the collection.
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In this chapter, we present our experiments on the keyword extraction approach. We
evaluate and discuss the results. Our keyword extraction approach consists of different
steps, each of which can be evaluated individually but such an evaluation would be very
demanding. Here, we focus on two points: comparing the effectiveness of the different
co-occurrence scores explained in Section and evaluating the quality of the extracted
keywords. Other steps of the algorithm have been studied through side experiments, which
guided our work but are not presented in this thesis. Among these steps, the extraction
features are highly important. Although the choice of these features has been justified in
our work, the contribution of each feature in extracting the main information of a web

page remains to be done (the same analysis as in (Yih et al., 2006)).

We perform user-based evaluation: we ask a French native speaker, who is an expert
in the target application and familiar with the target domains, to evaluate our results.
Due to the numerous extracted keywords, we could not ask more than one evaluator to
evaluate the results. On the other hand, we assume that one “expert” evaluator can be more
reliable than several “non-expert” evaluators. As explained in Chapter [2| the user-based
evaluation can be performed a priori or a posteriori. In our evaluation, we perform the
latter one, where we firstly extract the keywords and then evaluate them without asking
the evaluator to assign keywords to the studied pages a priori. In fact, we assume that
assigning keywords to web pages is both complex and quite subjective. Since in designing
the keyword extraction approach, representativity, specificity and cohesiveness were taken
into consideration as the desired keyness properties, in the evaluation step, the evaluator
is asked to assess the quality of the extracted keywords in terms of the same properties. In
the first two cases, the goal is to verify if the keywords are good descriptors of the studied
web page. A keyword is considered as a good descriptor if it discusses the main subject(s)
of the page and if it is not too generic to appear frequently in web pages of various domains.

As an example “next page” is not a good descriptor of a web page. As the third property,
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the structure of the extracted multi-token keywords is studied to evaluate if they are well-
formed. For example, “beauty products of” and “beauty buying products” are ill-formed

variants of “buying beauty products”.

To study the effectiveness of our approach with respect to the state of the art, we
compare it with a baseline approach, the TF.IDF which is widely used for this purpose.
However, our approach extracts both single and multi-token keywords, while the traditional
approach of TF.IDF returns only single words. We therefore had to adapt the TF.IDF
method to make its results compatible with ours. The exploited baseline approach is
explained in more details in Section [6.3] We perform a similar user-based evaluation
on the results obtained using TF.IDF. Eventually, the values of the evaluation measures

obtained for the two approaches are compared.

Although our side experiments show that using an external resource, i.e. query log,
slightly improves the performance of our approach, we do not exploit it in the experiments
presented in this chapter, since we are mainly interested in evaluating the approach with

knowledge-poor property.

Our keyword extraction approach was initially designed for French but in such a way
that it could be easily tunable to other languages by setting a language-specific tagger
and adapting the list of stop words and the units of measurements, such as meter, cen-
timeter, etc. We implemented the approach in twelve languages: French, English, Spanish,
Portuguese, Dutch, German, Estonian, Bulgarian, Russian, Polish, Italian, and Romanian.
The first four languages have been already tested by native speakers on different web pages
but we did the formal evaluation of our approach only on the French language, which is

the native language of our evaluator.

In the following, we explain the details of the experimental data and the results.

6.1 Evaluating the co-occurrence scores in the top words se-
lection

In this section, we perform different experiments in order to study the impact of the
different co-occurrence scores presented in Section on our keyword extraction approach.
We recall that three of these scores are taken from the state-of-the-art, while the Weight-
based Score (WBS), which takes the weights of the studied words into consideration, is
ours. We also perform an experiment on the effective number of words to be selected after

applying the co-occurrence score (the top-K' words, see Section .
We collect 200 random URLs from 10 different websites. For each URL, we execute

our approach in two ways:

1. Exploiting only the extraction features to select the top words (top-K words), which

are passed to the keyword generation step.
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2. Merging the top-K words with the co-occurrent ones, i.e. the top-K' words, and

passing them all to the keyword generation step.

The goal is to validate the second strategy using the schema presented in Figure [6.1]
A score is considered to be effective if it generates as more as possible good keywords and
as few as possible bad keywords. The keywords are evaluated in terms of representativity,

specificity, and cohesiveness.

candidate words

¢ J-) KWs set 1
> Newly generated KWs =

] Keyword
—>» Top-K words generation KWs set 1 - KWs set 2
¢ A “» KWs set 2 i

—>» Top-K' words --)(—D .......... ' .

v

PR on newly generated
keywords

Figure 6.1: Schema for evaluating the newly generated keywords using the co-occurrence
scores (KW=keyword, PR=precision)

In order to determine the effective number of words to select with the co-occurrence
score (K'), we try two threshold values. The first one is inspired by Matsuo and Ishizuka,
(2004): we select 30% of the total number of the studied words. Clearly, this threshold is
a function of the length of the studied page. The second threshold, however, is set to a
fixed value of 10. In this experiment, our goal is to find an effective value for K, without
claiming that it is the best one. As a future work, we could perform experiments on other

values in order to adjust that threshold.

Table [6.1] shows the results of our evaluation on the different co-occurrence scores and
using the two mentioned threshold values. The exploited evaluation measure is precision on
the newly generated keywords (see Figure , which is obtained by dividing the number
of new good keywords by the total number of newly generated keywords. According to
the table, Weight-based Score (WBS) with the threshold value of 10 returns the highest
precision. This confirms that word weight is an important factor to take into account in

computing the co-occurrence score.

Table 6.1: Precision on the newly generated keywords

Co-occurrence score
X2-measure | Improved X?-measure | Scorerose | WBS
Threshold

30% of the words 53% 55% 65% 65%
10 words 57% 60% 75% 85%
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6.2 Evaluating the extracted keywords

In this section, we study the quality of the extracted keywords. For this purpose, as
before, we evaluate them in terms of three properties: representativity, specificity, and
cohesiveness. A keyword is labeled as a “good” keyword if it satisfies all these properties
with respect to the content of the studied page. In this evaluation, the ranking of the
keywords is not studied per se, as it is very difficult for the evaluator to give ranked lists

of keywords.

In our experiment, we take ten various websites into account. Usually, websites contain
sonie pages that are very generic and not interesting for our enrichment application, such
as “contact”, “terms of use”, and “shipping information” pages. To have a more precise
evaluation and to target only interesting pages, we initially remove the generic ones. We
extract keywords of each remaining URL using our approach. All the selected URLs
along with their extracted keywords are passed to the evaluator, who labels the keywords
as “good” or “bad” for the page. For the bad keywords, the evaluator has to specify the
reason, indicating whether they are not good descriptors of the pages or they are ill-formed.
This feedback from the evaluator could help us to improve our approach in the future. The
underlying idea is that ill-formed patterns might be detected in the results and then used
in a post filtering step to remove keywords that match these patterns or to change them
into well-formed keywords. Figure [6.2] shows an example page with some of its extracted
keywords and the evaluation labels assigned by an evaluator. We note that keywords have
been extracted according to the associations of words in different parts of the page but the
figure only represents the body of the page and not the other parts, such as title and Meta

description.

To compare our keyword extraction approach with the state-of-the-art, we use TF.IDF
as a baseline approach. TF.IDF is a traditional statistical approach, which has been widely
used as a baseline approach in different works. However, this approach is mainly used for
extracting single token keywords, while our approach aims at extracting both single and
multi-token keywords. In order to have the same level of granularity in both approaches,
we use TF.IDF as a feature for selecting words in the top words selection step. The
extracted top words by TF.IDF are then passed to our keyword generation step and the

final keywords are evaluated by the evaluator.

We generate our own experimental data for the evaluation task. Although it is always
interesting to confront user-based evaluation obtained on real applications to benchmarks,
we focus on the first evaluation approach, since due to the following reasons, the state of

the art benchmarks are difficult to exploit for our problem:

e Robustness of our keyword extraction approach over various domains needs to be
evaluated. To do this, an evaluation benchmark must consist of various domains.

This is, however, not the case in many of the existing benchmarks.
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Double Serum

Le traitement anti-age le plus complet.

*hdkds (3) AVIS

TYPE DE PEAU Tous types de peal
TEXTURE Fluide
UTILISATION Matin et / ou soir avant votre soin habitue

Clarins +
Le traitement anti-dge riche de [20+1] extraits de plantes qui stimule les 5

fonctions vitales (hydratation, nutrition, oxygénation, régénération, protection)
grace a une double texture hydrolipidique et biomimétique. Un "couteau

suisse” !
Keyword Evaluation label

dou_ble FextL_lre hydrolipidique GOOD
et biomimétique

traitement anti-4ge complet GOOD
plantes functions BAD
traitement anti-age GOOD
double sérum GOOD

Figure 6.2: Example page along with the extracted keywords and the evaluation labels

e The existing public benchmarks mainly contain scientific papers and cannot be used
for evaluating our approach of extraction, which has been specifically proposed for

extracting keywords from web pages.

e Most of the existing benchmarks are in English, while we specifically evaluate French

keywords in our work.

In the following, we present the experimental data. We then present the evaluation

result, including the comparison with the baseline approach.

6.2.1 Experimental data

In total, we have already executed the keyword extraction approach on roughly 2,000
French websites, approximately from 400 various domains, but we target only ten websites
for the purpose of evaluation. To study the robustness of the approach in various domains,
we pick the websites from very different domains. Table sumarizes the target websites
and the number of the URLs in each website after filtering out the uninteresting pages.
Due to confidentiality issues, we refer to the websites not by their names but by their

domains. As the table shows, we study both small and big websites in our evaluation.

We execute our keyword extraction approach on each website. The number of the

extracted keywords is a function of the representativeness and the importance of the words
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Table 6.2: Target websites in the keyword extraction evaluation

Website Total number of pages
Advertising business 70
Construction material 200
Financial Services 303
Beauty products 2,446
Insurance 1,906
Décoration 2,633
Certification 253
Industrial gaz 2,371
Electric bed 457
Recipes 856

within the studied pages and the way they are associated with each other. Web pages may
have some extracted keywords in common. In addition, some keywords are morphological
variants of each other, i.e. near duplicate keywords. Table shows the number of
the extracted keywords from each website after removing duplicate and near duplicate
keywords. It also shows the average number of the extracted keywords per URL. Some
of the studied websites in our experiment, such as “Beauty products” and “Décoration”,
contain a considerable amount of information and a lot of keywords are extracted from
their corresponding pages. Near duplicate keywords in each website are detected using the
heuristic explained in Section [5.3]

Table 6.3: Statistics on the keywords extracted using the proposed approach. The average
number is calculated over all the keywords and not the unique ones.

Website #unique KWs | Average number of KWs/URL
Advertising business 177 3.2
Construction material 503 5.9
Financial Services 758 3.6
Beauty products 13,465 9.6
Insurance 5,099 4.3
Décoration 14,728 9.1
Certification 761 4.1
Industrial gaz 11,097 5.9
Electric bed 1,994 6.2
Recipes 4,227 7.1

As will be seen in the following of this chapter, user-based evaluation is performed on
the extracted keywords and precision value is computed accordingly. However, to compute
the recall value, a gold standard set is needed. In the following, we explain the difficulties

of this task and present our heuristic for generating this set.

Gold standard set for computing recall value

Unlike precision, computing the recall value is challenging due to the difficulties of gener-

ating a gold standard set of keywords for web pages. It is very demanding for the evaluator
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to extract all keywords of each studied page and to generate the gold standard set accord-
ingly. It is also not possible to exploit existing data for this purpose. For some pages,
keywords in the Meta keywords tag of the HTML source codes could be used but many
pages do not have this information or their Meta tags contain keywords which are not good

descriptors of the pages.

Due to these difficulties in generating a gold standard set of keywords for each URL,
we generate one for keywords of the whole website. To achieve this, we make use of four
pieces of information: 1) the keywords extracted by our approach that have been evaluated
as good keywords, 2) the keywords extracted by the baseline approach, labeled as good
keywords by the evaluator (see Section [6.3)), 3) the keywords introduced by an expert of
the domains for the studied websites, 4) the keywords obtained from Google analytics tool
that are well-formed and relevant to the website. In the last two cases, the keywords could
have words which are out of vocabulary of the studied website. Due to this property, we
may never reach the recall value of 100% on our extracted keywords. To better show the
effectiveness of our approach in terms of the recall value, we remove the keywords which

contain out of vocabulary words before computing this measure.

6.2.2 Experimental results and evaluation

We pass the generated experimental data to the evaluator, who studies the content of
each URL and accordingly labels its extracted keywords as “good” or “bad”. We recall
that our evaluator is a French native speaker, who is an expert in the target application
and familiar with the target domains. In this evaluation, the evaluator is asked to take all
representativity, specificity, and cohesiveness properties of the keywords into consideration.
For bad keywords, the evaluator is asked to specify the reason, mentioning if they are ill-
formed or not good descriptors of the studied pages. The first reason is related to the
cohesiveness property, while the latter one is linked to the representativity and specificity.
In case of missing more than one property, the evaluator mentions the one which is more

dominant. This information could help us to improve the approach in the future.

The evaluation measures in this step are precision, recall, and F1-measure. We compute
the precision value on both web page and website level. In the former case, we first compute
the precision on each web page of the website individually and we take an average over all
the obtained precision values to have the average precision on the web page level. In the
latter one, we aggregate all the extracted keywords and using their evaluation labels, we
compute the precision on the whole website. It should be noted that duplicate and near
duplicate keywords are removed in the aggregation step. Figure illustrates the details

of these two measures.

Web page level and website level precision values are not necessarily the same. The
difference is that in the website level, all the duplicate and near duplicate keywords are
removed. The website level precision could be higher or lower, respectively, if the removed

keywords are mainly bad or good. Clearly, more duplicate and near duplicate keywords are
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Figure 6.3: Schemas for measuring page-level and website-level precision values

extracted from websites in which many web pages have duplicate contents. In our experi-
ment, “Construction material”, “Beauty products”, and “Décoration” respectively have the
largest number of such keywords. On the other side, “Certification”, “Advertising business”,
and “Industrial gaz” have more unique web pages and so more unique keywords. Due to
the great number of the URLs targeted in this evaluation, we do not report the precision
obtained for each web page. Table reports the average web page level precision in each
website.

Table 6.4: Web page level precision on the keywords extracted by the proposed approach

Website Precision
Advertising business 81.31
Construction material 90.52
Financial Services 86.9
Beauty products 84.23
Insurance 90.46
Décoration 91.44
Certification 84.01
Industrial gaz 87.38
Electric bed 85.08
Recipes 88.67
AVERAGE 87

Due to the difficulties in generating a gold standard set of keywords for each URL,
computing a “real” recall value on the web page level is not feasible. However, we compute
the recall value on the keywords extracted from the whole website by making use of the
gold standard set that we generated using different tools and approaches (see . We
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applied a heuristic for generating this set without claiming that it contains all the keywords

of the pages.

Using this gold standard set, we report the recall value over the extracted keywords
of the whole website. The match between near duplicate keywords should be taken into
consideration while computing the recall value. In other words, keywords which are mor-
phological variants of each other must be matched when comparing the gold standard set
and the extracted keywords. This comparison is performed automatically in our evaluation,

but this match may not be fully captured by this automatic approach.

We note that due to the issues in generating a “real” gold standard set and in capturing
the match between near duplicates, we rather compute an “approximate” recall value and

consequently an “approximate” Fl-measure.

Table [6.5] shows the values of the evaluation measures on the website level. Among the
studied websites, “Recipes” has the lowest recall value. This is mainly due to the fact that
the studied pages in this website are mostly long and very descriptive. We observed that
the constituent words of these pages are mainly unique and they do not occur frequently in
the content. In addition, their title and Meta description tags mainly contain very generic
phrases. As a result, not all the discriminative words can be detected using our extraction
features, which decreases the recall value. For instance, we miss ingredient words. As a
future work, we need to study web pages in which words do not appear frequently in order

to propose alternative extraction features.

In our enrichment application, recommending bad keywords to user is not acceptable.
Therefore, precision is more important than recall. Table [6.5] also represents the values of

Fy 5, which emphasizes more on the precision value.

Table 6.5: Evaluation results on the keywords extracted by the proposed approach on the
website level

Website Precision | Recall Fi Fos
Advertising business 82.48 60.58 | 69.85 | 76.92
Construction material 94.23 61.24 | 74.23 | 85.06
Financial Services 84.69 64.07 | 72.95 | 79.57
Beauty products 87.59 76.54 | 81.69 | 85.13
Insurance 88.11 73.4 | 80.08 | 84.71
Décoration 93.48 774 | 84.68 | 89.75
Certification 83.83 62.61 | 71.68 | 78.51
Industrial gaz 90.16 72.27 | 80.23 | 85.91
Electric bed 81.99 7774 | 79.81 | 81.1
Recipes 89.7 55.43 | 68.52 | 79.83
AVERAGE 87.62 68.12 | 76.37 | 82.64

Figure [6.4] shows the ratio of the keyness properties that have not been satisfied in the
bad keywords extracted in all the ten websites. Specificity is related to the cases where the
evaluator found the extracted keywords to be very generic, while in Representativity, the

keywords were not related to the subject of the studied page. In Cohesiveness, the structure
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of the multi-token keywords is reported as an ill-formed structure. We observe that bad
keywords are mainly related to the specificity property. On the dataset of construction
material, “barbelé fil”, “choix de couleur” and “demande” are respectively examples of ill-

formed, non-representative and too generic keywords extracted by our approach.

To reduce the ratio of “bad” keywords, as a future work, we should mainly study
two points, which respectively target “cohesiveness and specificity” and “specificity and

- o
representativeness” properties

e Improving patterns in the pattern-based filtering of keyword generation (Section [5.3)):
patterns of the ill-formed keywords need to be detected and considered in the keyword
generation step so that cohesiveness property of the extracted multi-token keywords
would be better satisfied. In addition, our analysis shows that some generic keywords
have common patterns, e.g. “page 4”7 and “page 11”. These generic patterns could be
detected and added to the pattern-based filtering in order to extract more specific

keywords.

e Performing more analysis on the extraction features: some generic keywords have
no common patterns for filtering. To avoid extracting such keywords, the extraction
features should be improved in order to extract more discriminative words from
the web pages and consequently to generate more specific keywords. In addition,
having more effective features, the extracted keywords would be more relevant to the
content of the studied pages and the representativity property of the keywords would
be better satisfied.

6.3 Comparing with a baseline approach

Similar to our work, [Yih et al| (2006) target web pages as the input data. The two

works share some extraction features, although our work makes use of a smaller set of

0.8 71.87%

0.6
0.4

21.87%

0.2 6.25%

Representativity Specificity Cohesiveness

Figure 6.4: Analyzing the “bad” keywords extracted by the proposed approach
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Figure 6.5: Different steps of the baseline (top) and the proposed (bottom) keyword ex-
traction approaches

features. Due to this similarity, it would be interesting to compare our approach with
theirs. However, neither their evaluation corpus nor their method is available and so such
a comparison is not feasible. Alternatively, we choose TF.IDF as the baseline approach,

which is a traditional and widely-used statistical approach for this purpose.

Applying TF.IDF on the page content leads to the extraction of single token keywords.
In our approach, however, we extract both single and multi-token keywords. In order to
have the same level of granularity in our evaluation, we exploit TF.IDF in a way to extract
both single and multi-token keywords. We recall that our keyword extraction approach
consists of three main steps: text analysis, top words selection, and keyword generation.
As the baseline approach, we use TF.IDF only for the top words selection step. In other
words, we have the same procedure of text analysis and keyword generation in our approach
and the baseline approach. Figure[6.5]illustrates the steps in the two approaches. It should
be noted that to compute the IDF values while extracting top words of a web page, we

make use of all pages of the corresponding website as the corpus of documents.

To compare with the baseline approach, the same data as in Table[6.2]is exploited. The
number of the extracted single words in our approach is a function of the representativity
and the importance of the words within the studied page. In the baseline approach, the
same number of words as in our approach is selected and passed to the keyword generation

step. Table shows the statistics on the keywords extracted using the baseline approach.

Although the number of the single words passed to the keyword generation step is equal
in the two approaches, the number of the generated keywords may not be the same, as it
depends on the way that the selected words are associated in the content of web pages.
However, since TF.IDF assigns higher weights to words which are less frequently used in
the corpus and focuses more on the specificity feature of words, it generates a smaller

number of duplicate and near duplicate keywords.

Similar to the evaluation of our approach, here, we compute the precision on both web
page and website levels but the recall value only on website level. Table compares the

web page level precision values obtained for the baseline and the proposed approach.
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Table 6.6: Statistics on the keywords extracted using the baseline approach. The average
number is calculated over all the keywords and not the unique ones.

Website #unique KWs | Average number of KWs/URL
Advertising business 172 2.9
Construction material 1134 5.05
Financial Services 651 2.9
Beauty products 14060 8.09
Insurance 5471 4.3
Décoration 14411 8.04
Certification 842 4.05
Industrial gaz 9162 4.8
Electric bed 1952 5.8
Recipes 4137 6.8

Table 6.7:

proposed keyword extraction approaches

Web page level precision on the keywords extracted by the baseline and the

Website Precision - Baseline (TF.IDF) | Precision - The proposed approach
Advertising business 46.82 81.31
Construction material 54.6 90.52
Financial Services 53.97 86.9
Beauty products 60.36 84.23
Insurance 56.01 90.46
Décoration 59.24 91.44
Certification 57.36 84.01
Industrial gaz 55.19 87.38
Electric bed 45.18 85.08
Recipes 57.07 88.67
AVERAGE 54.58 87

The website level precision, recall, and F1-measure are reported in Table [6.8] In both
web page and website levels, our proposed approach performs considerably better than the
baseline approach, specifically on the precision value. Figure illustrates the comparison

between the two approaches on the website level and over the ten websites.

We also analyzed the bad keywords extracted by the baseline approach in order to find
the keyness properties that are not captured properly by this approach. Figure shows
the result of this analysis. On the dataset of construction material, “2000 mm de large”,
“premiére partie” and “commande” are examples of the keywords extracted by the baseline
approach, which were respectively labeled as ill-formed (incomplete), non-representative

and too generic keywords by the evaluator.

According to Figure in the baseline approach, the bad keywords are mainly irrele-
vant to the content of the studied pages and so do not satisfy the representativity property.
Comparing the percentage of the non-representative keywords extracted by our approach
and the baseline approach (21.87% wvs. 80.65%), we conclude that TF.IDF, on its own,
is not an effective feature for capturing representative words of web pages. We believe

that this is mainly due to the fact that TF.IDF considers the content of a web page as
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Table 6.8: Evaluation results on the keywords extracted by the baseline approach on the
website level

Website Precision | Recall | F1-measure
Advertising business 44.18 31.53 36.8
Construction material 55.96 53.35 54.62
Financial Services 50.84 33.03 40.04
Beauty products 61.16 55.76 58.31
Insurance 56.42 50.43 53.26
Décoration 61.4 49.74 54.96
Certification 56.41 46.61 51.04
Industrial gaz 57.67 38.16 45.93
Electric bed 44.51 41.32 42.86
Recipes 55.32 33.46 41.7
AVERAGE 54.38 43.33 47.95
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
Precision Recall F1-measure
M Proposed approach 0.87 0.68 0.76
Baseline approach 0.54 0.43 0.47

Figure 6.6: Effectiveness of the proposed approach wvs. the baseline approach on the website
level and over 10 websites

a plain text, where all parts of the page are equally taken into consideration. In other
words, it does not exploit informational features which play an important role in detecting

representative words of a page.

In our experiment, we apply the TF.IDF on document level and not on domain level.
This means that the TF.IDF assigns low weights to words which appear frequently in
different pages of a website. These words may, however, be good representative of the
domain of study and assigning low weights to them could lead to missing representative
keywords of the studied document. Since in our application, we are interested in represen-
tative keywords and not merely the specific ones, an alternative solution would be to apply
TF.IDF on domain level in order to detect domain-specific keywords more effectively. We,
however, did not try this solution because applying TF.IDF on domain level would require

processing a large set of documents from different domains. In our recommendation ap-
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proach, such a set may not be available. In addition, we did not find the complexity of

this processing to be efficient for our application.

We, however, are not interested in generic keywords, which are common across different
domains. Compared to our approach, we observed that TF.IDF can better avoid generating
such generic keywords. As before, the cohesiveness property, corresponding to the keyword

generation step of our proposed approach, is mostly satisfied.
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Representativity Specificity Cohesiveness

M Baseline approach 80.65 15.88 3.46
Proposed approach 21.87 71.87 6.25

Figure 6.7: Properties of the “bad” keywords extracted by the baseline approach vs. the
proposed approach

6.4 Conclusion

In this chapter, we performed an experiment on the number of single words selected in the
second phase of top words selection step and we found the fix value of 10 to be effective
enough in this phase. To sum up, in the first phase of top words selection step, depending
on the representativity and importance of words within the studied document, i.e. their
scores, various number of words are selected (fop-K). In the second phase, this set is
expanded by adding a fixed number of single words, ¢.e. 10, which frequently appear with
the top-K words. Eventually, depending on the total number of single words and the way
they are associated in the content of the studied document, various number of keywords

are generated in the keyword generation step.

We also evaluated the effectiveness of the proposed keyword extraction approach. The
obtained values for the evaluation measures indicate that our basic and knowledge-poor
approach can effectively extract keywords from different web pages. More specifically, our
approach achieved a high precision value (approximately 87% on both web page and web
site levels), which is required for our enrichment application. Depending on the studied
websites, values of the evaluation measures vary. However, the approach performs effec-

tively on different domains and this confirms its domain-independent property.
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Comparing to the baseline approach, the keyword extraction approach performs consid-
erably better (54% wvs. 87%). This indicates that our extraction features and the exploited
co-occurrence score significantly outperform the TF.IDF feature. This could be due to the
fact that TF.IDF is a statistical feature. This baseline approach analyzes a web page as
a plain text without prioritizing some parts of the page using informational features. In
addition, applying TF.IDF on document level leads to assigning low weights to common

but representative words of the studied domain.

It is worth mentioning that the complexity of the two approaches is comparable and

both are executed in a reasonable time.
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Topic Detection Methodology

Contents
[7.1 Coarse-grained topic detection| . . . ... ... .......... 118
[7.1.1 Graph generation|. . . . . . . .. ... .. ... ... 119
[.1.2  Graph analysis| . . . . .. . ... o oo 132
[7.1.3  Selecting the relevant topics| . . . . . . ... .. ... 0. 137
[7.2  Fine-grained topic detection| . . . . . . ... ... ... ..., 138
[7.2.1  Graph generation]. . . . . . . ... . .. oo 138
[7.2.2 Graphanalysis| . . .. ... ... .. o o 140

Topic detection aims at detecting the latent topics in a collection of keywords. A
collection of keywords may actually cover several topics. Some of these topics might be
semantically related, while some others might be independent. In addition, a collection
may contain ambiguous keywords with different meanings belonging to different topics that
must be distinguished. Considering these issues, in this chapter, a topic detection approach

is proposed in order to disclose the topics of a collectionﬂ

The topic detection approach takes a set of weighted keywords as input. It consists
of two functions that return a two-level topic description so as to offer a more structured
and a more informative recommendation. Topics in each level are represented as sets of

keywords.

o Coarse-grained topic detection: This function aims at detecting the coarse-grained
topics within a collection of keywords, detecting polysemies, and eventually returning
the topics which are related to the enrichment’s point of view. Those topics usually
contain a large number of keywords, which are mainly expected to be "semantically

related".

e Fine-grained topic detection: This function further divides the domain of study by
dividing each relevant coarse-grained topic into sub-topics and generates a set of fine-
grained topics. Keywords in those topics are mainly expected to be "semantically
similar". Each fine-grained topic is identified by a representative keyword and a
ranked list of keywords. The ranking shows the importance and the relevancy of the
keywords within each topic. The representative keyword, which is the highest ranked
keyword in the topic, shows its main subject. Having representative keywords makes

the recommendation more informative and more understandable for users, who can

!Submitting a patent on the topic detection methodology is currently being discussed.
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easily pick the desired subjects within the domain of study. It is also essential to have
a ranked list of keywords in the recommendation, as our approach needs to make a
balance between the reduction of the semantic gap and the length of the enriched
document. The ranking allows users to add the recommended keywords to an input
document in order of importance and relevancy to the corresponding point of view

until the allowed maximum length of the document is achieved.

For each function, a graph-based approach is proposed in order to model explicit se-
mantic relations between keywords. In this context, topic detection amounts to community
detection with a graph of keywords. A graph-based approach consists of two main compo-
nents: graph generation and graph analysis. The details of the two components is, however,
different in the two functions. Figure illustrates the overall framework of our topic de-
tection approach. The coarse-grained and fine-grained functions are respectively shown as
Cg-TD and Fg-TD. The fine-grained topic detection has two levels, both graph-based (not
represented in the figure). In the first level, semantic similarity between keywords is ana-
lyzed to return sets of semantically consistent clusters, while in the second level, we analyze
dissimilarity between keywords of different clusters to eventually generate discriminative

clusters, 4.e. fine-grained topics.

To sum up, three different graphs are generated in our topic detection approach: one for
detecting coarse-grained topics and two for detecting fine-grained ones. We note that our
topic detection approach is domain-independent. It was initially proposed for French but
it is easily tunable to different languages. In the following, each function of the approach

along with its corresponding components is explained in more details.

7.1 Coarse-grained topic detection

The first function in the topic detection step aims at detecting the underlying topics in a
collection of keywords. We recall that in this thesis, a "topic" is defined as a set of keywords
which can be semantically similar, such as synonyms, or semantically related, such as
meronyms and hyponyms. The coarse-grained topic detection function also disambiguates
the polysemous keywords. Since these topics are mainly generic and contain a large number

of constituent keywords, we name them coarse-grained topics.

In order to detect the coarse-grained topics, we make use of a graph-based model. Un-
like latent approaches, explained in Section graphs are able to model explicit relations
between keywords of a collection and they can take various types of relations into account.
Graph analysis approaches let us obtain significant information about the keywords and

their connections.

In the following, we explain the two components of the graph-based approach that we
proposed for detecting the coarse-grained topics. The first component generates a graph of
keywords and models their interaction according to their degree of similarity. In the second

component, the generated graph is analyzed to identify the various topics that compose it.
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Figure 7.1: Topic detection framework

7.1.1 Graph generation

The first component in the coarse-grained topic detection generates a graph of keywords.
By modeling the semantic relatedness between the keywords, we aim at detecting clusters
of highly connected keywords in the generated graph, which are considered as our topics.
In this work, we consider the graph as undirected and unweighted. Having an undirected
graph, the similarity between nodes is assumed to be symmetric, which is a typical as-
sumption behind most of the topic detection approaches. Although this is not always a
true assumption, it simplifies the problem. By considering the relations to be symmet-
ric, the computational cost of analyzing the graph decreases significantly. In addition, we
found the evaluation of symmetric relations to be less complex and more precise than for

asymmetric relations.

The degree of similarity between two keywords helps us to decide if they should be
related in the graph. However, once this decision is made, we consider the graph as

unweighted. The nodes of the graph are weighted but not the edges.
The graph generation starts by the node generation phase. It is then followed by

the edge generation phase, where the semantic relatedness between nodes of the graph is

modeled as edges of the graph.
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Node generation

As previously mentioned, the first step of our graph-based approach is to generate a graph
of keywords. In the node generation phase of the graph generation step, we take the
weighted keywords, extracted from the collection of documents, as the input. These key-
words may, however, be duplicates or morphologically variants of each other, i.e. near
duplicates. They may also contain information which we did not find useful for our appli-
cation. Brand names are examples of such uninformative information. In order to reduce
the size of the graph, we apply two steps on the input keywords: removing duplicate and
near duplicate keywords and removing brand keywords. As the output, we will have a set of
unique keywords which are informative enough for our application. These keywords form

the nodes of the graph. In the following, we explain each step in more details.

Removing duplicate and near duplicate keywords. Since keywords are extracted
from different documents of the collection, the input list of keywords may contain dupli-
cates. Since the graph nodes must be unique, the duplicate keywords should be removed.
Each duplicate word has its own individual weight. While removing the duplicates, these
weights need to be transferred into a representative weight that is assigned to the unique
keyword which is kept and modeled as a graph node. To calculate this weight, we simply
take an average over all the normalized weights of the duplicate keywords. Figure shows

an example on how the weights are re-calculated when redundant keywords are removed.

URL Keyword Weight
www.url1.com KW1 2
www.url1.com KW2 3
www.url2.com KW1 1
www.url2.com KW3 6

\

URL Keyword Normalized weight
www.url1.com KW1 0.666
www.url1.com Kw2 1
www.url2.com KW1 0.166
www.url2.com KW3 1

v
Keyword Final weight
KW1 0.416
Kw2 1
KW3 1

Figure 7.2: Example of re-calculating weights while removing duplicate keywords
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In addition to duplicate keywords, some keywords might be morphological variants
of each other, called near duplicates. In this step, we remove these keywords to ensure
that each node of the graph brings enough information, which is not found in any other
node. In addition, by removing these keywords, we reduce the size of the graph and so the

complexity of its analysis.

Our heuristic for detecting near duplicate keywords has been explained in Section [5.3]

Removing brand keywords. Depending on the target application and the type of the
target documents, some of the extracted keywords may not be informative. In the node
generation phase, the uninformative keywords should be removed. For our enrichment
application based on web pages, we focus on brand nameﬂ Although brands might be
interesting for some applications, we did not find them informative for our specific problem
as they are not useful for enrichment. In fact, they are too specific to be used for enriching

the content of a web page with respect to other pages.

To overcome this issue, brands of a collection should be detected and keywords which
contain these brands should be filtered out. Different approaches can be used to detect
brand names. Depending on the domain of the target documents, one may use a relevant
database of brands. An example is the database provided by [NPIE], the national intellec-
tual property office of France. Although this database can be used as a source of brands in
our approach, its big size and also the limitation on the number of requests to the database
add complexity to our approach. Since the enrichment approach proposed in this thesis is
knowledge-poor, here, we propose a knowledge-poor approach for brand detection, which
uses documents of the enrichment collection to detect the brands. Although this approach
may not detect all brands of the collection, due to its low complexity, we found it efficient
enough for our problem. As a future work, we can work on a more effective approach of

brand detection for the node generation phase.

For brand detection, we assume that the main brands of the collection mostly appear
in the web page URLSs of the collection. More specifically, they appear in the domain name
of the URLs. Since this assumption is not always correct, our approach may not detect all
the brands. However, as most of the brands can be detected making this assumption, to
simplify the problem, we take advantage of it. To be clearer, the basic format of a URL,

including its domain name, is shown in Figure [7.3]

Having the domain names of the URLs in the collection, brands are detected using
the information provided by an online dictionaryﬁ We assume that a domain name is a
brand if it is not listed in the dictionary. We make this assumption because some domain
names are meaningful and are not brands in other contexts. Hence, considering them as
brands and removing their corresponding keywords leads to missing non-brand keywords.

As an example, having "extension en bois" as the input keyword, one of the returned URLs

2By definition, brand is “a type of product manufactured by a particular company under a particular
name”

https://www.inpi.fr/fr

“Larousse online dictionary in our work
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protocol hostname directory filename query parameters

| Il Il Il Il |

http://www.mywebsite.com/apparel/skirt.php?sku=1238&lang=en&sect=silk
L | I |

domain name URI

Figure 7.3: Basic format of a URL

by Google is http://www.bois.com/renover/extensions. It is obvious that the
domain name of this URL, ¢.e. "bois", is not a brand and is one of the main words of the
discussed topic. In order to determine if a domain name is a brand, it is sent as a query
to the online dictionary and the result is parsed. If the dictionary detects the query and
returns a definition for it, the domain name is detected as a non-brand. Otherwise, it is
added to the list of the detected brands.

Magasin Le Poéle a Bois Solliés Pont, Var, 83 - Le Poele a Bois
www.le-poele-a-bois.com/magasin-poele-a-bois-sollies-pont-83.htmi ~ Translate this page

Le Poéle & bois 130, avenue de lArlésienne 83210 SOLLIES PONT. Ouverture du lundi au samed de
9h00 & 12h00 et de 14h30 & 18h30. Tél. 04.94.28.89.79

. poéle a bois:

—:_)

I'
le-poele-a-bois
lepoeleabois
le poele a bois

le-poele-a-bois
lepoeleabois

Figure 7.4: Example of the brand detection approach

It should be also noted that a domain name may have different variations and the brand
detection approach should be able to detect these variations. A domain name may contain
a dash punctuation mark ("-") in the URL of a web page but this mark can be changed
into a space in the content of the page. An example is https://www.gtf-bois.com/
with "gtf-bois" as the domain name. In the content of this page, the domain name appears
both as "gtf bois" and "gtf-bois". Hence, keywords which contain "gtf bois" should be
also considered as brand keywords. Due to this variation in the content of the URL and
the page, we also check the meaning of a domain name’s variations. In our approach, the
variations are obtained by replacing the dash by a space and removing the dash (replacing
it by no character). It should be noted that in case of having a multi-token domain
name, it is likely that the dictionary returns no corresponding definition for a meaningful
compound word. To overcome this problem, for multi-token domain names, the presence
of each token in the dictionary is also checked separately. If all the tokens are present

in the dictionary, the domain name is assumed to be non-brand. Example is http://


http://www.bois.com/renover/extensions
https://www.gtf-bois.com/
http://www.maison-ecologique-bois.com/
http://www.maison-ecologique-bois.com/
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www.maison—-ecologique—-bois.com/, with "maison-ecologique-bois" as the domain
name and "maison ecologique bois" as one of its variations. Although there is no entry in
the dictionary for "maison ecologique bois", all the tokens can be found in the dictionary
and the term is detected as a non-brand keyword. As before, "maison-ecologique-bois" is

detected as a brand and any keyword which contains this brand is filtered out.

Figure demonstrates the brand detection procedure for an input keyword "poéle &
bois". The URLs of the collection are processed one by one and the first URL is shown as
an example in the figure. For each URL, its domain name is firstly extracted and added
to the list of "potential brands" along with its variations (if any). Having all the potential
brands, they are passed to a dictionary and according to the result of the requests, they

are detected as brands or non-brands.

At the end of the node generation phase, a reduced list of weighted keywords is returned,

in which the keywords are presumably informative and different of each other.

Edge generation

Once the potential nodes are identified, one has to model their connectivity. As explained
in Chapter [3 edges can represent different types of relations. In our approach, we aim
at capturing the semantic relatedness between nodes in order to eventually detect sets of
semantically consistent keywords, which are referred to as "topics" in this thesis. Since the
keywords do not necessarily share common words, morphological similarity measures, such
as Cosine and Jaccard, cannot effectively capture the semantic relatedness between them.
In addition, in case of polysemies, the morphological measures detect similarity between
keywords which are from different domains. Here, we propose an approach for capturing

similarity without depending on the notion of common words between two keywords.

Since we aim at proposing a domain-independent approach of topic detection,
knowledge-based similarity measures are not exploited in our work. Instead, we make
use of corpus-based similarity measures. Unlike knowledge-bases, text corpora are up-
dated more regularly and they contain more real-world relations. In our approach, two
corpus-based similarity measures are proposed for capturing similarity between keywords.
As a corpus, we exploit the web, which is a huge, multi-domain and multilingual resource
that is updated regularly. Since new words are added to the web frequently, it is a good
resource for mining semantic relationships for unseen words. The web also contains both
common words, found in news articles, forums and blogs, and specific terms, found in
scientific documents. However, the size of the web data is huge and it may contain un-
reliable or irrelevant content that should not be used by our approach. To mitigate this
issue, we filter the web data associated to each keyword using search engines: each input
keyword (node) is queried in a search engine and the returned result by the search engine
is associated to the keyword as its contert. We assume that due to the high performance of
search engines, the generated context is highly relevant to the keyword and can be used as

a source of information for capturing the similarity of the keyword with any other keyword.


http://www.maison-ecologique-bois.com/
http://www.maison-ecologique-bois.com/
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Hence, our measures are knowledge-poor but they depend on search engines’ results. Due
to the limitations on the number of requests to search engines that can be made, we need

to assure that the measures perform effectively with an optimal number of requests.

The context of each keyword is generated in the context acquisition step and it is
then exploited for measuring similarities: wvocabulary-based similarity and co-occurrence-
based similarity. Each of these measures captures a specific aspect of similarity between
keywords. The first measure is based on the context similarity between two keywords.
It assumes that the contexts of similar keywords are close to each other in terms of their
common words. The second measure, however, assumes that if two keywords are similar, it
is more likely to have them as co-occurring keywords in different contexts. In Chapter[§] we
evaluate the accuracy of each of these measures in distinguishing similar pairs of keywords
from dissimilar ones. We then show that exploiting both of these measures outperforms

using each of them individually.

We recall that we are interested in capturing the semantic similarity but also the
semantic relatedness between keywords. We aim at capturing synonyms, meronyms and
hyponyms. Unlike some works which assume antonyms to be semantically related, we
are not interested in capturing this kind of relation for our enrichment problem. Our
assumption is that the semantic similarity and the semantic relatedness are respectively

captured through vocabulary-based and co-occurrence-based similarities.
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Figure 7.5: Edge generation flowchart

Context acquisition The similarity between any two nodes (keywords) is computed

based on their corresponding contexts. For each keyword, a context is a collection of texts
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which is returned by a search engine in response to querying that keyword. In more details,
to compute the similarity between two given nodes, each node is queried individually in
a search engine. The top-P web pages returned by the search engine are collected. The
sanie constraints as in the enrichment collection generation step are applied in this step,
e.g. removing pages issued from dictionaries, social networks, etc. Similarly, we only make
use of organic results in the search engine result page (SERP), since they contain more
informative and less biased content comparing to paid results. Having organic results of
the search engine, snippets, page contents, and domain names of the URLs are extracted
to be later used for calculating the similarity between any pair of nodes. "Snippet" is the
short content which appears underneath the title of a page in the SERP. It is usually the
content of the Meta description, a HTML tag that summarizes a page content. A search
engine may however select a different text as the snippet in case that the Meta description

is empty. Figure[7.6] shows an example of a snippet in the search engine result page.

We recall that our proposed approach is knowledge-poor but dependent on search
engines. The complexity of the context acquisition step depends on the number of the
graph nodes, i.e. queries, and the size of the SERP that is retrieved as context. In our
work, we control this complexity by limiting the number of documents in the enrichment

collection and also optimizing the number of requests sent to a search engine.

Any search engine can be used for generating the context. However, due to the wide

use of Google, we exploit only this search engine for retrieving the required contexts.

Vocabulary-based similarity Vocabulary-based similarity is one of the similarities
that we proposed for generating edges of the graph. The main assumption behind it
is that similar keywords are expected to discuss the same subject and so are more likely to
be used in closer contexts. Here, we consider the vocabulary of a keyword as its context
and we consider that two keywords are very similar if they are associated to the same
vocabulary or to overlapping ones. Often in this thesis, we exploit search engine results
as a knowledge source. Here, we exploit the snippets returned by a search engine in an-
swer to a keyword query as a context associated to that keyword. We can thus measure
the similarity of two keywords through the similarity of their snippets and the overlap of
their vocabularies. Snippets contain descriptive contents about the queried keyword. In
addition, they are short and so cheap to analyze. Snippets are basically written in such
a way that they contain the most relevant words to a query. Hence, comparing to page

contents, the number of irrelevant words is considerably lower in snippets. Due to these

Assurance auto : Comparateur et Devis Gratuit - Assurland.com
https://www.assurland.com/assurance-auto.html » Translate this page

Rating: 4.3 _ 1.095 reviews
Economisez jusqu'a 40% sur votre assurance auto | Comparez GRATUITEMENT et en moins de 5
minutes les tarifs et les garanties des assurances auto.
Auto - Comparatif assurance auto - Devis d'assurance auto

Figure 7.6: Example of a snippet in the search engine result page
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advantages, we use them in order to expand the vocabulary associated to any keyword
and for our vocabulary-based similarity. This expanded vocabulary gives a richer informa-
tion for computing the similarity between any two keywords. The idea of expanding the
vocabulary of the studied keywords is inspired by Sahami and Heilman| (2006]). However,
our similarity is different from theirs both in the exploited source of information and the
details of the similarity measure. In Section [§ we show that our measure outperforms the

one proposed by Sahami and Heilman| (2006)).

The inspiration was taken from the experiments of Bollegala et al.| (2007)), who found
their measures to perform better than the approach proposed by [Sahami and Heilman
(2006). Their measures rely on Google page counts. Some articles discuss that page
counts returned by Google are not reliable anymoreﬂ Our preliminary experiment on
these measures confirmed this argument, as they did not capture the similarity between
keywords effectively. In fact, functionalities of search engines, such as their page counts,
are changing over time and measures which rely on these functionalities may work only
for a certain period of time. According to the experiments presented in (Bollegala et al.|
2007), after the page count-based measures, the approach of [Sahami and Heilman| (2006])
performs the best in terms of precision and F1l-measure. Relying on this finding, we were

inspired by this work.

In more details, to compute the vocabulary-based similarity between any two nodes
of the graph, we query each node in Google search engine. For the top-P results, the
snippets are then extracted, merged and considered as a description of the queried node.
Querying two nodes individually in the search engine, the unique words in their snippet
sets are respectively called extracted vocabulary 1 and extracted vocabulary 2. To be clearer,
Figure illustrates the vocabulary generation for an example query. We note that the
difference between a snippet set and its corresponding vocabulary is that the former one

may have duplicate words, while a vocabulary has only unique words.

After obtaining the vocabularies of the two keywords, a pre-processing is applied on
the content of each vocabulary, including lemmatization, stop word removal, domain name
removal, etc. The same approach of brand detection that was explained in the node genera-
tion phase is also performed on the two vocabularies in order to get rid of brand names, that
we do not find informative for our application. The two pre-processed vocabularies are then
compared based on their constituent words. We tried eight different measures to compute
the similarity between two vocabularies according their common tokens. The measures are
divided into two different categories: unweighted measures and weighted measures. Unlike
the unweighted measures, the weighted measures assume that words of a vocabulary have
different levels of importance. Hence, depending on the importance of the common to-
kens in each vocabulary, they have different contributions in these similarity measures. In

Chapter [§) we compare the performance of the eight measures.

Following is the description of each of these measures. FEzitracted vocabulary 1 and

extracted vocabulary 2 are respectively represented as V1 and V2.

Shttps:/ /searchengineland.com/why-google-cant-count-results-properly-53559
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Input keyword
[, poéle 24 cm Q,
All Images Videos News More Settings Tools

About 488,000 results (0.45 seconds)

Poele tefal 24cm - Cdiscount.com
www.cdiscount.com/maison/r-poele+tefal+24cm.html ~ Translate this page

Vite | Découvrez nos réductions sur l'offre Poele tefal 24cm sur Cdiscount. Livraison rapide et
économies garanties |

TEFAL TALENT Poéle 24cm tous feux dont induction - Achat / Vente ...
www.cdiscount.com » ... » Poéle » Poéle Tefal ~ Translate this page

Soldes* d'été 2017 | Vite | Découvrez I'offre TEFAL TALENT Poéle 24cm tous feux dont induction pas
cher sur Cdiscount. Livraison rapide et Economies ..

Plus produit: Tous feux dont induction Marque: TEFAL
Revétement intérieur: Anti-adhésif

—> Snippet set

Tefal E4400402 Talent Poéle 24 cm: Amazon.fr: Cuisine & Maison
https://www.amazon.fr/Tefal-E4400402...Poéle-24/.. /BOOBWFYS... * Translate this page Removing|duplicate
Amazon fr: Petits prix et livraison gratuite dés 25 euros d'achat sur les produits Tefal. Commandez Tefal words

E4400402 Talent Poéle 24 cm.

R L Vocabulary
Poéle TALENT 24 cm TEFAL pas cher a prix Auchan

https://www.auchan.fr » Cuisine » Cuisson » Poéle, sauteuse v Translate this page
Les repas vont devenir des moments privilégiés gréace a cette poéle 24cm en aluminium Talent de
TEFAL avec insert inox pour un design haut de gamme

Figure 7.7: Example of the vocabulary generation

o Unweighted similarity measures: We tried six different similarity measures, which
assume that all the words in the two vocabulary sets V1 and V2 have the same
degree of importance. This assumption lowers the complexity of these measures.
However, as will be seen in Chapter [8] this simplification may decrease the accuracy
of the computed similarity value. These measures, which are quite traditional, mainly
differ in their normalization factor. Due to the wide use of these measures in the
domains of information retrieval and text mining, we were motivated to study their

accuracy for our purposes.

1. Jaccard similarily
The well-known Jaccard similarity is one of the measures that we use in order
to compute the similarity between two keywords based on their common vo-
cabulary. Equation [7.I]shows the formula for calculating the Jaccard similarity

measure.

_ |V1ﬂV2| _ |V1ﬁV2’
‘VlUV2| |V1|+|V2|—|V1ﬂV2’

Jaccard(Vy, Va) (7.1)

2. MazDivision similarity

The number of common words between the two vocabularies can be also nor-

malized by the cardinality of the longer one. The similarity measure which
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applies such a normalization is called MaxDivision similarity in our work and is
computed using Equation [7.2]
VN Vo

Ma.%'DiUiSiOn(Vl, VQ) = m (72)

. MinDivision similarity

In contrary to the MaxDivision, in the MinDivision similarity, the number of
common words is normalized by the cardinality of the smaller set (Equation|7.3]).
Vin Vel

MinDiUiSiOn(Vl, VQ) = W (73)

. AvgDivision similarity

In order to find the similarity between two vocabularies, AvgDivision similarity

normalizes the number of common words by the average size of the vocabularies

(Equation [7.4)).

o Vinv;
AvgDivision(Vi, Vo) = Av|g(1|V1||2‘|/2|) (7.4)

. Dice simalarity

Dice similarity, also called Dice’s coefficient, is one of the similarity measures
that we tried. Equation shows the formula for computing the similarity of

the two vocabularies using Dice similarity.

2 x [ViNVa

Dice(Vl, VQ) = |V1| n |V2|

(7.5)

. Cosine similarity

The widely-used Cosine similarity measure was tried in our approach. This mea-
sure computes the similarity between two vocabularies using the scalar product
of the vocabulary vectors as normalization factor (Equation [7.6)).

Vin Vg

COSZTLE(Vl, ‘/2) = W (76)

o Weighted similarity measures: These measures are based on the assumption that

the words in a vocabulary do not have the same level of importance. Considering
a vocabulary related to a specific domain, some words of the vocabulary contribute
more to the domain of study. We exploited two different measures for assigning
weights to the words. Equation shows the general formula for calculating the
weighted similarity measures, where w indicates any word of the vocabularies. These
measures are traditional ones which differ in the way they compute word importance.
In the following, we explain how we adapted them to corpora composed of sets of

snippets.

Zwesl NSy WordImportance(w)

Weighted similarity measure = (7.7)

Zwesl US> Wordl mportance(w)
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1. Frequency-based similarity

In the Frequency-based similarity, words of a vocabulary are weighted based on
their normalized frequencies in the corresponding snippet set. The agsumption
is that the more frequent a word is in a snippet set, the more important it is
in the corresponding vocabulary. The normalized frequency of word w; in the
snippet set S is calculated using Equation

_ Freq(w;, S)

NFuus = ) (7.8)

where Freq(w;, S) is the frequency of w; in the snippet set S and N(w) is the
total number of words, including duplicates, in the snippet set.
The overall importance of w; in the two vocabularies V; and V5 is computed by
taking an average over the normalized frequencies of the word in the snippet
sets associated to the vocabularies (Equation [7.9)).

Nthgl + ]\7}7’10“52

WordImportance,,, = 5 (7.9)

2. TF.IDF-based similarity

In this measure, words are weighted using the TF.IDF measure, calculated over
the corresponding snippet set. Fach snippet is regarded as a document and
TF.IDF assigns higher weights to the words which appear frequently in one
snippet but rarely in the others. After computing the weights of words in each
snippet, the importance of each word in the whole vocabulary V is obtained
using Equation where TF.T DFwi’Smppet]. represents the weight of w; in
snippet 7, calculated using TF.IDF measure. SERP _size is the number of

snippets in the set.

SERP size
= TEIDF,. sni .
AVG_TF.IDF,,y = 21 e wi,snippet,

(7.10)

Similar to the frequency-based measure, the overall importance of a word in the
two vocabularies V'1 and V5 is computed by taking the average of its importance
in each vocabulary (Equation [7.11)).

AVG_TF.IDF,,v, + AVG_TF.IDF,, v,
2

WordImportance,,, = (7.11)

To sum up, the vocabulary-based similarity associates a vocabulary to each keyword
and computes the similarity between the keywords through the similarity between their
vocabularies. We compute this similarity using both unweighted and weighted similarity

measures and in Chapter [8) we show the effectiveness of each measure.

As a future work, we are interested to try third-order similarity measures in the

vocabulary-based similarity. These measures do not rely on exact matches between words
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and rather use collocation measures to capture similarity. As an example, the third-order
similarity measure proposed by [Dias et al.| (2007) could be used to study how the effec-
tiveness of the vocabulary-based similarity would change after using a measure which does

not depend on exact matches.

Co-occurrence-based similarity Co-occurrence-based similarity is proposed to cap-
ture similarity from another aspect, assuming that similar keywords are more likely to
appear within the same context. Here, we aim at capturing how probable it is to find one
keyword in the context of another keyword. The more probable it is, the more similar the

studied keywords are.

We consider the web pages in which a keyword occurs as the context of that keyword.
In concrete terms, the context of a keyword is formed by the contents of the pages returned
by Google, when this search engine is queried with the keyword. Let this keyword and its
corresponding pages be kw; and PageSet(kw;), respectively. The similarity between any
two keywords, kw; and kwj, is calculated using Equation In more details, in order to
compute how similar kw; is to kw;, we count the number of web pages in PageSet(kw;),
where kw; appears at least once. A keyword is considered to be in a web page if all its
tokens exist at least once in the page. It should be mentioned that the contents of web
pages, exploited in this step, are extracted and analyzed using the text analysis step that

was introduced in Section [B.11

sim(kuw;, kw;) = #pages in PageSet.(kwi) that contain all tokens of kw; (7.12)
size(PageSet(kw;))

The motivation behind using page contents rather than snippets in the co-occurrence-
based similarity is related to the fact that our extracted keywords can be of various length.
More specific keywords mainly consist of more tokens. The probability of finding such long
keywords within short snippets is low and this would lead to miss a lot of semantically
related keywords. In other words, snippets do not provide enough context to capture
the co-occurrence-based similarity between long keywords that we extract by our keyword
extraction approach. In Chapter [§, we demonstrate this and we show that the accuracy of

the measure decreases after replacing page contents by snippets.

The idea proposed by (Chen et al.| (2006]) is close to our motivation for proposing the
co-occurrence-based similarity. However, we try a different formula for capturing the co-
occurrence between keywords. Furthermore, we have different complexity analysis. In their
work, snippets are exploited as a source of information for capturing the co-occurrence.
Although, in general, it is less complex to analyze snippets than pages, the number of
retrieved snippets or page contents should be also taken into consideration as an important
parameter. In other words, there should be a trade-off between the complexity of analyzing
the retrieved contents and the number of requests sent to search engines. |Chen et al.| (2006))
showed that using 600 snippets, their approach can effectively find the association between

two words. We, however, did not find this number to be optimal, specially if the number of
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keywords in the dataset grows. Considering the mentioned trade-off, our approach sends
much fewer requests to search engines. Empirically, we found 50 pages to be enough for
capturing the co-occurrence-based similarity. To reduce the complexity of analyzing page
contents, we assunie that having only one occurrence in a page is enough to consider it as
an indication of co-occurrence between two keywords. Hence, depending on the position

of the studied keyword in the web page, not all its content needs to be analyzed.

The co-occurrence-based similarity is not symmetric per se. Finding kw; frequently
in the context of kw; means that while people write about kw;, it is likely that they also
write about kw;. This co-occurrence shows the similarity of kw; to kw;, which is shown
as sim(kw;, kw;j). The reverse relation, i.e. sim(kwj,kw;), may however not be true.
In other words, while someone is writing about kw;, it might be much less likely to also
discuss kw;. As an example, sim(cuisine, poéle) # sim(poéle, cuisine), meaning that the
probability of finding poéle in the context of cuisine is not the same as the probability of

finding cuisine in the context of poéle and intuitively the latter one is higher.

Since our goal is to generate an undirected graph, asymmetric similarities need to be
transformed into symmetric ones. To do this, after computing each asymmetric similarity
using Equation we tried the following ways for transforming it into a symmetric

similarity.

o AVG(sim(kw;, kwj), sim(kw;, kw;))
o Max(sim(kw;, kwj), sim(kw;, kw;))

o Min(sim(kw;, kwj), sim(kw;, kw;))

The motivation behind trying Minimum is that the Average and Mazximum might
be biased by only one-directional high similarity value. Hence, they may consider two
keywords to be similar even if they have very low similarity in another direction. The
Minimum function, however, overcomes this limitation and considers two keywords to be

similar if they have high enough similarity in both directions.

Final similarity calculation The next step is to merge the vocabulary-based and the
co-occurrence-based similarities in order to obtain the final similarity value between any two
keywords. In Chapter|8] we present our experiments on any of these similarities separately.

We then show that exploiting them both outperforms using each of them individually.

In order to merge the two similarities, we first tried a supervised method and considered
the similarities as features of a classifier. The goal was to find the weight of each feature
based on a training data. As previously mentioned, generating the training data is not
trivial. In addition, due to the high degree of subjectivity in determining the similarities,
we obtained a low inter-agreement between evaluators. The results obtained using the

supervised method were not stable enough for different kinds of test data.

As an alternative approach, we performed a series of experiments (see Chapter [§)) and

according to the results, we experimentally found thresholds for each similarity. We found
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this alternative approach to be more stable and less complex. If both similarities are
greater than their corresponding threshold values, the keywords are detected as similar
and an edge is generated between them in the final graph. Hence, the final similarity is
binary, which leads to generating unweighted edges. Table shows some examples of the
computed similarities. The final decision on the similarity between two keywords has been
made according to the threshold values that we found empirically. These thresholds will
be introduced in Chapter

Table 7.1: Examples of the computed similarities using our proposed measures

keyword pair < i,j > Vocab-based | Co-occur-based | Final similarity
<11d, location longue durée> 0.912 < Z"], =~ 0.96 1
< Jj,t> 0.7
<salle de bains, robinet de douche> 0.378 < Z"j, > 0.14 1
< gt > 0.62
iy J 0.025
<ustensiles de cuisine, poéle a bois> 0.172 < Z,’j, = 0
< j,t > 0
iy ] 0.175
<ustensiles de cuisine, poéle 24 cm> 0.335 < bJ = 1
<Jj,t> 0.55
— 0
<poéle a bois, poéle tefal > 0.105 iz,:z_ i .03 0
iy 0.16
<éclairage de noél, arbre lumineux led> 0.371 = bJ = 1
< j,i > 0.3

As shown on Table our measures can correctly detect the similarity between a
keyword and its abbreviation. They can also capture the similarity between keywords
with no common token. Moreover, polysemies can be disambiguated. As an example, the
word "poéle" does not have the same meaning in "poéle a bois", "poéle 24 cm" and "poéle

tefal". As the similarity values show, our measures can effectively detect this difference.

7.1.2 Graph analysis

Once the similarity graph is generated, we detect the set of communities in the graph.
These communities are considered as the topics of the collection of keywords for which the
graph has been generated. In this thesis, the set of communities is referred to as a cover.
Our definition should not be however confused with different definitions of a cover in other
works (Lancichinetti et al., [2009). Since we may have ambiguous keywords, our algorithm
of community detection needs to support overlapping communities. For this purpose, we
use the widely-used algorithm of Clique Percolation Method (CPM) (Palla et al., 2005).
Although other algorithms could be exploited in this step, we found CPM to be effective

enough for our problem.

One limitation of CPM is that it fails to detect communities in a graph with few cliques.
This, however, is not a problem for our approach, since the collection for which the graph is
generated is not a random collection and is specific to a point of view. Although documents
of the collection may be multi-topic, the majority of their contents are related to the studied

point of view. This property leads to generating a dense graph in the topic detection step.
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Another limitation of CPM is that if the graph contains too many cliques, the algorithm
could return a single cluster containing all nodes of the graph. To avoid this problem, in
the edge generation phase of our algorithm, the values of the thresholds are determined
sonmehow not to connect all nodes of the graph and hence not to make a very dense graph.
Having effective threshold values, we generate an ideal graph for CPM. We use cﬁndeﬂﬂ
software in order to apply CPM on our generated graph.

Xie et al.| (2013]) did a study on different overlapping community detection algorithms
and reported their performance on social networks. As a future work, we could perform
a similar study on our specific graph in order to compare the performance of CPM with
other overlapping community detection algorithms and to find the best algorithm for our

problem.

As previously mentioned, the communities detected using CPM are considered as the
topics of the collection. However, CPM does not return a single set of communities.
Instead, it returns one cover for each clique size. The size of a clique, k, ranges from 3
to the size of the largest clique that exists in the graph. Automatically finding the best
value of k, which gives the most meaningful structure over the graph, is a challenging task.
One heuristic for finding the best value of k is to pick a critical k below which a giant
community emerges. Although this analysis can be practical for some applications, for our
specific problem we did not find a single value of k£ to return the best set of communities.
Instead, our studies show that having a mixture of communities over different values of k
gives the most meaningful cover for our problem. As a result, we proposed a heuristic-based
algorithm, which generates one cover out of the mixture of the covers returned by CPM.
The algorithm, named communities selection algorithm, depends on both the number of
the missing nodes and the overlapping between the communities from one k to another
one. In this algorithm, the coverage over the graph is aimed to be maximized. Algorithm

shows the pseudocode of this algorithm.

Having the output of CPM for different sizes of clique, the set of potential communities
is initialized with the communities returned for the minimum size of the clique, i.e. k = 3.
Starting from the next value of k, the covers are analyzed one after another. Let the current
and the previous cover be C and C' — 1, respectively. In general, by increasing the size of a
clique, some nodes which are not connected enough to the rest of the graph are discarded.
While detecting the final communities, we are interested to have the maximum coverage
over the graph and so to miss as little information as possible. Hence, in our algorithm, if
X% of the nodes of one community from C' — 1 do not appear in any community of C, this
is considered as a loss of information. To avoid this, the studied community from C —1 is

added to the list of the final communities. Here, the value of X is determined empirically.

In some datasets, the similarity between keywords is rather high. As a result, the
generated graph is mainly dense and different topics are not easily distinguishable. In this
case, to separate the topics, we need to take advantage of larger cliques, since CPM detects

many small cliques as adjacent and so may not distinguish all the topics. To achieve this,

®http://www.cfinder.org/
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Algorithm 1: Communities selection algorithm
Data: CPM output
Result: Set of final communities

1 Initializing the set of potential communities with k = 3 data;

2 Final communities = ()

3 for k =4 to the mazimum k do

4 if X% of the nodes of one community from a lower value of k do not appear in
any community of the current k then

5 L that community is added to the list of final communities;
6 if one big community from lower k values is split into two or more smaller
communities in the current k then
7 the big community is replaced by the small ones in the set of potential
communities;
8 if one community misses one of its nodes then
9 L the bigger community is kept in the set of potential communities;

10 Add the potential communities to the final communities

our algorithm checks if one large community from C' — 1, is split into two or more smaller
communities in C. In this case, to better distinguish the topics, the big community is
replaced by the small ones in the set of potential communities. However, in some cases,
only one node of a community in C'— 1 is missed in the corresponding community in C.
By studying these communities, we found out that the larger community better represents
its underlying topic. Hence, the missing node can be considered as the loss of information
that we want to avoid in our recommendation. In this case, the larger community is kept

in the list of the potential communities.

After analyzing all the values of k, the communities in the list of potential communities
are added to the list of final communities in order to generate the final coarse-grained topics

of the given collection.

To be clearer, we show an example of the communities selection algorithm. In this
example, (com;, Cy,) is referred to as the " community of the cover C with clique size of
k. Tables to show the communities returned for the different values of k.

Starting from k£ = 3, four communities are detected by CPM. The set of potential
communities is initialized with these communities. The set of final communities is also

empty at the beginning of the algorithm.

Potential communities: (comy,C3), (coma,C3), (coms,C3), (comy, C3)
Final communities: ()

For the next value of k, i.e. k = 4, the communities are analyzed. According to the
analysis, X% of the keywords of (comi,C3) do not appear in any community of Cy. As
a result, (comp,C3) is added to the list of final communities. In addition, the analysis

shows that (coms,C3) misses one of its keywords in Cy4. Since this is considered as a loss
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Table 7.2: Communities returned for clique size of 3

Cs
Community 1 Community 2 Community 3 Community 4
carte accessoire robot de cuisine poéle foyer et insert
carte bancaire accessoires de cuisine poéle 20 cm insert
cartes de paiement couteau de cuisine ustensiles de cuisine | insert a bois
modes de paiement couteaux inox poéle en inox poéle
paiement par carte bancaire | cuiseur vapeur poéle antiadhésive poéle ou insert
paiement par cb cuisine companion poéle a bois classique
paiement site mallette fix class cuisine poéle a bois
sans frais robot cuiseur multifonction
robot de cuisine
robot multifonction
robots patissiers
ustensiles de cuisine
vente accessoire robot
vente accessoire robot pas cher
Table 7.3: Communities returned for clique size of 4
Cy
Community 1 Community 2 Community 3 Community 4
paiement par carte bancaire | accessoire robot de cuisine poéle insert
paiement par cb accessoires de cuisine poéle 20 cm insert a bois
couteau de cuisine ustensiles de cuisine | poéle
couteaux inox poéle en inox poéle ou insert
cuiseur vapeur poéle antiadhésive poéle a bois classique
cuisine companion poéle a bois

mallette fix class cuisine

robot cuiseur multifonction
robot de cuisine

robot multifonction

robots patissiers

ustensiles de cuisine

vente accessoire robot
vente accessoire robot pas cher

Table 7.4: Communities returned for clique size of 5

Cs

Community 1 Community 2 Community 3

couteau de cuisine insert accessoire robot de cuisine
mallette fix class cuisine | insert a bois cuiseur vapeur

accessoires de cuisine poéle cuisine companion
ustensiles de cuisine poéle ou insert robot cuiseur multifonction

poéle a bois classique | robot de cuisine

poéle a bois robot multifonction

robots patissiers

vente accessoire robot

vente accessoire robot pas cher

accessoires de cuisine

ustensiles de cuisine

of information, we keep (comy,Cs3) in the list of potential communities. As a result, sets

of potential and final communities are updated as below:

Potential communities: (coma,C3), (coms,C3), (comy, C3)
Final communities: (comq,C3)
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For k = 5, similarly, (comy,C4) misses one of its keywords in C5. As this is a loss of
information for us, we keep the biggest community corresponding to this community. The

biggest community is (comy, C3) that is kept in the list of potential communities.

Analysis also shows that (comg,Cy) is split into (comi,C5) and (coms,Cs): a big
community is divided into small ones. According to our algorithm, the big community
should be replaced by the small ones in the set of potential communities. As a result, the

two sets are updated as below:

Potential communities: (coms,C3), (comy,C3), (com1,Cs), (coms, Cs)
Final communities: (comq,C3)

Since there is no higher level of k, communities in the potential set are added to the
final set. The final set of communities, 7.e. the coarse-grained topics, is then updated as

below:

[ Final communities: (comq,Cs3), (coms, Cs), (comy, Cs), (comy,Cs), (coms, Cs)

To better show the functionality of the coarse-grained topic detection step, Figure
presents another example for an input keyword "gestion de flotte". As it is seen, three
different topics exist in the collection of documents that Google returns as an answer to

this query. Keywords within each topic are semantically consistent.

gestion_de_flotte_automobile

location_longue_durée
M flest_management
chef_de_parc
logiciel_de_gestion gestion_de_parc

solutions_de_gestion logiciel_de_gestion_de_flotte
gestion_des_opérations S

informatique_de_gestion

gestion_entreprise logiciel_de_gestion_de_parc
gestion_de_maintenance solutions_de_gestion_parc

logiciel_de_gestion_de_maintenance

Figure 7.8: Example of the coarse-grained topic detection result

As previously explained, the coarse-grained topic detection step can manage ambiguity
in case of having polysemies in the collection of keywords. An example of this disambigua-
tion is illustrated in Figure [7.9] where different meanings of the ambiguous word "carte"

have been correctly distinguished.

One property of our topic detection approach is that it is robust to the typographical

errors in web pages. This property is mainly related to the co-occurrence-based similarity,
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paiement_par_carte_bancaire

:
cartes_de_paiement

paiement_par_cb

' : carte_jeune
carte B =
carte_de_voyage

itinéraires
m plan_de_ville carte_weekend
carte_interactive voyage_en_train

Figure 7.9: Example of the polysemy detection

which is exploited for generating edges of the graph. A keyword with a typographical
error is not likely to appear frequently in different pages. As a result, the co-occurrence-
based similarity cannot find it frequently co-occurrent with other studied keywords and this
lowers the similarity of the keyword with other keywords. Consequently, in the generated
graph, it will not be well connected to the other keywords and in the graph analysis step,

it is not detected in any of the communities.

7.1.3 Selecting the relevant topics

After detecting the topics using the Clique Percolation Method (CPM) and the commu-
nities selection algorithm, the next step is to select the "relevant" ones. The relevancy of
a topic is determined according to the relevancy to the enrichment’s point of view that a
user, who performs the enrichment process, specifies. The enrichment’s point of view can
be close to or far from the domain of the input document that needs to be enriched. For
our specific application, we assume that the document and the enrichment’s point of view
belong to the same domain but our approach is robust to the case where these two discuss

different domains.

Considering our assumption, a topic is relevant to the enrichment’s point of view, if it
contains a good ratio of the keywords of the input document. Topics which do not meet
this condition but are related to the ones which contain these keywords are also considered
to be relevant. Generally, we consider two topics 1; and 7 to be related if one of the

following conditions holds:

|OverlappingNodes(T;, T} )|
- > Threshold
Min(Ti[.[T;1) !

#connections between non-overlapping nodes of T; and Tj
#all the possible connections between nodes of T; and T} > ThreShOldQ
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The returned topics in this step are considered as the relevant coarse-grained topics.
In the next step, each of these topics are divided into sub-topics to have a more structured

information.

7.2 Fine-grained topic detection

The goal of this step is to further divide each topic into sub-topics in order to generate a
set, of fine-grained topics and a final recommendation, which is more structured and easier
for users to interpret. In addition, the enrichment can be performed in a more specific way
by adding keywords from a fine-grained topic rather than adding all keywords of a topic
in a more generic way. Specially, having large and generic topics, the sub-topic division
becomes essential. The fine-grained topics that we generate out of each relevant coarse-
grained topic can overlap. This is to let the keywords belong to more than one topic in

case that they are discussed by different topics.

As previously mentioned, the fine-grained topic detection approach is also graph-based.
However, the approaches for generating and analyzing the graph are different than the
ones proposed for coarse-grained topic detection. Here, two graphs are generated: one
for capturing the semantic similarity between the keywords of a coarse-grained topic, and
another one for making the fine-grained topics discriminative. Figure[7.10]shows the overall

framework of this function and in the following, we explain each step in more details.

‘§ : > Graph _ Similarity clusters of similar « | Generating graph of
' generation > analysis keywords ” clusters
Relevant
coarse-grained topic ! ¢
Analyzing graph of
clusters
) Dissimilarity analysis
Graph analysis

Fine-grained topics
(Discriminative clusters of
similar keywords)

Figure 7.10: Fine-grained topic detection flowchart

7.2.1 Graph generation

As for the coarse-grained topic detection, graph generation consists of node and edge

generation steps and the generated graph is undirected and weighted. The nodes of the
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graph are the keywords of a target topic. Since these keywords have been already filtered
in the coarse-grained topic detection step, here, we are sure about their quality and so no

further processing is required.

Edges are generated in a different way. In addition to the corpus-based semantic simi-
larity that was proposed in the coarse-grained topic detection, the morphological similarity
between keywords is taken into consideration. Morphology, in general, brings good infor-
mation about the similarity between keywords. However, due to the ambiguity problem, we
do not exploit this information in the coarse-grained topic detection as it introduces noise.
As an example, according to this type of similarity, there is a considerable degree of simi-
larity between "carte restaurant" and "carte bancaire" due to the common word "carte",
which does not have the same meaning in the two keywords. However, since disambigua-
tion has been previously done in the coarse-grained topic detection step, this limitation is
not a problem for detecting fine-grained topics. In other words, in the fine-grained topic
detection step, the morphological information is reliable and can be exploited for detecting
the similar keywords. Moreover, since this information relies on the common tokens, finer

categorization is performed on each topic, which is an advantage for our recommendation.

As corpus-based similarity, we rely on vocabulary-based similarity. We believe that
unlike the co-occurrence-based similarity, which targets semantic relatedness, vocabulary-
based similarity aims at detecting semantic similarity. Although coarse-grained topics may
contain both semantically similar and semantically related keywords, fine-grained topics
are expected to mainly contain semantically similar keywords in order to target a more
specific subject. We independently tried vocabulary-based and morphological similarities
as measures for generating edges of the graph. We also tried the combination of both to
see how the quality of the topics changes. Our side experiments show that using both
vocabulary-based and morphological similarities gives better fine-grained topics. As a
future work, it would be interesting to test the co-occurrence-based similarity and evaluate
its performance in different combinations of similarity measures in order to justify our
assumption about it. As morphological measure, in our approach, we rely on Jaccard

similarity.

In fine-grained topic detection step, nodes of the graph are weighted and these weights
are indications of nodes’ importance and relevancy within the corresponding topic. We

take two points into account in order to weight a node:

1. We check how important and informative the node is per se. To evaluate the in-
formativeness and the importance of a node (keyword), we make use of its score,
obtained in the keyword extraction step. We recall that in case of having dupli-
cate and near duplicate keywords in the collection of keywords extracted from the
enrichment collection, the weights of the unique keywords are taken from the node
generation phase of the coarse-grained topic detection step (see . The assump-
tion is that the more informative and important a keyword is, the higher score it will
get in the keyword extraction step. In the following, we call this score the keyword

weight.
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2. We check how relevant the node is to the studied topic. To check the relevancy
of a keyword in a studied topic, we make use of the concept of centrality in the
graph theory in order to calculate the importance of the keyword in the graph. In
graph theory, indicators of centrality identify the most important nodes within a
graph. In our approach, we tried three centrality measures: degree, betweenness, and
closeness. In an undirected graph, the degree centrality simply corresponds to the
number of neighbors that a node has. Betweenness centrality of a node is the number
of the shortest paths in the graph that pass through the node. Closeness measure
corresponds to the sum of the length of the shortest paths between the node and all
other nodes in the graph. All these measures capture the importance of the node
within the graph from a specific point of view. We aim at identifying the centrality

measure, which captures the best the relevancy property for our problem.

To take both importance and relevancy properties into consideration, their correspond-
ing values should be aggregated. In our approach, we simply use average as the aggregate
function. We tried three combinations for the average function: (keyword weight & degree),
(keyword weight & betweenness), (keyword weight € closeness). We empirically found out
that the betweenness centrality is the best indicator of relevancy in our application. As a
result, an average over the keyword weight and the betweenness value is used to rank the

nodes of the graph.

It would be interesting to try more complex aggregate functions, where the two prop-
erties do not necessarily have the same level of importance. But this is left for a future

work.

7.2.2 Graph analysis

The graph analysis step has two levels: analyzing the semantic similarity between keywords
to generate semantically consistent clusters and analyzing dissimilarity between clusters
to generate discriminative clusters, which are considered as the final fine-grained topics.

Here, we explain each level in more details.

Similarity analysis

The goal of this level is to group semantically similarity keywords into different clusters.
Comparing to relations in coarse-grained topics, in this step, keywords are aimed to have
stronger similarities. To achieve this, we tried three different algorithms to cluster the
generated graph into a set of semantically similar clusters. In the following, we list the
algorithms and explain the motivation behind trying them. We note that the first and the
third algorithm support overlapping nodes between clusters. This is an important feature,
since it lets the keywords belong to more than one topic in case that they are discussed
by different topics. In this thesis, we do not present the experiments on the choice of the

most effective algorithm for our problem.
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Clique Percolation Method (CPM) (Palla et al., [2005) In our approach, we per-
formed CPM on the newly generated graph to group the keywords into semantically
similar clusters. Since CPM was effective for coarse-grained topic detection, the mo-
tivation was to see its performance in this step. However, our side experiments show
that CPM cannot effectively detect fine-grained topics. This low performance can
be justified by the different graph generation steps and also the different expected
outputs, in terms of the degree of connectivity in the detected communities, that we

have in the two steps of topic detection.

Girvan-Newman algorithm (Newman and Girvan, 2004)) This algorithm is based
on the edge betweenness values in the graph. The assumption is that by removing
edges with high betweenness values, communities within the graph are detected.
Since this algorithm has been used in other graph-based approaches of topic detection
(Sayyadi and Raschid, 2013, Sayyadi et al., 2009), we were interested to see its
performance on our specific graph. As before, we found out that this algorithm does
not return effective enough clusters. It should be noted that the Girvan-Newman
algorithm, originally, does not support overlapping nodes and [Sayyadi et al.| (2009))
apply a heuristic to support this kind of nodes. According to this heuristic, before
the graph analysis step, significant edges in the graph are duplicated along with their
corresponding nodes. We, however, applied the basic model of the algorithm in our

approach.

Maximal clique algorithm There are different algorithms for finding maximal cliques
in a graph. In our approach, we exploit the one proposed by |Eppstein et al.[(2010),
which is the algorithm used in the max _cliques function of the igraph libraryﬂ We
were motivated to try this algorithm, since fine-grained topics need to be as dense and
as topic-centric as possible and these properties can be obtained using the maximal
cliques. On the other side, since the generated graph for our problem is dense enough,
representative maximal cliques can be extracted from it. Comparing to the other two
algorithms, Maximal clique algorithm returns more consistent clusters. Hence, we

exploit it in the similarity analysis step.

We perform a basic analysis on the extracted maximal cliques in order to eliminate
the redundant ones. Here, we rather use the notion of "cluster", since after this analysis,
the maximal cliques may not have this property anymore. In our work, we consider two

maximal cliques to be redundant if they meet one of the following conditions:

1. if one maximal clique is a subset of another one;
2. if they share enough keywords;

3. if they have a common representative keyword, which is an indication that they are

referring to the same subject.

"http://igraph.org/r/
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Clearly, in case of having the first condition, the larger maximal clique is kept for further
processing. Keeping the larger clique is to avoid missing information while merging the
maximal cliques. Having both the second and the third conditions, the studied maximal
cliques are merged and the resulting cluster is sorted by the rank of the constituent key-
words. The clusters are then passed to the dissimilarity analysis step, where discriminative

clusters are generated and returned.

Dissimilarity analysis

Fine-grained topics that are recommended to users must be discriminative to cover different
subjects of the target coarse-grained topic. However, the clusters returned by the similarity
analysis step may not have this property and could refer to the same subject. To elimi-
nate such close clusters and to eventually recommend discriminative topics, we propose a
heuristic-based algorithm that goes through the clusters and returns discriminative sets of
keywords. If a cluster cannot be discriminated from the other clusters, it is merged with
the semantically closest one. This analysis is performed using a graph-based approach that
we explain in the following. We name our heuristic-based algorithm the DFT algorithm,
which stands for the Discriminative Fine-grained Topics. The set of clusters returned by
this algorithm are considered as the fine-grained topics that are recommended to users as

the result of the enrichment approach.

DFT algorithm consists of two steps: Generating graph of clusters and Analyzing graph

of clusters. In the following, we explain these steps in more details.

Generating graph of clusters. In DFT, nodes are the clusters passed to the dissimilar-
ity analysis step and edges show their semantic similarity. To simplify the representation of
the graph, nodes are labeled with the representative keywords of the clusters. We determine
the similarity of two clusters based on the similarity of their corresponding representative
keywords. Since the representative keywords highly indicate the subject of the clusters,
we can use them for capturing their similarity. Here, the goal is to assure that the studied
clusters do not point to the same subject. So, we found the semantic similarity to be a
more important criterion than the semantic relatedness and in the edge generation step,
we exploit the vocabulary-based similarity for generating edges of the graph. However, in
the future, it would be interesting to study the effect of the co-occurrence based similarity

on our proposed algorithm.

As an example, suppose that the six clusters in Table [7.5] are given as inputs to DFT
algorithm. The keywords in each cluster are ranked based on the importance and relevancy
properties. The similarity graph of the input clusters is shown in Figure[7.11] We note that
a pre-defined threshold value is used to generate the edges of the graph. Our preliminary
experiments on the threshold value showed that 0.65 is an effective enough value. In other
words, if similarity between the representative keywords of the clusters is more than 0.65,

the clusters are not discriminative enough and so are connected within the graph.
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Table 7.5: Example of the input clusters in DFT algorithm

Cluster 1

Cluster 2

Cluster 3

poéles & granulés
poéles mixtes bois et granulés

poéle & bois

poéle & granulés de bois
poéles mixtes bois et granulés
type de poéle a bois

installer un poéle a bois
insert ou poéle & bois

poéle et insert

poéles mixtes

acheter un poéle

poéles & pellets

poéle a granulés et cheminée
chauffage pellets

poéles & granulés

chaudiére a pellets

Cluster 4

Cluster 5

Cluster 6

poéle a granulés de bois
producteur de granulés bois
chaudiére & granulés de bois
vente de granulés de bois
fabrication des granulés de bois
prix du granulés de bois

bois de chauffage

vente en ligne de bois de chauffage

bois de chauffage pas cher

prix du bois de chauffage

pellets et granulés de bois pour chauffage
appareils de chauffage au bois

biche calorifique
biiches de bois
btches densifiées
bois et granulés
biiches compressées
bois densifié

bois compressé
biche éco
biches longues durées

sacs de granulés de bois
palette de granulés de bois
installer un poéle & granulés
inserts & granulés de bois
poéles mixtes bois et granulés
stocker des granulés de bois
poéles mixtes

poéle a bois bois de chauffage

poéles (@ granulés biche alorifique

poéle§ a pellets ~ po¢le a granulés de bois

Figure 7.11: Similarity graph of the input clusters

As it is seen in Figure the two representative keywords "bois de chauffage" and
"bliche calorifique" are already disjoint. Hence, they are dissimilar enough to the other
representative keywords and their corresponding clusters are discriminative enough for the

final recommendation.

Analyzing graph of clusters. As previously mentioned, in the process of generating
discriminative clusters, some of the input clusters may be changed into the discriminative
ones. By "changing a cluster”, we mean changing the order of its constituent keywords and
consequently changing its representative keyword. If a cluster cannot be discriminated, it
is merged with the semantically closest cluster in the graph, which obviously grows after

the merge but keeps the same representative keyword.

The generated graph of clusters is globally analyzed to be transformed into a null graph,
where there is no edge in the graph. The null graph shows that there is no significant
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similarity between the representative keywords and as a result their corresponding clusters

are discriminative enough to be considered as the final fine-grained topics of our approach.

Due to the complexity issues and also to avoid missing information, we are interested
to have the minimum number of changes in the clusters. To achieve this, we analyze the
representative keywords in order of their betweenness values. We recall that a node with a
high betweenness value is a critical node in the graph, as the number of the shortest paths
that pass through this node is high. Hence, by removing this node, it is more probable to
obtain digjoint components in the graph. Since our final goal is to make the graph fully
disjoint, we found betweenness as a good measure for decomposing the graph with the
minimum number of changes in it. However, if the betweenness value of all the nodes is
zero and the nodes are not fully disjoint, nodes will be analyzed in order of their weights,
obtained from the keyword extraction step. In this case, the goal is to apply changes on

the nodes which are less important and so have lower weights.

Hence, the algorithm starts with a node with the highest betweenness value and ana-
lyzes its corresponding cluster. The goal of this analysis is to find another representative
keyword for the cluster, which is dissimilar to all other representative keywords in the graph
and so to transform the cluster into a discriminative one. However, not all the keywords
of a cluster are eligible to be a representative keyword. To select a keyword as a candidate

representative keyword, two conditions must hold:

1. if it is an important enough keyword in the studied coarse-grained topic;

2. if it is relevant enough to the subject of the studied cluster.

We verify both conditions based on the ranking of the keyword within the cluster
that was previously computed using the weight and the betweenness values (see [7.2.1).
In more details, studying keywords of a cluster from the highest ranked keyword to the
lowest ranked one, the ranking value of the keyword is firstly checked. In case of having a
high enough rank, the keyword is considered to be important enough to be selected as a
candidate representative keyword. In the next step, similarity of this candidate keyword
is checked with other representative keywords in the graph. If the keyword is dissimilar
to all, it is considered as a new representative keyword and its rank is updated to be the
highest ranked keyword of the cluster. However, if the keyword is similar to any of the
existing representative keywords, the next highly ranked keyword of the cluster is checked

in turn. This iteratively continues till one of these conditions holds:

1. a new representative keyword is found;
2. no eligible keyword exists in the cluster;

3. all the keywords of the cluster are checked.

In the last two cases, the studied cluster cannot be transformed into a discriminative

one as it is highly similar to one or more other clusters. Instead, we merge this cluster
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with the similar cluster in the graph. In case of having more than one similar cluster,
the studied cluster is merged with the cluster of the representative keyword which has the
lowest degree value. We rely on the degree measure, since a node with a lower degree value
has fewer connections to other nodes. Hence, changing it will affect less the whole graph
and it also makes the algorithm converge faster. It should be also noted that if the similar
representative keywords have the same degree values, we choose the one with a higher
weight, under the assumption that the higher the rank of a representative keyword is, the
more important its corresponding cluster will be. By merging the studied cluster with the
cluster of the higher ranked keyword, we make a more important cluster richer, which is

an advantage for our recommendation.

In the following, we explain the graph analysis step on the graph of clusters that was
represented in Figure [7.11] The constituent keywords of each cluster are also presented in
Table[7.5] The betweenness values of all the representative keywords are listed in Table[7.6]

Table 7.6: Betweenness values of the representative keywords

Betweenness

poéles & granulés

poéles a pellets

bois de chauffage

poéles & granulés de bois
biiche calorifique

poéle a bois

OO OO0 O N

Starting from the node with the highest betweenness value, ¢.e. "poéles & granulés",
we analyze its corresponding cluster to see if any other keyword can be chosen as the rep-
resentative keyword. The next keyword in the cluster is "poéles mixtes bois et granulés".
Assuming that the keyword is eligible to be a candidate representative keyword, its similar-
ity with the other representative keywords is checked. According to the vocabulary-based
similarity and the similarity threshold between representative keywords, this candidate
keyword is considered to be similar to two other representative keywords: "poéle & gran-
ulés de bois" and "poéle a bois". Due to this similarity, this keyword cannot be selected
as a new representative keyword of the cluster. Since there is no more keyword in the
cluster, Cluster 1 must be merged with one of its similar clusters. As in the graph, the
degree of "poéle & bois" is lower than the one for "poéle & granulés de bois", Cluster 1 is
merged with Cluster 2 and so the latter cluster is updated as in Table [7.7 The graph of
the clusters is then changed accordingly (Figure [7.12).

poéle a bois bois de chauftage

poéle§ a pellets  poéle a granulés de bois ~ biche galorifique

Figure 7.12: Updated graph after merging Cluster 1 and Cluster 2
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Table 7.7: Updated Cluster 2 after merging with Cluster 1

Updated Cluster 2
poéle a bois

poéle a granulés de bois
poéles & granulés

poéles mixtes bois et granulés
type de poéle a bois
installer un poéle & bois
insert ou poéle a bois
poéle et insert

poéles mixtes

acheter un poéle

In the new graph, the betweenness value of all the nodes is zero but the graph is not fully
disjoint yet. Hence, the next target node is selected based on the weight of the keywords.
Supposing that "poéle & granulés de bois" has a higher weight than "poéles a pellets",
the cluster corresponding to the latter representative keyword is analyzed. In this cluster,
the second highest ranked keyword is "poéle & granulés et cheminée" that we suppose to
be eligible as a candidate keyword. According to the vocabulary-based similarity and the
pre-defined similarity threshold, "poéle a granulés et cheminée" is considered to be similar
to "poéle & granulés de bois". Hence, this keyword cannot be a representative keyword and
so the next eligible keyword of the cluster, i.e. "chauffage pellets", is checked. Supposing
this keyword to be dissimilar enough to all the representative keywords, it becomes the

new representative keyword of the cluster. As a consequence, Cluster 3 is updated as in

Table [7.8

Table 7.8: Updated Cluster 3 after finding a new representative keyword

Updated Cluster 3
chauffage pellets

poéles a pellets

poéle & granulés et cheminée
poéles & granulés

chaudiére & pellets

As Figure [7.13] shows, after updating Cluster 3, all the nodes of the graph are disjoint
and so the algorithm stops and returns a set of discriminative clusters, called fine-grained
topics. These topics are then recommended to the user to be later added to the content of

the input document.

poéle a bois bois de chauftage

chauffage pellets biiche calorifique

poéle a granulés de bois

Figure 7.13: Disjoint graph of clusters (null graph)



7.2 Fine-grained topic detection 147

To better show the functionality of the fine-grained topic detection, we performed it
on a coarse-grained topic that was initially detected for "protection auditive" domain.
Table demonstrates the initial coarse-grained topic as well as the two overlapping fine-
grained topics obtained after performing the fine-grained topic detection. Keywords in
the fine-grained topics are ranked based on their importance and relevancy to the main
subject of the topic. According to the representative keywords, "protections anti bruit"
and "protection auditive" are two of the main subjects in the domain of study that can be

separately recommended to the user for the enrichment purpose.

Table 7.9: Example of fine-grained topic detection result

Coarse-grained topic Fine-grained topic 1

protections anti bruit protections anti bruit

bouchon anti bruit bouchon anti bruit
casque antibruit atténuation sonore | casque antibruit atténuation sonore
bouchon d’oreille anti bruit bouchon d’oreille anti bruit

protection auditive protection auditive

protection auditive chasse Fine-grained topic 2

bouchons de protection protection auditive

protections auditives standards
protection auditive sur mesure
protecteur auditif

oreille de protection

protection auditive casque
bouchon oreille sur mesure
protections auditives musique
protection auditive mousse confort
protection auditive concert

protection auditive chasse
protections auditives standards
protection auditive sur mesure
protection auditive casque
protections auditives musique
protection auditive mousse confort
protection auditive concert
bouchons de protection
protecteur auditif

oreille de protection

bouchon oreille sur mesure
protections anti bruit
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In this chapter, we present our experiments on the topic detection approach and show
the results that we obtained. There are different steps that we aim to evaluate and we did
individual experiments and evaluations on each in order to justify our choices. The exper-
iments are performed on multi-domain datasets to study the robustness of our approach
over different domains. In general, we follow two evaluation strategies by performing a user-
based evaluation and by comparing our approach with a baseline one. The first strategy
shows the effectiveness of our approach when applied on real case studies of recommenda-
tion, while the second one aims at comparing its performance with respect to the state of
the art.

There are several steps in our topic detection approach, where we choose an effective
algorithm or pick an optimal threshold value. Since a comprehensive evaluation of all
these steps would be very demanding for users, we focus on the main functions of the
approach, which highly affect its performance and are related to our contribution to this
work. More specifically, we evaluate four points: 1) the proposed similarity measures in
the edge generation step, 2) the performance on filtering out the keywords which do not
belong to the target point of view, 3) the representativeness of the representative keywords
in the fine-grained topics, and 4) the semantic-consistency of the detected fine-grained
topics. The user-based evaluation is performed on each point as well as on the overall
approach of topic detection, which is compared with a baseline approach. Other choices
of the algorithm have been fixed through side experiments that we do not present in this

thesis.

Our topic detection approach was initially implemented for French. However, as dis-
cussed before, it is easily tunable to other languages. For a new language, we need to

adapt the list of stop words and also the online dictionary used in the brand detection step

149
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(see |7.1.1)). A language-specific tagger is also required. Currently, we have implemented
and tested the approach on English as well. However, for the evaluation per se, we target

the French language, which is the native language of our evaluators.

In the following sections, we present our experiments and show the obtained results

along with their evaluation. The chapter ends with a conclusion over the findings.

8.1 Similarity measures

In order to evaluate the effectiveness of our proposed similarity measures in capturing
semantic similarity and semantic relatedness between keywords, we perform a user-based
evaluation. For this purpose, a gold standard set is generated manually, which consists
of both similar and dissimilar keywords. The accuracy of each similarity measure is then
computed based on the match between its generated results and the gold standard set. In
the following, we explain our experimental data and present the results obtained using the

similarity measures.

8.1.1 Experimental data

The experimental data for evaluating the similarity measures is a manually generated gold
standard set consisting of pairs of keywords. To study the robustness of the measures over
different domains, the set contains 1000 pairs from 20 diverse domains. Table sum-
marizes these domains. In this table, each domain is specified with a keyword, which is a
representative keyword of that domain. The gold standard set is designed by three evalu-
ators, who are French native speakers. The evaluators are expert in the target application
and familiar with the target domains. We pass the pairs of keywords to the evaluators and

ask them to specify whether they are rather similar or rather dissimilar.

Since determining the similarity is a subjective task and is different from one evaluator
to another, we make use of Fleiss’ kappa statistics (Fleiss et al., [1971), which enables us to
compute the inter-agreement between the three evaluators. Over the whole gold standard
set, we obtained 0.81 as the inter-agreement between the evaluators. The Fleiss’ kappa (k)
is computed using Equations and it gives a measure for how consistent the ratings are.
In this equation, 1 — P, is the degree of agreement that is attainable above chance and
P — P, is the degree of agreement that actually achieved above chance. P is the mean of
the extent to which raters agree for each entry and is computed using Equation where
N is the total number of entries, n is the number of the ratings per entry, K is the number
of categories into which assignments are made and n;; shows the number of raters who
assigned the i*" entry to the j** category. P, is computed using Equation , where P; is
the proportion of all assignments which were to the j** category (Equation . For our

evaluation, values of N, K and n are respectively set to 1000, 2 and 3.

ol

P_ e
k= 8.1
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Table 8.1: Domains in the gold standard set

Domain

Number of pairs of keywords

© 00 O Ot i W N

I e S e G = T o T
© 00 ~J O U i W N = O

[\~
(e

abri de jardin

agence seo

assurance maison

bois de chauffage
brosse soufflante
certification

collier de serrage

envoi colis

étude économique

gaz naturel

isolation

lasure

lit électrique

lustre et suspension
mobilier de salle de bain
mozzarella

outillage électroportatif
peinture cuisine
protection auditive
tableaux électriques

50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50

1 N
B = R 2
=

According to Landis and Koch| (1977)), Fleiss’ kappa value between 0.81 and 1 indi-

cates an almost perfect agreement. Hence, we consider that the agreement between the

(8.2)

(8.3)

(8.4)

evaluators is good enough for the similarity evaluation. To make the final decision on

the similarity between keywords, we use the majority vote across the evaluators’ decisions.

Eventually, our gold standard set contains 437 similar and 563 dissimilar pairs of keywords.

Table [8.2] shows examples of the pairs in the gold standard set along with their similarity

labels.

8.1.2 Experimental results and evaluation

The vocabulary-based and the co-occurrence-based similarities are firstly evaluated individ-

ually. For each type of similarity, the best measure/function for computing the similarity

values and the best threshold for modeling the connectivity in the edge generation step are
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Table 8.2: Examples of the evaluated pairs in the gold standard set

Keyword 1 Keyword 2 Similarity label
isolation sonore isolation phonique 1
isolation sonore site internet 0
panneaux mdf bois 1
appareil auditif anti bruit 0
casque anti bruit electronique | achat en ligne 0
agence web search marketing 1
peinture de cuisine cuisine en bois 0

empirically found. We recall that in the vocabulary-based similarity, we try 8 measures
to compute the similarity between the vocabularies associated to two keywords. In the
co-occurrence-based similarity 3 different functions are also tried to make the similarity
symmetric and applicable on an undirected graph. For each case, the optimal threshold
value, above which pairs of keywords are considered similar, is different. We perform an
experiment over each case individually. The similarities obtained by each measure/func-
tion are compared with the gold standard ones and accordingly, the best measure for the
vocabulary-based similarity and the best function for the co-occurrence-based similarity
along with their optimal threshold values are found. The similarities are evaluated accord-
ing to their accuracy, which is defined as the ratio of the match between the automatic

and the manual similarity labels.

In all the experiments, for each keyword, 50 web pages or snippets in the search engine
result page (SERP) are exploited as the context of the keyword. We initially started with 40
pages/snippets. The number was then increased to 50, which led to slightly better results.
Since 50 number of pages/snippets already gave acceptable results for our problem, we did
not increase more the size of the SERP context in order to control the complexity of our
approach. The experiments that led to fix the size of SERP context to 50 pages/snippets

are not reported here.

Vocabulary-based similarity

We recall that in the vocabulary-based measures, snippets of the SERP context are used
as a source of information. In addition, a threshold value specifies the value above which
keywords are considered to be semantically similar /related. In order to study the accuracy
of different measures for the vocabulary-based similarity, we perform the same experiment
over all the measures. For each one, different threshold values are tested, starting from
0.05 as the minimum similarity threshold between two keywords to 0.5. The results are
then compared with the gold standard set and the accuracy of each measure on a specific
threshold is computed. Table shows the result of these experiments.

As mentioned before, the vocabulary-based similarity has been inspired by the simi-
larity measure proposed by [Sahami and Heilman| (2006), who expand the vocabulary of

each keyword using pages contents. We did not get outstanding results when performing
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Table 8.3: Experiments on the 8 measures of the vocabulary-based similarity with snippets
as context

Jaccard

Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.474 | 0.725 | 0.707 | 0.624 | 0.586 | 0.574 | 0.572 | 0.569 | 0.567 | 0.567
MazxDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.439 | 0.506 | 0.679 | 0.749 0.69 0.633 | 0.605 | 0.579 | 0.574 | 0.572
MinDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.437 | 0.459 | 0.577 | 0.713 | 0.746 | 0.691 | 0.626 | 0.595 | 0.583 | 0.576
AwvgDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.438 0.48 0.633 | 0.755 | 0.718 | 0.653 | 0.612 | 0.586 | 0.575 | 0.572
Dice
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.438 0.48 0.634 | 0.755 | 0.719 | 0.654 | 0.612 | 0.586 | 0.575 | 0.572
Cosine
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Accuracy | 0.438 | 0.481 | 0.627 | 0.757 0.72 0.655 | 0.612 | 0.586 | 0.575 | 0.572
Frequency-based
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy 0.45 0.563 | 0.692 | 0.767 | 0.777 | 0.755 | 0.713 | 0.653 | 0.622 0.6
TF.IDF-based
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy | 0.458 | 0.648 | 0.759 0.72 0.639 | 0.605 | 0.585 | 0.576 | 0.572 | 0.57

preliminary experiments on their measure. Our intuition is that this could be due to the
weighting schema and the source of information that they exploit in their work. As a
consequence, in the following, we specifically focus on these two criteria and discuss their
effectiveness on the vocabulary-based similarity. Since the details of the two similarity
measures are different, it would be interesting to present formal experiments on the origi-
nal measure of [Sahami and Heilman (2006) and to compare it with the vocabulary-based
similarity. Nevertheless, in this thesis, we only rely on our preliminary experiments and

do not perform a formal comparison between the two measures.

According to Table[8.3] in the vocabulary-based similarity, the highest value of accuracy,
1.e. 0.777, corresponds to the Frequency-based measure, which differs from the results of

Sahami and Heilman| (2006)), who use TF.IDF as a vector weighting scheme.

In addition to the overall accuracy computed over all the 1000 pairs, we perform experi-
ments on each of the 20 domains in order to study the effectiveness of each measure in each
domain and the robustness of the measures across different domains. Table illustrates
the number of the domains for which each measure performs the best. According to the
results, the Frequency-based measure is the best measure on 12 domains and this confirms

its robustness.

To compare our weighting measure with the one used by [Sahami and Heilman| (2006)),

we specifically study the standard deviation of the Frequency-based and the TF.IDF-
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Table 8.4: The number of domains for which each measure performs the best. For some
domains more than one measure performs the best. Hence, the sum over the number of
domains exceeds the total number of domains, i.e. 20.

Measure Number of domains
Jaccard 1
MaxDivision 1
MinDivision 5
AvgDivision 1
Dice 1
Cosine 2
Frequency-based 12
TF.IDF-based 5

based measures. These values are presented in Figure [8.I] where plot of the Frequency-
based measure is variating less, indicating that it generates more stable results. Since our
enrichment approach is expected to be domain-independent, robustness of the measure is

highly important.

Considering both accuracy and robustness, the Frequency-based measure is the most

effective measure of vocabulary-based similarity.

1.8
1.6
1.4
1.2

0.8
0.6
0.4
0.2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Frequency-based TFIDF-based

Figure 8.1: Standard deviation of the Frequency-based and the TF.IDF-based measures
across the 20 domains

Unlike our work, which uses snippets as a source of information in the vocabulary-based
similarity, [Sahami and Heilman| (2006)) exploit page contents to expand the vocabulary of
a keyword. In order to evaluate the effectiveness of snippets with respect to page contents,
we perform a set of experiments, where content of web pages are used as a source of
information in the vocabulary-based similarity. Table [3.5] presents the results obtained
for different measures and various threshold values. In these experiments, we increase the
threshold value up to 0.55, as we found higher values of thresholds to be optimal for this

source of information.
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Table 8.5: Experiments on the 8 measures of the vocabulary-based similarity with page
contents as context

Jaccard
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.44 | 0.479 | 0.547 | 0.547 | 0.576 | 0.574 | 0.572 | 0.571 | 0.565
MazxDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.448 | 0.479 | 0.518 | 0.571 | 0.567 | 0.575 | 0.574
MinDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.437 | 0.442 | 0.452 | 0.505 | 0.548 | 0.581 | 0.591
AwvgDivision
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.437 | 0.454 | 0.489 | 0.547 | 0.571 | 0.592 | 0.577
Dice
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.437 | 0.454 | 0.489 | 0.547 | 0.571 | 0.592 | 0.577
Cosine
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.437 | 0.449 | 0.486 | 0.546 | 0.572 | 0.593 | 0.575
Frequency-based
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.438 | 0.446 | 0.459 | 0.492 | 0.505 | 0.535 | 0.57
TF.IDF-based
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
Accuracy | 0.437 | 0.437 | 0.437 | 0.437 | 0.438 | 0.477 | 0.519 | 0.573 | 0.585 | 0.585 | 0.574

As Table shows, Cosine is reported to be the best measure for computing the
vocabulary-based similarity using page contents. However, the maximum value of accuracy
obtained using page contents is considerably lower than the one for snippets (0.777 vs.
0.593). Therefore, we conclude that snippets are a more effective source of information for
the vocabulary-based similarity. In addition, analyzing snippets is less complex compared
to page contents. Hence, this source of information both achieves a higher accuracy and

lowers the complexity of the measure.

Co-occurrence-based similarity

We perform the same set of experiments on the co-occurrence-based similarity. As ex-
plained before, this similarity is not symmetric per se and we tried three functions to
make it symmetric and applicable on an undirected graph. Similar to the evaluation of the
vocabulary-based measures, we study different threshold values for determining the similar-
ity between two keywords. We recall that in co-occurrence-based similarity, page contents
are used as a source of information. Table presents the results of these experiments.
The threshold values range from 0.05 to 0.5.

According to Table[8.6] the Average aggregation function returns the highest accuracy
value. In contrast, the Maximum function returns the lowest value of accuracy. This can

be explained by the fact that Mazximum biases the co-occurrence-based to one-directional
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Table 8.6: Experiments on the 3 functions of the co-occurrence-based similarity with page
contents as context

Average(sim;, sim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy 0.65 | 0.723 | 0.751 | 0.76 | 0.743 | 0.708 | 0.678 | 0.656 | 0.641 | 0.624
Minimum(sim;, stim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy | 0.751 | 0.744 | 0.702 | 0.682 | 0.644 | 0.62 | 0.602 | 0.599 | 0.592 | 0.587
Mazimum(sim;, sim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy | 0.595 | 0.665 | 0.713 | 0.726 | 0.741 | 0.732 | 0.72 | 0.712 | 0.698 | 0.68

similarity relations between keywords, which may not necessarily indicate semantic relat-
edness between them. As an example, “paiement” may appear frequently in pages returned
for “collection de 4 verres”, but the reverse occurrence is very unlikely to happen. In this
example, the Mazimum function wrongly considers the two keywords to be semantically
related. We note that the Average function could also have this limitation but it is much
less probable than in the Maximum function. On the other side, Minimum is a rather
strict function, as it detects similarity between two keywords if they are similar enough in
both directions. Hence, the Average function is not as biased as the Mazximum function
and not as strict as the Minimum one. Our results show that choosing an effective value
of threshold for Average reduces its bias and makes it the best aggregation function for

the co-occurrence-based similarity.

In Chapter [7] we explained that the co-occurrence-based similarity is close to the mea-
sure proposed by |[Chen et al. (2006), which exploits snippets as a source of information.
Although the details of our similarity is different than theirs, to compare the effectiveness
of page contents with respect to snippets, we perform the same experiments but using
snippets as a source of information. Table|3.7| shows the results of these experiments. Us-
ing this source of information, the M aximum function returns the highest accuracy value.
This could be due to the fact that snippets contain focused and relevant information about
the keywords. Hence, even one directional similarity could be a good indicator of seman-
tic relatedness. In other words, it is rare to have semantically unrelated keywords which

co-occur in snippets and this makes the Maximum function effective.

Comparing the accuracy values obtained using snippets and page contents shows that
snippets are not as effective as page contents in capturing the semantic relatedness in
the co-occurrence-based similarity. We justify this conclusion by noting that snippets are
short pieces of information, whereas our keywords could be long in terms of the number
of constituent tokens. Basically, the probability of finding co-occurrent long keywords in
short contents, such as snippets, is not very high and consequently, semantic-relatedness

cannot be captured effectively.
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Table 8.7: Experiments on the 3 functions of the co-occurrence-based similarity with snip-
pets as context

Average(sim;, sim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy | 0.676 | 0.637 | 0.623 | 0.609 | 0.602 | 0.601 | 0.598 | 0.591 | 0.576 | 0.57
Minimum(sim;, stim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy 0.6 0.588 | 0.576 | 0.574 | 0.572 | 0.572 | 0.568 | 0.564 | 0.563 | 0.563
Mazimum(sim;, sim;)
Threshold | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Accuracy 0.7 | 0.668 | 0.644 | 0.633 | 0.626 | 0.618 | 0.608 | 0.602 | 0.598 | 0.596

Merging both similarities

In our enrichment application, we are interested in capturing both semantic similarity and
semantic relatedness. Our assumption is that the former property is obtained using the
vocabulary-based similarity, whereas the latter is captured using the co-occurrence-based
one. To take both properties into account, we aggregate the two similarities and obtain
the final similarity, which is used for generating edges in the graph generation step of the
topic detection approach. To merge the similarities, we make use of the results obtained
in the previous experiments. The best measure/function along with their optimal thresh-
old values are used for determining the final similarity. Two keywords are considered to
be similar/related if they are detected as similar/related keywords by both similarities.
According to Tables and [8.6] the optimal threshold values for the vocabulary-based
and the co-occurrence-based similarities are 0.25 and 0.2, respectively. Table summa-
rizes the best accuracy values obtained using each similarity individually and using their

aggregation.

According to the results, combining the similarities captures the semantic similari-
ty/relatedness more effectively. Hence, unlike [Sahami and Heilman| (2006) and (Chen et al.
(2006)), who focus on either semantic similarity or semantic relatedness, we take both into

consideration and show an improvement over the accuracy value.

It should be mentioned that to merge the similarities, we initially tried a supervised
approach to learn the optimal weight of each similarity. We, however, did not find the result
to be robust over various domains and we do not present this preliminary experiment in
this thesis.

Table 8.8: Comparison over the similarity measures

Similarity measure The best accuracy
Vocabulary-based (snippet) 0.777
Co-occurrence-based (page) 0.76

Vocabulary-based (snippet) + Co-occurrence-based (page) 0.813
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Figure 8.2: Schema of the evaluation process of coarse-grained and fine-grained topics

8.2 Recommended coarse-grained and fine-grained topics

In our approach, there are several steps for detecting the final set of coarse-grained and
fine-grained topics. We evaluate the outputs that are critical for our enrichment problem:
1) out of topic keywords, 2) representative keywords, and 3) fine-grained topics. Figure
illustrates the schema of the evaluation process performed in this section. Each step of the

evaluation is explained in the following.

Out of topic keywords are detected in the coarse-grained topic detection step. By out
of topic keywords, we refer to the keywords that are not relevant to the target point of
view. The goal of this experiment is to study the coarse-grained topic detection step and
to evaluate how effective it is in filtering out the irrelevant keywords. By this evaluation,
we implicitly evaluate the performance of the Clique Percolation Method (CPM) and the
communities selection algorithm, explained in [7.1.2]

Representative keywords of the fine-grained topics play an important role in the en-
richment application, since they specify the main subject of each topic. Focusing on these
keywords, users can decide whether topics are interesting enough to be added to the input
document, which needs to be enriched. If a user does not find the representative keyword of
a topic interesting for the enrichment, he/she can discard the whole topic without browsing
all its keywords. Hence, representative keywords make the user validation easier and faster,
which is an advantage for a recommendation approach. To avoid missing information in
the user validation step, representative keywords must be correctly selected and assigned
to each topic. Topics recommended to the user are expected to be unique, despite of the
fact that they can share keywords. In other words, the main subject of each topic must not
be covered by any other topic. This requires the representative keywords to be dissimilar

enough, so that each one brings a unique and discriminative piece of information.
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Due to the high importance of the representative keywords, we evaluate them in this
work. By studying representative keywords, we implicitly evaluate the measures for ranking
keywords in the fine-grained topic detection step and also the Discriminative Fine-grained
Topics (DFT) algorithm, respectively explained in and [7.2.2] As ranking measures,
we tried three combinations of measures: (keyword weight €& degree), (keyword weight
& betweenness), and (keyword weight € closeness). This side experiment, which is not
presented in this thesis, showed that the (keyword weight & betweenness) measure gives
the best ranking over the keywords of each topic. Hence, in the final evaluation of the
representative keywords, we only use this measure without asking the evaluators to study

the representative keywords returned for each ranking measure.

Fine-grained topics are the final detected topics that we recommend to users. Key-
words within each topic are expected to be semantically consistent. In order to show the
effectiveness of the maximal clique algorithm and the heuristic-based approach that we
proposed for returning the final set of fine-grained topics (see , we manually evaluate
the semantic consistency of the returned fine-grained topics. We performed side exper-
iments on the performance of the maximal clique algorithm with respect to CPM and
Girvan-Newman algorithm but here we only focus on the best performing algorithm, i.e.

the maximal clique.

We note that a practical evaluation would assist in generating a gold standard set of
topics and comparing them with the ones detected by our approach. Generating such a
gold standard set is, however, very challenging due to the subjectivity issues. The task
is becoming more challenging when the number of keywords, for which the topics need to
be detected, increases. For small examples, we preliminary generated gold standard sets
and used the Omegalndex measure to compare the detected topics with the gold standard
ones. However, in real applications and consequently in the experiments presented in this
section, the average size of datasets in terms of the number of keywords is 185 and we
could not generate effective gold standard sets for these datasets. Alternatively, we focus
on three outputs of our approach rather than the whole topics. As Figure [8.2) shows,
evaluation of the out of topic and the representative keywords is performed by comparing
the results with gold standard sets. Fine-grained topics are, however, passed to evaluators
to study the semantic consistency of the keywords within each topic with respect to its

representative keyword.

Although TDT benchmarks have been widely-used for the topic detection task, we do
not exploit them and rather generate our own experimental data. In this experiment, we
are mainly interested in evaluating the topic detection approach on the keywords extracted
using our keyword extraction approach. The keyword extraction approach has been specif-
ically proposed for web pages and may not effectively extract keywords from news stories
of TDT benchmarks. This would lower the quality of the detected topics. An alternative
way is to directly pass the keywords of the news stories to our topic detection approach.
These keywords are however not available and an approach of keyword extraction is re-

quired to extract them. As a future work, it would be interesting to extract the keywords
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of a TDT benchmark using another approach and to evaluate our topic detection approach
on other types of keywords. As in [Sayyadi and Raschid (2013), we could perform a very

basic approach for extracting keywords of news stories.

In the following, we firstly present our experimental data. We then explain in more

details the experiments on each output.

8.2.1 Experimental data

We have already executed the topic detection approach on roughly 80 domains but we

target only ten domains for the purpose of evaluation.

To have a user-based evaluation on out of topic and representative keywords, we gener-
ate gold standard sets on 10 diverse domains. For each domain, 20 documents are targeted
as enrichment collection and their keywords are extracted using the keyword extraction
approach. All the weighted keywords are then passed to three evaluatorsﬂ We recall that
according to the Fleiss’ kappa statistics, the inter-agreement between the evaluators is 0.81.
For each target domain, the evaluators analyze the proposed keywords and generate two

gold standard sets, where the majority vote of the evaluators is used:

e Gold standard set of out of topic keywords: the evaluators are asked to determine
the keywords which are not relevant to the target domain. As an example, let’s
consider the “veste” domain, in which the evaluators label “retour gratuits” as an
irrelevant keyword, since it is not semantically related to the domain. We use this
set for evaluating the effectiveness of our coarse-grained topic detection approach in

detecting out of topic keywords.

e Gold standard set of representative keywords: the evaluators go through all the key-
words of each domain individually and specify those which can be considered as
representative keywords. A keyword is a representative keyword if it is targeting a
specific subject and if it is discriminative enough comparing to other representative
keywords. Since more than one keyword may discuss a subject, only the most com-
mon one is chosen as the representative keyword in order to avoid duplicates. As
an example, having “veste” as the enrichment point of view, “veste en cuir”, “veste
en jean” and “veste d’hiver” can be all selected as representative keywords, as they
specifically focus on special categories of “veste”. On the contrary, having “veste en
cuir” and “veste en cuir noir”, the latter keyword is not selected as a representa-
tive keyword because it is not discriminative enough and it does not bring in any

information compared to the former one.

Table summarizes the generated gold standard sets, including the number of the
input keywords in each domain along with the number of the out of topic and the repre-

sentative keywords that are given by the evaluators.

!The same evaluators as in the evaluation of the similarity measures
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Table 8.9: Statistics on the gold standard sets generated for evaluating the detected coarse-
grained and fine-grained topics

Domain #KWs | #out of topic KWs | #representative KWs
Abri de jardin 215 84 15
Isolation 182 21 35
Robinetterie 132 28 22
Assurance automobile 177 43 14
Certification 97 34 22
Collier de serrage 188 57 14
Pates 197 70 22
Peinture murale 275 93 24
Protection auditive 163 21 16
Tableaux électriques 225 39 15

To evaluate the semantic consistency of the fine-grained topics, we run the topic detec-
tion approach on the same sets of keywords and pass the detected topics to each evaluator.
The goal is to evaluate the semantic consistency of keywords in each topic with respect to
its representative keyword. Hence, we only study the topics for which the representative

keywords exist in the gold standard set.

8.2.2 Experimental results and evaluation

We pass the same input keywords as in Table[8.9|to the proposed topic detection approach
and evaluate its different outputs. The effectiveness of the coarse-grained topic detection
step in detecting irrelevant keywords is evaluated by comparing its detected out of topic
keywords with the ones labeled by the evaluators. The effectiveness is reported as preci-
ston and recall. To consider the balance between these two measures, we also compute
F-measure. Table shows the result of this evaluation over the 10 domains. Here, we
compute F> measure, since recall matters more than precision. In other words, in our
enrichment application, missing part of the enrichment information is acceptable but rec-
ommending wrong information, which is not related to the target point of view, is not

allowed. The average F» measure over all the domains is 85.3%.

Table 8.10: Evaluation of the coarse-grained topic detection approach in detecting out of
topic keywords

Domain Precision | Recall >

Abri de jardin 0.86 0.83 0.83
Isolation 0.64 1 0.89
Robinetterie 0.61 0.96 0.86
Assurance automobile 0.71 0.82 0.79
Certification 0.73 0.91 0.86
Collier de serrage 0.63 1 0.89
Pates 0.68 0.83 0.79
Peinture murale 0.66 0.95 0.87
Protection auditive 0.62 1 0.89
Tableaux électriques 0.63 0.95 0.86
AVERAGE 0.677 0.925 | 0.853
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One interesting finding after evaluating the out of topic keywords is that our coarse-
grained topic detection approach is able to mostly filter out the remaining brands in the
collection of documents. Although in the graph generation step of the coarse-grained topic
detection we perform a brand removal process on the input keywords (see , it is
slightly probable that the final keywords contain brand names. We previously mentioned
that our approach of brand detection is heuristic-based and may not detect all the existing
brands. Nevertheless, the remaining brands can be mostly detected afterwards in the graph
analysis of the coarse-grained topic detection step. This is due to the fact that brand names
are basically too specific and share little vocabulary with other keywords of the domain.
In addition, they do not co-occur frequently with other keywords. Hence, in the generated
graph, they have a weak connectivity with other nodes and cannot be detected in the

communities which are related to the domain of study.

In the next experiment, we study the representativeness of the recommended represen-
tative keywords. By this experiment, we implicitly evaluate our keywords’ ranking measure
and the DFT algorithm, which returns dissimilar representative keywords and so discrimi-
native topics. For this purpose, the representative keywords detected by our approach are
compared with the ones in the gold stanard set of representative keywords and the preci-
sion and recall values are computed accordingly. In this step, precision matters more than
recall: we slightly accept to miss recommending a representative keyword but proposing
an unimportant keyword as a representative one is not acceptable. Therefore, we compute
the value of Fj5 to emphasize more on the precision value. Table 8.11] summarizes the
values of the evaluation measures obtained for each domain. The average Fy 5 over all the
10 domains is 70.5%.

Table 8.11: Evaluation of the representativeness of the recommended representative key-

words

Domain Precision | Recall | Fos

Abri de jardin 0.75 0.8 0.75
Isolation 0.84 0.6 0.77
Robinetterie 0.81 0.59 0.75
Assurance automobile 0.77 0.5 0.7
Certification 1 0.41 0.77
Collier de serrage 0.85 0.42 0.71
Pates 0.77 0.63 0.74
Peinture murale 0.66 0.66 0.66
Protection auditive 0.6 0.37 0.53
Tableaux électriques 0.69 0.6 0.67
AVERAGE 0.774 0.558 | 0.705

In the evaluation of the representative keywords, we should consider that two keywords
could have a very close meaning. In this case, the evaluators may select one keyword as a
representative keyword, while our approach may specify the other keyword as a representa-
tive one. As an example, suppose that “isolation phonique” and “isolation acoustique” exist
in the dataset and that our approach returns “isolation acoustique” as the representative

keyword, whereas “isolation phonique” is selected by the evaluators. Since these keywords
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have a very close meaning and are mostly used interchangeably, we do not penalize our
approach due to the mismatch between “isolation phonique” and “isolation acoustique”. In-
stead, we consider them as the same keywords, while matching our representative keywords
with the gold standard ones. This verification is, however, not performed automatically in

our evaluation and the evaluators are asked to detect such similar keywords in the results.

We also evaluate the semantic consistency of the detected fine-grained topics. The goal
of this step is to measure how semantically similar the keywords of each topic are to the
corresponding representative keyword. To achieve this, the evaluators are asked to study
the generated fine-grained topics in each domain and to label their keywords as “relevant”
or “irrelevant”. Table shows an example of this evaluation.

Table 8.12: Example of the evaluated fine-grained topic in terms of the semantic consistency
to the representative keyword

Representative keyword

isolation toiture

isolant thermique | relevant

isolation maison relevant
isolation du sol irrelevant
guide isolation relevant

isolation plafond | irrelevant

We note that only topics with good representative keywords are passed to the evalua-
tors. Using the evaluation labels, we firstly compute the precision on each topic separately
and then average them to get the precision value over the 10 domains, as shown in Ta-
ble 8.13] The average precision value over all the domains is 91.3%.

Table 8.13: Evaluation of the semantic consistency of the fine-grained topics

Domain Precision
Abri de jardin 0.79
Isolation 0.95
Robinetterie 0.85
Assurance automobile 0.83
Certification 0.77
Collier de serrage 0.81
Pates 0.77
Peinture murale 0.83
Protection auditive 0.78
Tableaux électriques 0.92
AVERAGE 0.913

8.3 Comparing with a baseline approach

In this section, we compare our topic detection approach with respect to the state of the
art. We choose KeyGraph (Sayyadi and Raschid, 2013) as the baseline approach, which

is a graph-based approach for detecting the underlying topics of a collection of keywords.
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Although Latent Dirichlet allocation (LDA) (Blei et al., 2003) has been widely used for this
purpose, we do not aim to compare our approach with this topic modeling approach. As
discussed in Chapter[3] we found the topics returned by KeyGraph to be more semantically
consistent than LDA and the experiments performed by (Sayyadi and Raschid} 2013)) verify
this finding. Unlike the original model of LDA, which is word-level and does not support
multi-token lexical units, KeyGraph supports both types of units. Since our topic detection
approach is applied on a collection of single and multi-token keywords and the goal is to
detect semantically consistent topics, we found KeyGraph to be a better baseline approach

for our experiments.

KeyGraph is available open source under GPLv2 IicenseE]. It accepts two types of
input: a set of documents or a set of documents along with the associated keywords and
their frequencies. In the first case, KeyGraph’s keyword extraction is performed on the
input documents, which extracts words, noun phrases, and named entities. In the second
case, however, keywords are initially extracted using any desired extraction approach and
only the topic detection step of KeyGraph is executed. We note that in KeyGraph, once
detected, the topics are assigned to the input documents. Since this step is out of scope
of this thesis, we do not take it into consideration in our experiment. Here, we target the
second type of input and merely focus on the topic detection step of KeyGraph. This is to
make the comparison on the keywords extracted using our keyword extraction approach.
However, in the future, it would be interesting to evaluate our topic detection approach on

the keywords extracted by another approach and from other types of documents.

The output of KeyGraph is a set of topics. Fach topic is characterized by a list of
keywords, used in our evaluation, and a set of documents that represent the topic. The

detected topics can overlap.

To compare KeyGraph with our approach, we adapted the way it captures the occur-
rence of a keyword in a document. In KeyGraph, the keywords extracted from a document
are either single words or sequences of words which are adjacent in the document. Hence,
their occurrences can be found through a simple matching between the keywords and the
documents. However, our keyword extraction approach may generate keywords in which
tokens are not necessarily adjacent in documents. Consequently, a simple match cannot
capture their occurrences in the documents. To adapt KeyGraph to this property of our
approach, we rather use a window-wise matching. According to this matching, a keyword
occurs in a document if all pairs of its adjacent tokens appear within a window of a fixed
size in the document. As in Section [5.3] two tokens are assumed to be in the same window
if there are at most two non-stop words between them. Using this rule, the frequency of
keywords and their co-occurrences in the collection of documents is obtained. We recall
that unlike our approach, KeyGraph generates a weighted graph, where the number of

co-occurrences between two keywords represents the weight of their corresponding edge.

There are several parameters in KeyGraph that need to be fixed according to the

target application and the type of documents. Authors have already recommended effective

https:/ /keygraph.codeplex.com/
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parameters values for news, blogs, and tweets. Since in our enrichment approach, different
types of web pages could be analyzed, from informative pages to commercial ones, finding
effective values which suit all different types is not trivial. In this thesis, we do not study
the best values of these parameters for our problem. As an alternative, we individually
ran KeyGraph with each of the recommended parameters values on a sample input and
found the blog parameters to perform the best for our problem. Therefore, we use the blog

parameters for the experiments presented in this section.

Keywords in the topics detected by KeyGraph are not ranked and the topics are not
labeled. Due to these properties, we cannot perform the same series of experiments that
we did for evaluating our approach, i.e. evaluating representative keywords and evaluating
the semantic consistency of a topic keywords with respect to its representative keyword.
We point out that the level of granularity is also different in the topics detected by the
two approaches. As a consequence, we only evaluate the effectiveness of KeyGraph in
detecting out of topic keywords. This functionality is highly important in the enrichment
application, as recommending keywords from other domains than the target one adds

wrong information to the input document, which needs to be enriched.

More specifically, Figure shows that for each domain of study, we pass a list of
keywords and a collection of corresponding documents to KeyGraph. The keywords are
the same as the ones passed to our approach for evaluating its performance. In the set
of the topics detected by KeyGraph, we select the ones that are related to the domain
and accordingly we get the list of the out of topic keywords. Comparing these keywords
with the ones in the gold standard set, generated in [8.2.1] we measure the effectiveness of

KeyGraph in detecting out of topic keywords.

FE Selecting
Collection documents —> KeyGraph > @% —> | relevant topic(s)

< kw,, freq, >, .., < kw,, freq,, > +

¢ topically relevant ___
@ keywords

out of top|c KWs

Gold
Standard —> | Matching
Set
\/
PR, R, F2

Figure 8.3: Protocol of evaluation for KeyGraph

Table shows the values of precision, recall and F» measures obtained over the 10
domains. We recall that keywords of each domain have been extracted from 20 documents.
We initially considered these documents as the input of KeyGraph. Intuitively, the size of

this collection is not enough for capturing the co-occurrences between the input keywords.
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Hence, we performed the experiments with two scenarios: using the 20 documents as the
input collection and increasing the number of the collection documents to 500 to see how
it affects the performance of KeyGraph. To collect more documents, we performed the
samie procedure as in but selected more documents in the search engine result page.
Table reports the evaluation measures on both scenarios. According to the results,
by increaging the number of the documents, generally, the performance slightly increases.
However, considering the trade-off between the complexity of analysis and the performance

of the approach, we did not find this increase to be effective.

Table 8.14: Evaluation of the out of topic keywords detected by KeyGraph

Domain 20 documents 500 documents
Precision | Recall Fy Precision | Recall Fs

Abri de jardin 0.71 0.63 0.64 0.74 0.65 0.66
Isolation 0.49 0.76 0.68 0.49 0.8 0.71
Robinetterie 0.32 0.71 0.57 0.3 0.74 0.57
Assurance automobile 0.69 0.45 0.48 0.73 0.52 0.55
Certification 0.57 0.66 0.63 0.55 0.64 0.61
Collier de serrage 0.58 0.73 0.69 0.64 0.75 0.72
Pates 0.61 0.54 0.55 0.59 0.51 0.52
Peinture murale 0.53 0.75 0.69 0.48 0.76 0.68
Protection auditive 0.42 0.67 0.59 0.46 0.7 0.63
Tableaux électriques 0.32 0.59 0.5 0.39 0.61 0.54
AVERAGE 0.524 0.649 | 0.602 0.537 0.668 | 0.619

The change in the performance of KeyGraph after increasing the number of collection
documents depends on the content of these documents. As Table[8.14]shows, in most of the
domains, having more documents increases the co-occurrence within the same document
of semantically similar keywords. This lets the co-occurrence feature better capture their
similarity and consequently increases the recall value. On the contrary, we observed that
for two domains “Certification” and “Pates”, by adding more content, out of topic keywords
are stronger connected to the relevant ones and fewer number of out of topic keywords are
detected, which lowers the recall value. In addition, we observed that “Robinetterie” and
“Peinture murale” domains achieve better recall values in exchange for precision. This
shows that in these domains, by adding more content, the connectivity between a subset of
semantically similar keywords is becoming stronger and as a result, other relevant keywords
with weaker connectivities are detected as out of topic keywords. This indicates a loss of
enrichment information. In most of the domains, however, the precision value increases by
adding more content. This is due to the fact that similar keywords appear more often in

the documents and so their connectivities are getting stronger.

It should be mentioned that since not all the pages returned by Google are necessarily
related to the domain of study, the collection of 500 documents may not be rich enough
for capturing the co-occurrences. By choosing another collection of documents, the effec-
tiveness could increase more. Nevertheless, we did not find such collections available for

our target domains.



8.4 Conclusion 167

In Figure we compare our proposed approach with KeyGraph in terms of all the
evaluation measures. For this comparison, we pick the better performing scenario in Key-
Graph, i.e. with 500 collection documents. Our approach significantly outperforms Key-
Graph specially in terms of recall value. This is justified by the fact that unlike KeyGraph,
we do not exploit the explicit co-occurrences of keywords within documents and instead
we focus on their semantic similarity. As a result, if two keywords co-occur frequently in a
collection of documents but do not share any semantics, we do not detect them as relevant

keywords.

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0
Precision Recall F2-measure

B Proposed approach 0.677 0.925 0.853
KeyGraph-500 0.537 0.668 0.619

Figure 8.4: Effectiveness of the proposed approach vs. KeyGraph over 10 domains. In
KeyGraph, the size of the collection for capturing the co-occurrence between keywords is
500.

The complexity of KeyGraph depends on the number of the input keywords and the
size of the input collection. In our experiments, the average number of the input keywords
is 185 and the maximum size of the collection is 500. With this size of data, we observed
that the complexity of KeyGraph is lower than our approach, as it only exploits the col-
lection of documents but we expand the context of each keyword to better capture the
similarity between them. Since our topic detection approach is nevertheless executed in a
reasonable time, due to its higher performance, we found it more effective for our enrich-
ment application, where the semantic consistency of the recommended keywords must be

assured.

8.4 Conclusion

In this chapter, we evaluated our proposed topic detection approach. We firstly evaluated
the effectiveness of the similarity measures proposed in this thesis. Since generating a gold
standard set of topics is very challenging, we do not explicitly evaluate the quality of the
detected coarse-grained and fine-grained topics and rather we focus on three outputs of

the approach, which we found highly important for our recommendation application.
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Experiments on the similarity measures show that comparing to page contents, snippets
are a better source of information for capturing the semantic similarity in the vocabulary-
based similarity measure. In addition, we found the frequency to be a more effective feature
for weighting the words in the vocabularies associated to two keywords. This feature is also
robust across different domains. The results also showed that the co-occurrence-based sim-
ilarity performs better when page contents are exploited as a source of information. More-
over, taking an average over the asymmetric similarities of co-occurrence-based measure is
an effective way to make them symmetric. We showed that exploiting both vocabulary-

based and co-occurrence-based similarities outperforms using each individually.

Our experiments on the coarse-grained topic detection approach shows that it can
effectively detect the keywords which are not related to the domain of study (F» = 85.3%).
We also showed that our topic detection approach can effectively label the detected fine-
grained topics with representative and dissimilar keywords and consequently can return
discriminative topics (Fy5 = 70.5%). This functionality of the approach can be however
improved. Our analysis on the “bad” representative keywords in all the domains shows that
52% of them are representative of the domains but they are not discriminative enough with
respect to the other representative keywords. This shows that the evaluation measures

could be enhanced by improving the DFT algorithm as a future work.

Furthermore, we observed that the semantic consistency of the detected fine-grained
topics with “good” representative keywords is highly assured with the average precision of
91.3%. This property of the approach is very important for our enrichment application.
The high precision also indicates that the detected topics are mostly labeled properly, since

there is a semantic consistency between the topic keywords and its representative keyword.

We compared the effectiveness of our approach with respect to KeyGraph, taken as
baseline approach. Using a collection of web pages returned by Google as source of in-
formation in KeyGraph, our approach considerably outperformed KeyGraph in terms of
precision, recall and F5 measures. This shows that the explicit co-occurrences between
keywords do not reflect their semantic similarity. As a result, KeyGraph may detect two
dissimilar keywords as similar ones, since they are expected to co-occur in the same docu-

ments.

Our topic detection approach is domain-independent and our results show its effec-
tiveness across different domains. Nevertheless, we observed that the performance of the
approach could change from one domain to another one. This is due to the fact that the
contexts provided for different domains are not equally rich. Clearly, the richer the con-
text is, the more effective the approach will be. As a future work, it would be interesting
to study the properties of the domains in order to tune the approach accordingly and to

increase its performance.
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CHAPTER 9

Conclusion and perspectives

Conclusion

As mentioned in the introduction of this thesis, there are two types of semantic gap between
an input document and a source of information: a gap in vocabulary and an informational
gap. Depending on the target application, the source of information can be a term (query),
a collection of documents, or a domain of interest. Both types of gap impact the acces-
sibility and understanding of documents by users. Hence, it is a necessity to extend the
vocabulary of the document or to add relevant information to it in order to fill in the
semantic gap. However, since the gap may be large, due to the constraint on the length
of the input document, the semantic gap is rather minimized by adding the most critical
vocabulary and pieces of information, which are highly used in or covered by the source of

information.

In this thesis, we proposed a domain-independent approach of enrichment in order to
minimize the semantic gap between an input unstructured document and a target domain.
More specifically, we answered the following research questions: how the important infor-
mation of a domain can be retrieved and how its different topics can be detected so that
only the one(s) related to the target domain can be processed afterwards? In other words,
we showed how the most common vocabulary and the most critical information of the tar-
get domain can be detected, disambiguated and added to the input document. We focused
on enriching web pages as a type of unstructured documents. The enrichment amounts to
recommending metadata to a user, who aims at enriching a web page with respect to a

domain.

In the initial chapters, we presented the definition of the problem and the corresponding
state of the art approaches. Towards the middle of the thesis, we presented our enrich-
ment approach. It starts with generating an enrichment collection, which consists of the
important documents related to a domain of study. We divided the problem into two main
components, keyword extraction and topic detection, which respectively extracts the infor-
mation of the documents in the enrichment collection and identifies the information related
to the target domain. These approaches have been tested in a real application context and
on a wide range of various domains. In this thesis, we evaluated them through user-based

evaluations on real applications and also by comparing with baseline approaches.

We proposed a keyword extraction method, which is adapted to unstructured and small
textual data. Evaluation of the keyword extraction approach showed that in spite of its

basic methodology, this approach is robust to various domains and also to the noise in web
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pages. We also showed a significant improvement comparing to a modified version of the
TF.IDF approach. Due to its shallow analysis, our approach can extract keywords of a

web page in a very reasonable time.

The main contribution in the topic detection approach was to propose new similarity
measures for capturing the semantic similarity and the semantic relatedness between two
keywords. Our proposed similarities make use of the context returned by search engines as
a rich source of information but they do not rely on the functionalities of search engines,
which could change over time. Our evaluations confirmed the effectiveness of our proposed
similarities in terms of both the exploited source of information and the chosen measure
or function. We also showed that unlike the works in the state of the art, which either
focus on the semantic similarity or the semantic relatedness between keywords, we take

both into consideration and consequently better detect their relation.

Evaluations on the topic detection approach showed that it can effectively identify the
keywords which do not belong to the studied domain. It also achieved a higher performance
than the KeyGraph approach. Our approach therefore results in recommending relevant
information to users and minimizing the semantic gap between the input document and the
target domain. We also showed that the majority of the topics returned by our approach
are discriminative: each one covers a unique piece of information within the domain of

interest.

Comparing to the approaches in the state of the art, we are able to detect semantically
consistent topics, which also have a good level of granularity so that users can interpret
them easily. Keywords within each topic are ranked based on their importance within
the topic. This ranking helps users to control the length of the input document in the

enrichment procedure.

Since the keyword extraction and topic detection approaches can be easily adapted to
different languages, we have implemented and tested them on more than one language even
if only experiments on French are reported here. The main complexity of our proposed
enrichment approach corresponds to the topic detection approach and, more specifically,
to the similarity computation step. Nevertheless, although this approach is not inter-
acting with users in real time, it is executed in a reasonable time and can be used as a

recommendation application.

We believe that the documents enriched using our proposed enrichment approach could
be further used in different text analysis tasks, such as classification and search applications,
in order to provide more contextual information for NLP tools and to consequently improve

their performance.

Perspectives

In the future, the following ideas could be addressed:
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The performance of the proposed keyword extraction approach could be enhanced
by improving the extraction features. More specifically, we could exploit new extraction
features, which do not rely on frequencies, in order to capture the importance of rare
but important words in documents and to increase the recall of the approach. Additional

ill-formed patterns could also be identified in order to improve the post-filtering step.

In the short future, we could try to use the third order similarity measures in the
vocabulary-based similarity in order to see how the accuracy of the similarity would change
by considering the collocation between words rather than their exact matches in the snip-

pets returned by Google.

Nowadays, word embedding models and deep learning algorithms are widely used to
find the similarity between words or pieces of text. As a future work, we are interested
to see how these models and algorithms could improve the similarity calculation: Do
they enhance the overall similarity if we use them as the third similarity measure? Do
they mainly focus on the semantic similarity or the semantic relatedness? Can we find
or generate a rich and representative training data that can be used effectively for any
domain? Knowing that it takes a long time to train a classifier in a deep learning model,
does it keep the execution time of our enrichment approach reasonable? Our preliminarily
research on the text similarity using word embedding models did not return remarkable
results and, surprisingly, we found TF.IDF to perform better than word2vec (Mikolov et al.|
2013)). Studies such as that of [Sahlgren and Lenci (2016) discuss that neural network-based
models are not effective if the size of the training data is not big enough. Hence, as a
future work, we could try a bigger and a more representative training data to study the

performance of neural network-based models for our application.

Our evaluation on the representative keywords returned by the topic detection approach
showed that roughly half of the “bad” representative keywords are in fact representative but
not discriminative enough. We believe that this is mostly related to the similarity threshold
that we determined empirically in the Discriminative Fine-grained Topics (DFT) algorithm
for considering two keywords to be dissimilar. Although this threshold value is effective in
many domains, in some others, another value could better detect the dissimilarity between
representative keywords. Our intuition is that different properties of a domain, such as
the amount of available context retrieved from Google, the level of connectivity between
keywords in the graph-based model, the genericity or specificity of the domain, etc., could
impact the optimal value of the similarity threshold. Hence, by studying these properties,

we could tune the threshold value accordingly so that to return more discriminative topics.

Tuning threshold values depending on domain properties could be also tried for the
similarity thresholds. In our preliminary research, we tried to generate a generic training
data in order to learn the weights of the similarity measures and to automatically predict
the similarities in different domains. On the contrary, in the future, our goal would be to
automatically generate domain-specific training sets based on properties of each domain
and to find the optimal values accordingly. The whole approach would remain domain-

independent as domain tuning would be automatic.
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We believe that the topic detection approach can be applied on any other type of doc-
uments conditioning that the input keywords are available a priori. This claim, however,
has not been justified through formal experiments. As a future work, this property should

be studied in order to confirm its applicability on other applications.

In the future, we can expand our recommendation application by generating pieces
of text out of the recommended metadata. For this purpose, Natural Language Gener-
ation (NLG) techniques must be exploited. These techniques can be template-based, in
which the input metadata fits into existing templates. The techniques can be also more
advanced by interpreting the data and dynamically creating text. Our intuition is that
generating templates for different domains and various types of web pages is not a trivial
task and alternatively, advanced NLG techniques need to be exploited for our enrichment

application.
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