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Summary

Minimally invasive surgery has made remarkable progress in the last decades
and became a very popular diagnosis and treatment tool, especially with the
rapid medical and technological advances leading to innovative new tools
such as robotic surgical systems and wireless capsule endoscopy. Due to the
intrinsic characteristics of the endoscopic environment including dynamic
illumination conditions and moist tissues with high reflectance, endoscopic
images suffer often from several degradations such as large dark regions,
with low contrast and sharpness, and many artifacts such as specular re-
flections and blur. These challenges together with the introduction of three-
dimensional (3D) imaging surgical systems have prompted the question of
endoscopic images quality, which needs to be enhanced. The latter process
aims either to provide the surgeons/doctors with a better visual feedback
or improve the outcomes of some subsequent tasks such as features extrac-
tion for 3D organ reconstruction and registration. This thesis addresses the
problem of endoscopic image quality enhancement by proposing novel en-
hancement techniques for both two-dimensional (2D) and stereo (i.e. 3D)
endoscopic images.

In the context of automatic tissue abnormality detection and classifica-
tion for gastro-intestinal tract disease diagnosis, we proposed a pre-processing
enhancement method for 2D endoscopic images and wireless capsule en-
doscopy improving both local and global contrast. The proposed method
expose inner subtle structures and tissues details, which improves the fea-
tures detection process and the automatic classification rate of neoplastic,
non-neoplastic and inflammatory tissues. Inspired by binocular vision at-
tention features of the human visual system, we proposed in another work
an adaptive enhancement technique for stereo endoscopic images combin-
ing depth and edginess information. The adaptability of the proposed method
consists in adjusting the enhancement to both local image activity and depth
level within the scene while controlling the inter-view difference using a
binocular perception model. A subjective experiment was conducted to
evaluate the performance of the proposed algorithm in terms of visual qual-
ity by both expert and non-expert observers whose scores demonstrated the
efficiency of our 3D contrast enhancement technique. In the same scope, we
resort in another recent stereo endoscopic image enhancement work to the
wavelet domain to target the enhancement towards specific image compo-
nents using the multiscale representation and the efficient space-frequency
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localization property. The proposed joint enhancement methods rely on
cross-view processing and depth information, for both the wavelet decom-
position and the enhancement steps, to exploit the inter-view redundancies
together with perceptual human visual system properties related to con-
trast sensitivity and binocular combination and rivalry. The visual quality
of the processed images and objective assessment metrics demonstrate the
efficiency of our joint stereo enhancement in adjusting the image illumina-
tion in both dark and saturated regions and emphasizing local image details
such as fine veins and micro vessels, compared to other endoscopic enhance-
ment techniques for 2D and 3D images.

Title: 2D/3D Endoscopic image enhancement and analysis for video guided
surgery.
Key-words: Image enhancement, endoscopic/medical imaging, stereo im-
ages, image analysis, 3D.
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Résumé

Grâce à l’évolution des procédés de diagnostiques médicaux et les dévelop-
pements technologiques, la chirurgie mini-invasive a fait des progrès re-
marquables au cours des dernières décennies surtout avec l’innovation de
nouveaux outils médicaux tels que les systèmes chirurgicaux robotisés et
les caméras endoscopiques sans fil. Cependant, ces techniques souffrent
de quelques limitations liées essentiellement l’environnement endoscopique
telles que la non uniformité de l’éclairage, les réflexions spéculaires des tis-
sus humides, le faible contraste/netteté et le flou dû aux mouvements du
chirurgien et du patient (i.e. la respiration). La correction de ces dégra-
dations repose sur des critères de qualité d’image subjective et objective
dans le contexte médical. Il est primordial de développer des solutions
d’amélioration de la qualité perceptuelle des images acquises par endoscopie
3D. Ces solutions peuvent servir plus particulièrement dans l’étape d’extraction
de points d’intérêts pour la reconstruction 3D des organes, qui sert à la plan-
ification de certaines opérations chirurgicales. C’est dans cette optique que
cette thèse aborde le problème de la qualité des images endoscopiques en
proposant de nouvelles méthodes d’analyse et de rehaussement de contraste
des images endoscopiques 2D et 3D.

Pour la détection et la classification automatique des anomalies tissu-
laires pour le diagnostic des maladies du tractus gastro-intestinal, nous avons
proposé une méthode de rehaussement de contraste local et global des im-
ages endoscopiques 2D classiques et pour l’endoscopie capsulaire sans fil.
La méthode proposée améliore la visibilité des structures locales fines et
des détails de tissus. Ce prétraitement a permis de faciliter le processus de
détection des points caractéristiques et d’améliorer le taux de classification
automatique des tissus néoplasiques et tumeurs bénignes. Les méthodes
développées exploitent également la propriété d’attention visuelle et de per-
ception de relief en stéréovision. Dans ce contexte, nous avons proposé
une technique adaptative d’amélioration de la qualité des images stéréo
endoscopiques combinant l’information de profondeur et les contours des
tissues. Pour rendre la méthode plus efficace et adaptée aux images 3D
le rehaussement de contraste est ajusté en fonction des caractéristiques lo-
cales de l’image et du niveau de profondeur dans la scène tout en con-
trôlant le traitement inter-vues par un modèle de perception binoculaire.
Un test subjectif a été mené pour évaluer la performance de l’algorithme
proposé en termes de qualité visuelle des images générées par des obser-
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vateurs experts et non experts dont les scores ont démontré l’efficacité de
notre technique 3D d’amélioration du contraste. Dans cette même optique,
nous avons développé une autre technique de rehaussement du contraste
des images endoscopiques stéréo basée sur la décomposition en ondelettes.
Ce qui offre la possibilité d’effectuer un traitement multi-échelle et d’opérer
une traitement sélectif. Le schéma proposé repose sur un traitement stéréo
qui exploite à la fois l’informations de profondeur et les redondances inter-
vues, ainsi que certaines propriétés du système visuel humain, notamment
la sensibilité au contraste et à la rivalité/combinaison binoculaire. La qual-
ité visuelle des images traitées et les mesures de qualité objective démon-
trent l’efficacité de notre méthode qui ajuste l’éclairage des images dans les
régions sombres et saturées et accentue la visibilité des détails liés aux vais-
seaux sanguins et les textures de tissues.

Titre: Rehaussement de contraste et analyse des images endoscopiques 2D/3D
pour des chirurgies assistées par vidéo.
Mots-clés: Traitement d’images, images médicales , image endoscopiques ,
images stereo, 3D.
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EBCE Edge-based contrast enhancement method
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FICE Fuji intelligent chromoendoscopy
FT Fourier transform
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JJND Joint just noticeable difference
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MBI Multi-band imaging
ME-NBI Magnified narrow band imaging
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SDME Second derivative like measure of enhancement
SE Surface enhancement
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SIFT Scale-invariant feature transform
SROCC Spearman rank order correlation coefficient
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SVD Singular value decompositio
SVM Support vector machines
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UM Unsharp masking
VLS Vector lifting scheme
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Chapter 1

Introduction

You can’t connect the dots looking
forward; you can only connect
them looking backwards.

STEVE JOBS

1.1 Medical context and motivation

Conventional open surgery (OS) has been used for hundreds of years as the
main and more intuitive surgical solution for patients. It consists on mak-
ing large incisions in the skin using a scalpel and separating the underlying
tissues to get a direct access to the surgical target. This process implies re-
markable large scars, a long recovery time and hospital stay to follow up
the patient status, and considerable post-operative pain in some cases. The
medical and technological progress achieved in the last decades has made a
huge leap forward in the modern surgical practice by developing minimally
invasive surgery (MIS) which became a popular diagnosis and treatment
tool, especially with the recent innovations including stereo laparoscopes,
wireless capsule endoscopy (WCE), etc.

In contrast with open surgery, MIS is performed through small incisions
to attenuate the surgical trauma and morbidity. The abdomen is insuf-
flated with a specific dose of gas (CO2) in order to create a working volume
through which surgical instruments can be inserted via ports. Since direct
viewing of the surgical scene is not possible, a long thin tube equipped with
miniature camera, called an endoscope, is inserted to the abdomen to assist
the surgeon’s navigation and tasks. The captured endoscopic scene is dis-
played on a monitor to provide visual feedback of the anatomical structures
and the surgical instruments. As a comparison example taking the appen-
dectomy case, according to the Society of American Gastrointestinal and
Endoscopic Surgeons, a typical open appendectomy requires an incision of
4 inches long while in most laparoscopic appendectomies, surgeons operate
through three small incisions between quarter to half inch each.

MIS offers many advantages starting by reducing the unwanted patient
analgesia side effects since local treatments require less analgesia compared
to OS. Furthermore, avoiding large wounds lead to decreasing blood loss,
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discomfort, and post-operative pain. In the same vein, not exposing the
abdomen delicate tissues to external environment contaminants decreases
the probability of having post-operative complications, especially wound
related problems such as infection, cellulitis , dehiscence, and incisional her-
nia [96]. In addition to that, performing the operation within the body cav-
ity can avoid drying, cooling and excessive retraction and handling of in-
ternal endo-organs, which are associated often to open surgery techniques.
All these benefits lead to accelerating the recovery process and reducing
the hospitalization time, which implies less risks of having complications
related to long inactivity rest periods in bed such as urinary retention or
muscle atrophy. Furthermore, the patients tends to prefer having less and
smaller scars than large ones occurring with OS, and that seems to reduce
the post-operative anxiety related to self-image degradation [2].

One of the main challenges facing the surgeons during the endoscopic
surgical training and exercise is to adapt their visual system to operate with
a limited two-dimensional (2D) field of view. Indeed, the images of the
three-dimensional (3D) endoscopic scene including different organ struc-
tures and various surgical instruments are transmitted and projected onto a
2D screen. This dimensional shift reduces the perceptual cues for the sur-
geons, making it more complicated to determine the depth within the scene
and distinguish the relative positions of the different anatomical structures
and instruments. An additional difficulty is that the MIS field of vision is
reduced compared to the open surgery case, which implies the necessity
of special training, perceptual and mental skills [260] to work with limited
spatial resolution screen images. This lack of depth perception in addition
to the absence of tactile feedback can influence the surgeon’s performance
and, consequently, affect the accuracy of the surgical procedure.

To overcome this depth sensory loss, industry has demonstrated an un-
derstanding to this problem by developing 3D vision surgical systems. The
first solution appeared with Da Vinci Surgical System [78, 107] (Intuitive Sur-
gical, Sunnyvale, CA, UBC) which integrate a stereo laproscope and offer
other features such as a virtual reality training simulator and more stabi-
lization via electromechanical tools damping the vibrations due to machin-
ery or shaky surgeon hands. Later, several independent stereo endoscopes
for non-robotic MIS were proposed such as Endoeye Flex 3D [142] (Olym-
pus Medical Systems, Shinjuku, Tokyo, Japan), the Viking 3D-HD Vision Sys-
tem [85, 297] and the EndoSite 3Di Digital Vision System [20] (Viking Sys-
tems, Westborough, MA, USA). The later device generates spectral depth
improved images of the scene displayed using an ergonomic head-mounted
display.

This technological evolution allowing the convergence to 3D vision sur-
gical systems highlighted, however, various issues related to endoscopic im-
ages quality which is already a challenge for the 2D case. Indeed, the special
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characteristics of the endoscopic environment including dynamic illumina-
tion conditions, moist tissues with high reflectance, and motion due to the
patient’s breathing and the intra-operative surgeons tasks, can lead to sev-
eral artifacts such as smoke, blur, and specular reflections which degrades
the quality of endoscopic images and, consequently, can affect the surgeon’s
work accuracy and efficiency. Therefore, it is crucial to enhance endoscopic
images in order to provide the surgeons with a good quality visual feed-
back of the endoscopic scene or to improve the output of some subsequent
tasks such as features extraction for instruments tracking or 3D organ recon-
struction. As will be detailed in the following section presenting the thesis
practical context and workflow, our research work focuses on the enhance-
ment issue for both 2D and 3D endoscopic images.

1.2 Research objectives and contributions

Figure 1.1: Research workflow context of the thesis

This thesis is a part of a Norwegian project entitled HyPerCept, gather-
ing fourteen partners including France. This research has been funded by
both the Research Council of Norway through project no. 221073 HyPerCept
Colour and quality in higher dimensions and Université Paris 13. The project
scope is composed of four different sub-programs:

1. Improved image quality for the visually impaired.

2. Image quality in higher temporal and spatial dimensions.

3
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3. Imaging technology for health, security, and art: Functional image
quality.

4. Color and quality in imaging devices – value creation in the imaging
industry.

As a part of the second sub-program, our research work has been carried
out between the Laboratory of Information Processing and Transmission1

(Laboratoire de Traitement et Transport de l’Information-L2TI) at Université
Paris 132 and the Norwegian Colour and Visual Computing Laboratory 3 at
the Norwegian University of Science and Technology (NTNU) in Gjøvik4.
A close collaboration is also established with The Intervention Centre5 (IVS)
at Oslo University Hospital for medical and clinical aspects of our research.
More precisely, we work on the clinical case dealing with the treatment of
hepatic neoplasms, which are considered as the second most common cause
of cancer death worldwide [122].

Liver resection, referred to also as Hepatectomy, is the treatment of choice
for patients diagnosed with localized Hepatocellular Carcinoma (HCC ) or
metastatic colorectal cancer [26]. The goal of such operation consists in re-
moving the tumoral cells along with surrounding liver tissue within a safety
margin to be optimized in order to preserve as much healthy liver tissues as
possible [239]. A successful surgical liver resection can increase the patient’s
chances to live longer with a 5-year survival rates of about 10% to 58% de-
pending on the tumor size [215].

During the past decade, computer-assisted surgical systems have been
very helpful to surgeons and clinicians to make the right decisions related
to the surgical interventions planning and navigation. More precisely in our
liver resection case, such systems providing various patient specific models
are more frequently incorporated in the clinical practice since they improve
the resection plan accuracy/optimization and facilitate the navigation plan-
ning. These models are based mainly on pre-operative magnetic resonance
imaging (MRI) and computed tomography (CT) and can be either geomet-
ric, functional, mechanical, or simulations. In particular, it has been demon-
strated that using patient specific 3D geometric organ reconstructed models
improves not only the localization of the tumor and the surgery planning
precision [156, 161, 89], but also the confidence and orientation of surgeons
during the operation [157].

While the liver resection procedure may be performed through a tradi-
tional OS or using MIS, the surgeons at IVS prefer the latter intervention due

1http://www-l2ti.univ-paris13.fr
2https://www.univ-paris13.fr
3https://www.ntnu.edu/colourlab
4https://www.ntnu.no/gjovik
5http://www.ivs.no
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its advantages previously presented. In order to increase the depth feeling in
the perceived endoscopic scene and facilitate the navigation and surgeon’s
tasks, the traditional 2D laparoscope has been substituted with a stereo en-
doscope composed of two cameras with slightly different perspectives. Fur-
thermore, in order to optimize the resection plan and execution, a 3D liver
model is reconstructed and registered with the patient specific data in order
to guide the surgeons in the pre-operative planning stage and during the
surgical procedure.

Figure 1.1 summarizes the research workflow related to this thesis and
its clinical context. The main objectives of this study are twofold:

Enhance the perceived quality of both monoview and stereo endo-
scopic images by exhibiting tissue details and abnormalities in order
to improve the diagnosis accuracy and reliability. The intra-operative
visual feedback quality is also of great importance for the surgeons
since it can affect the efficiency of their tasks. Indeed, endoscopic
videos should highlight significant details such as tissues texture, or-
gans boundaries and blood vessels. The latter, for instance, should
be blocked before performing a resection in order to avoid launching
a bleeding, which can compromise the patient safety. If not properly
controlled, the bleeding may oblige the doctors to convert to an OS,
in which case the patient gets the worst of both surgical exercises (i.e.
increasing the operating time without any post-operative advantage).

Enhance the endoscopic images to improve the outcomes of subse-
quent post-processing tasks such as features extraction for WCE ab-
normalities classification and 3D liver reconstruction from the stereo
images provided by the endoscope. For our liver resection surgery
context, the latter task is prerequisite to register the patient-specific
data, establish the resection and navigation plans, and provide the sur-
geon with an efficient control of robotic-assisted surgical systems.

1.3 Publications

Throughout the span of this study, six publications in international confer-
ences and two journal papers have been developed, see the list below.

International journal paper:

Bilel Sdiri, Mounir Kaanich, Faouzi Alaya Cheikh, Azeddine Begh-
dadi, and Ole Jakob Elle, "Joint enhancement methods for stereo en-
doscopic images based on 3D wavelet decomposition and binocular
combination", submitted to IEEE Transactions on Medical Imaging.
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Bilel Sdiri, Azeddine Beghdadi, Faouzi Alaya Cheikh and Ole Jakob
Elle, "Adaptive contrast enhancement method for stereo endoscopic
images combining depth information and binocular visibility map",
To be submitted to EURASIP Journal on Image and Video Processing.

International conference papers:

Azeddine Beghdadi, Muhammad Ali Qureshi, Bilel Sdiri, Faouzi Alaya
Cheikh, Mohamed Deriche, "A database for image contrast enhance-
ment evaluation, Submitted to the International Conference on Qual-
ity of Multimedia Experience (QoMEX 2018), Sardinia, Italy.

Bilel Sdiri, Mounir Kaaniche, Faouzi Alaya Cheikh, Azeddine Begh-
dadi, and Ole Jakob Elle, "Joint enhancement of stereo endoscopic im-
ages based on vector lifting scheme",In conference of the international
society for medical innovation and technology (SMITT), November
2017, Torino, Italy.

Muhammad Ali Qureshi, Azeddine Beghdadi, Bilel Sdiri, Mohamed
Deriche, Faouzi Alaya Cheikh, "A comprehensive performance evalu-
ation of objective quality metrics for contrast enhancement techniques",
In European Workshop on Visual Information Processing (EUVIP), Oc-
tober 2016, pp.1-5, Marseille, France.

Bilel Sdiri, Azeddine Beghdadi, Faouzi Alaya Cheikh, Marius Peder-
sen and Ole Jakob Elle, "An adaptive contrast enhancement method
for stereo endoscopic images combining binocular just noticeable dif-
ference model and depth information.", In Electronic Imaging, Febru-
ary 2016, no. 13, pp.1-7, San Francisco, USA.

Bilel Sdiri, Faouzi Alaya Cheikh, Kushtrim Dragusha and Azeddine
Beghdadi, "Comparative study of endoscopic image enhancement tech-
niques for endoscopic stereo matching and wireless capsule endoscopy
images classification.", In Colour and Visual Computing Symposium
(CVCS), August 2015, pp. 1-5. IEEE, 2015

Bilel Sdiri, Azeddine Beghdadi and Faouzi Alaya Cheikh. "Brief overview
on specular reflections removal techniques for endoscopic images." In
European Workshop on Visual Information Processing (EUVIP), De-
cember 2014, Paris, France.
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Other

Online publicly available Contrast Enhancement Evaluation Database
(CEED2016)6 on Mendeley web platform. The database includes 30
images with various color distributions, textures, contrast variations,
and different realistic contrast enhancement artifacts; the associated
contrast enhanced versions using representatives of the most common
CE techniques in the literature; the corresponding subjective evalua-
tion scores; objective assessment measures; and statistical correlation
analysis data.

1.4 Thesis outline

This thesis is organized as follows.
In Chapter 2, we review the idea of depth perception with the funda-

mentals of human binocular vision. Second, we emphasize the relationship
between the two views of the stereo image from a geometrical point of view.
This chapter is motivated by the fact that the knowledge of stereo vision
is prominent to understand the main issue of this thesis. Moreover, we re-
view the most important methods that aim to estimate disparity information
which is crucial to exploit the cross-view redundancies that can benefit the
developed algorithms. Finally, we outline the relationship between depth
and disparity maps.

In Chapter 3, we outline the main challenges and problems related to
endoscopic images. After presenting the main artifacts and noise that can
occur for endoscopic images, we present and categorize the different exis-
tent technologies and methods for endoscopic image enhancement.

Chapter 4 deals with the contrast enhancement (CE) issue from two dif-
ferent perspectives. The first part of the chapter focuses on the evaluation
of contrast enhancement by addressing the lack of a benchmark allowing
the assessment of different CE evaluation metrics. In the second part of
the chapter, we propose a 2D endoscopic image enhancement technique im-
proving both the global and local contrast together with a chromatic pro-
cessing, for stereo-matching and WCE classification.

In Chapter 5, we present an adaptive enhancement technique for stereo
endoscopic images combining depth data and the binocular just noticeable
difference model. Chapter 6 describes proposed joint enhancement meth-
ods for stereo endoscopic images based on 3D wavelet decomposition and
binocular combination.

Finally, some relevant conclusions and possible extensions of this re-
search are addressed in Chapter 7.

6MENDELEY data plateform: Contrast Enhancement Evaluation Database (CEED2016)
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Chapter 2

Basics of stereo vision

Our life is endless in the way that
our visual field is without limit.

LUDWIG WITTGENSTEIN

2.1 Introduction

Historically, stereo-vision has played an important forefront role in the evo-
lution of man. Starting with the prehistoric man, whose survival depended
mainly on his capability to perceive the distance between him and a life-
threatening factor such as a predator, until the modern man who exploits
this capacity to develop tools allowing him to have an increasing control of
his environment. Binocular vision is strongly linked to various perceptual
mechanisms, considerable amounts of information, as well as physiological
and psychological aspects [262]. The visual stimuli/information can be re-
lated either to the surrounding environment such as, the relative position
of objects, the respective sizes, the lighting condition, or to some human vi-
sual system (HVS) features such as eyes convergence and retinal disparity.
Once the retinal left and right images are captured with slightly shifted per-
spective, the HVS starts performing complex analysis of these monocular
two-dimensional (2D) views. This analysis followed by cortex processing
leads to the binocular fusion, which allows us to perceive depth and relative
distance to objects/obstacles within the environment.

The increasing understanding of the HVS and its perception features,
over the past centuries, has paved the way to the development of the first
image acquisition device and the invention of stereoscopes, followed later
by a great technological evolution leading to the various contemporary 2D
and 3D capture and display systems. The wide success of these technolo-
gies has prompted very active research topics such as computer vision, im-
age compression, image enhancement, and quality assessment for both two-
dimensional and stereoscopic images.

In order to understand the research work and the different technical con-
cepts introduced in this thesis, it is first necessary to grasp, or at least out-
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line, the basic principles involved in the capture of stereo retinal images and
the subsequent processing steps leading to depth perception. Therefore, this
chapter is devoted to presenting the fundamentals of the stereo HVS percep-
tion and some basic aspects related to the stereo image acquisition process.

The reminder of this chapter is organized as follows. Section 2.2 presents
the principle of stereo-vision as well as the different HVS characteristics that
affect the perceived image quality, namely the binocular combination and
rivalry. Section 2.3 overviews the depth cues related to the perceived envi-
ronment allowing interpretation of the third dimension. In Section 2.4, we
present some basic concepts related to stereo acquisition systems including
the geometrical relation between camera views and stereo matching. Finally,
Section 2.5 concludes the chapter.

2.2 Stereo vision aspects related to the HVS

2.2.1 A journey though the HVS: from a photon to depth

perception

Iris

Cornea

Pupil

Lens

Opic nerve

Sclera

Reina

Fovea

Choroid

Opic disc (blind spot)

Figure 2.1: Schematic of human eye anatomy.

The fact that we are born with two eyes is the first clue showing that,
since its creation, the sensory human visual apparatus is supposed to en-
sure a three-dimensional perception. This is the reason why people having
one-eyed vision, due to either a congenital birth defect, illness, or accident,
have poor relief perception and appreciation of distance and relative posi-
tions. Indeed, the frontal horizontal disposition of the eyes symmetrically
located with respect to the sagittal plane, with a 50-70 mm disparity for hu-
mans, produces two slightly different images of the world. Without this
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Figure 2.2: Binocular vision of the human visual system

slight perspective difference of retinal views, the brain cannot interpret the
3D information. Furthermore, each eye exposes a monocular vision field ap-
proximated to 150 degrees with a wider temporal angle than the nasal side
(due to the existence of the nasal bone). For humans and predators, the right
and left visual fields overlap in an important area surrounding the fixation
point on which the eyes converge. This zone of about 120 degrees corre-
sponds to the binocular vision field, which is prerequisite to the binocular
vision and depth perception.

The perception process is launched in the eye, which anatomy is de-
picted in Figure 2.1. Once the visual information is captured by both eyes,
it is then transmitted to the brain where a complex process is performed
to allow the interpretation of the three-dimensional environment. The light
rays penetrating through the pupil undergo a refraction by the cornea and
the lens which focuses them on the retina creating a reversed image of the
perceived world. If we compare the eye to a camera, the retina can be con-
sidered as the film. This extremely fine neuronal tissue is the starting point
of the visual information journey to the cortex, as illustrated in figure 2.2.

The retinal photoreceptor cells convert the light energy of the optically
projected images into electric signals. This process, called also visual photo-
transduction, is performed by three types of photoreceptor cells: rods, cones
and photosensitive ganglion cells. Being triggered by very few or single
photon [95, 14], the highly sensitive rod cells function mainly at night and
dim lightening conditions providing a gray-scale vision. On the other hand,
cones require significantly brighter light levels to allow colour perception
thanks to its sensitivity to specific wavelengths of light (i.e. colours). The
photosensitive ganglion cells are considered as a third class photoreceptor
cells since they don’t contribute directly to vision, but rather in hormonal
regulation and circadian rhythm maintenance. Their existence has been no-
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ticed for the first time in 1923 during an experiment in which coneless and
rodless mice responded to light stimulus. Advanced research on these cells,
however, didn’t begin until the 1980s and reported that, beside rods and
cones, a small group of cells demonstrated a sluggish response to long term
exposition to light [322], and they were called photosensitive ganglion cells.

The ganglion cells are the last neurons that process the retinal signal be-
fore leaving the retina. Thereafter, the visual information is carried by the
optic nerve, through the optic chiasm along the optic tract, via the lateral
geniculate body (LGB) to reach finally the visual cortex. Although the LGB
in both left and right hemispheres receive visual input from both eyes, each
LGB receives retinal information of only one half of the visual field. This can
be explained by the decussation of the nasal side optic fibers to the opposite
side of the brain in optic chiasma, as shown by Figure 2.2. Consequently,
the right hemisphere receives visual information of the left side of the visual
field, and vice versa.

Note that up to this stage, the visual information has been undergo-
ing chromatic and contrast pre-prosessing in both hemispheres but it is still
monocular. Once arrived to the primary visual cortex V1 at the back of the
brain, the visual information is processed by the the simple and complex
cells, which are sensitive to several attributes such as the orientation, spa-
tial and temporal frequency, and the direction of motion. The main aim of
this process is to filter the visual input in order to enhance the edges and
contours [222, 223].

From V1, two possible visual pathways can be distinguished: a ventral
stream and a dorsal stream [70, 229, 93]. The ventral stream, referred to also
as the "what" pathway, is principally involved in the discrimination of col-
ors and shapes and contains areas such as V2, V4, and the inferior temporal
cortex [186, 45]. The dorsal stream, called also the "where/how" pathway,
including the medial temporal (MT: V5) and medial superior temporalis
(MST) areas, is predominantly responsible of spatial information process-
ing such as object motion detection, relative position, and depth perception
(i.e. stereopsis) [205]. These two pathways share the progressive processing
of the visual inputs via forward and backward connections leading to the
combination and the fusion of the two retinal images into one binocular sig-
nal. Several complex properties of the HVS are involved in the production
of the binocular 3D image, namely binocular combination, suppression and
rivalry. Because of their extremely important impact on both the processing
of the visual information and the finally perceived output, these binocular
HVS features are detailed in the following sections.

2.2.1.1 Binocular combination

Binocular combination refers to the fundamental feature of the HVS by which
two different and completely separate neural signals are seamlessly com-
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bined to produce a single cyclopean perception. The latter term, imagi-
natively invented by Bela Julesz [126], is inspired from the Greek/Roman
mythology of Cyclopes who are acquired with a single centered eye in the
forehead. Literally, the idea behind it is the way stereo sighted humans and
animals perceive the center area of their fused left and right visual fields, as
if perceived by another imaginary cyclopean eye centered between the real
eyes.

The research regarding binocular combination can be divided into two
main branches. The first category of studies focuses on localizing the exact
section of the brain performing this operation [12, 106, 287, 330], which has
been considered for a long time as "somewhere in the visual cortex". The sec-
ond branch of research has been devoted to model this phenomenon. Many
physiological and psychophysical experiments have investigated how i) two
identical monocular patterns merge to produce a single cyclopean view [169,
194, 243], ii) two slightly different monocular patterns engender the percep-
tion of depth [201], iii) two different enough monocular patterns result in
binocular rivalry [10].

Ding and Sperling [62] are the first to propose a measure of appearance for
cyclopean images resulting from binocular combination of sine-wave grat-
ings with different contrasts and phases but identical frequency for both
eyes. Their contrast-gain control model [62] has demonstrated a success-
ful performance in modeling phase perception in binocular normal vision,
which inspired further studies [102].

Among the popular developed models, we can find the probability sum-
mation [243], the quadratic summation [28], power summation [169], twin
summation [194], two-stage gain control [207], and binocular normalization
[219] for both close and supra-threshold binocular contrast combination.

2.2.1.2 Binocular rivalry and the suppression theory

Binocular rivalry is a remarkable visual phenomena in which the perception
alternates between dissimilar signals. When each eye is presented with dif-
ferent images/scenes (referred to also as dichoptic presentation) or facing an
ambiguous visual information, the perception tends to frequently alternate
between left and right "rivalling" views. For instance, if one eye views hori-
zontal lines and vertical lines are presented to the other eye simultaneously,
the HVS will perceive only one of the images for few seconds, then the other,
and so on as long as the observer cares to see [318]. Intuitively, this process
may imply that the visual cortex suppress alternately one monocular signal
and allows only one to be perceived. This is the main reason why binoc-
ular rivalry has been associated for many years with the suppression the-
ory (Porta-1593, Gassendi-1658, Dutour-1760), which prompted intensive dis-
cussions and split of the scientific perceptual research community between
supporting and disapproving studies [100, 101]. According the suppression
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theory, whether left and right views are similar or dissimilar, rivalry is the
only binocular process and interaction being performed by the HVS. The re-
ported explanation is that when the monocular signals are very similar, we
can not notice the alternations. It is only when perceiving two different im-
ages that this natural alternation is revealed. This idea set the fundamentals
of the singleness of vision theory which stipulates that we always perceive
"only one thing from everything" (i.e. one signal among two visual signals).

The first clear definition of rivalry was proposed later by Charles Wheat-
stone. He supported the fusion theory, which is the alternative of the vision
singleness theory, and demonstrated the relationship between depth per-
ception and binocular disparity (i.e. stereopsis). According to Wheatstone,
rivalry is a special case occurring when the binocular fusion and combina-
tion is impossible [319]. Indeed, visual cortex processing is always trying
to perform a binocular combination/fusion, however, when the inter-view
difference exceeds a certain level, the process fails giving rise to binocular
rivalry. This explains why we briefly perceive some unstable composite of
the two retinal signals in the rivalry alternation transitions when facing two
extremely different images.

2.2.2 Depth cues related to the HVS

2.2.2.1 Ocular information

The ocular information is related to the eye movement and the state of its
components. Adjusting the focal length of the eye lens, called accommoda-
tion, enables our visual system to focus on objects situated in different spots.
When the angle between the lines of sight of both eyes change, we talk about
eyes vergence.

Accommodation In order to adjust the visual focus on the objects of the
scene, situated in different distance, the ciliary muscles adjust the shape of
the lens. When they are relaxed, the eye lens become thin, thus its focal
length increases and distant objects are perceived. When the ciliary muscles
contract, the curvature of the eye lens is increased and the eye lens becomes
thick. Consequently, its focal length decreases and we see the nearby objects,
as illustrated in Figure 2.3.

The fact that the HVS adapts dynamically the tension applied on the lens
implies that it has primary absolute information regarding the distance of
the object to be focused on. Beyond approximately two meters, the sensory
depth information provided by the accommodation decreases as the ciliary
muscles reach the maximum relaxation. In [313], the authors reported that
in spite of its limitation and weak depth signal, the accommodation remains
a useful source of depth information. This usefulness is not related to the
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distance judgment accuracy, but to the evaluation of objects size, which is
an important depth cue presented in Section 2.3.

Object Object

d d’<d

Figure 2.3: Accommodation of the eye’s lenses with distance to the observer.

Vergence An ocular vergence movement is the simultaneous rotation in-
wards of both eyes so that the axes of sight converge at a particular point
allowing the fixation of an object on this location. In [25], the authors de-
fine the vergence as the angle in degree between left and right sight axes.
The aim of eye fixation is to project the perceived object in a central area of
the retina characterized with the highest concentration of cone cells. This
special retinal spot, called fovea, is responsible of sharp vision.

The eyes can either converge to fixate on a closer target O1, or diverge to
gaze at a farther objectO2, as illustrated in Figure 2.4. We can notice that the
vergence angle varies according to the distance as α1 is larger than α2. The
HVS exploits this information to interpret the depth of the objects O1 and
O2. Indeed, the information is provided by the nerve impulses in the ocular
muscular tissue that controls the eyes movement. Thus, the vergence angle
is strongly correlated to distance and varies as a function of it. In addition
to that, a change of the vergence angle is often followed by an accommoda-
tion adjustment, especially if the perceived object is at close distance. Thus,
accommodation and vergence are two strongly interdependent depth cues
providing absolute distance information relative to a fixation point, at close
distance from the observer.

2.2.2.2 Binocular disparity

In the previous section, we have seen that the vergence and accommodation
are two significant interconnected mechanisms allowing to fixate an object.
Once the eyes rotate and the focal length is adjusted by the lens to focus on
the target object, the latter is projected in the foveae of both eyes becom-
ing the center of visual attention. Binocular disparity occurs when the same
perceived object is projected to different spatial positions in left and right
retinae. Considered as one of the primary depth cues, this shift in retinal
coordinates is due to the interpupillary distance between left and right eyes,
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Figure 2.4: Eye’s vergence.

resulting in a parallax of the perceived object. It is measured as the retinal
angles difference of both projections of the same object in each eye. For the
sake of example, let us consider Figure 2.5 in which the observer is fixat-
ing the object F, consequently its image is projected on the foveae of his left
and right eyes. Two other points (P1, P2) are also projected on both retinae
yielding two angles (α, β) with left and right foveae respectively. The dis-
parity created by the points P1 and P2 is given by the equations (2.1 , 2.2)
respectively.

ηP1 = −α− (−β) = β − α (2.1)

ηP2 = −α− (+β) = −(α+ β) (2.2)

We can notice that ηP1 > 0 while ηP2 < 0. The HVS interpret this infor-
mation as the relative positions of the points P1 and P2 with respect to the
fixation point F . If the disparity is negative, then the visual cortex interpret
that the related object is behind the fixed point and vice versa. The horopter,
invented by Aguilonius in 1613, is one of the main benchmarks of the reti-
nal disparity [60]. In 1826, Vieth-Mullerfor introduced the circular horopter
(see Figure 2.6), known also as Vieth-Müller circle which define the binocular
disparity as a function of the eyes vergence. According to the position of
a point inside the horopter, the disparity can be either crossed or uncrossed.
Indeed, if the perceived point is between the observer and the fixed object,
then the optic sight lines cross inside the horopter yielding a crossed dis-
parity (i.e positive angle). At the opposite, the sight axes cross outside the
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ENVIRONMENT

horopter since the perceived point is behind the fixed object, which implies
an uncrossed disparity in this case (negative angle).

Right eye 

Left eye 

+β

−β

F 

P1 

P2 

−α

+β

−β

−α

Figure 2.5: Horopter: Vieth-Müller circle.

The cortex gathers and combines these angluar disparity feedbacks to
interpret the depth and generate a 3D perceived scene, as illustrated in Fig-
ure 2.7. The perception of distance to objects (depth) based on parallax im-
plies intuitively that the HVS deals with the correspondence problem be-
tween the left and the right retinal views. This complex process raises a
significant question: how can the visual cortex determine which feature in
a retinal image matches with the same feature in the other view ? The first
visual theories assumed that the correspondences information is obtained
by a shape/edges analysis performed before the depth perception, which
was later demonstrated to be the opposite by stereogram experimental tests
[201].

2.3 Stereoscopic aspects related to the perceived
environment

One of the fundamental tasks linked to stereovision is to provide an accu-
rate interpretation of the depth and distance between the different objects
of our visual world. This functionality is based, not only on the existence
of two slightly different retinal images, but also on various depth cues re-
lated to the physiology of the HVS or incorporated in the perceived scene.
The association of these different perceptual cues, on the basis of binocular
parallax, allows an accurate reconstruction of the third dimension. Table 2.1
summarizes the different information sources [234, 48] allowing the depth
perception, categorized according to five characteristics: monocular versus
binocular, optical versus ocular, absolute versus relative, dynamic versus
static and quantitative versus qualitative.

We can notice from Table 2.1 that one eyed vision can generate some-
times a depth perception. This can be explained by the importance of monoc-
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Crossed disparity 

(positive) 

Uncrossed disparity 

(negative) 

Fixation point 

Figure 2.6: Binocular disparity.

Figure 2.7: Stereopsis: depth perception using the binocular fusion of two
retinal 2D images.
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Binocular / Ocular / Relative / Static / Qualitative /
Monocular Optical Absolute Dynamic Quantitative

Binocular disparity binocular optical relative static quantitative
Convergence binocular ocular absolute static quantitative

Accommodation monocular ocular absolute static quantitative
Texture accretion/del. monocular optical relative dynamic quantitative

Motion Parallax monocular optical relative dynamic quantitative
Position/ Horizon monocular optical relative static quantitative

Relative size monocular optical relative static quantitative
Familiar size monocular optical absolute static quantitative

Texture gradient monocular optical relative static quantitative
Convergence of parall. monocular optical relative static qualitative

Edge interpretation monocular optical relative static qualitative
Shading and shadows monocular optical relative static qualitative

Aerial perspective monocular optical relative static qualitative

Table 2.1: Information sources for depth perception [234, 48].

ular depth cues in assisting the powerful visual cortex processing to inter-
pret the depth within the perceived scene. Indeed, taking a look on Figure
2.8, we can feel a depth sensation with both monocular and stereo vision
even though the image is 2D. This is thanks to the various depth cues that
the image includes such as relative size, texture gradient, and shadows. The
following sections present an overview of the different extraneous cues al-
lowing the depth perception.

2.3.1 Dynamic depth cues: Motion

We are rarely immobile while perceiving or exploring our environment and
the different elements composing it. Motion is even considered as a foun-
dation of human vision [164]. The displacement of the observer, his envi-
ronment, or the fixed objects results in a movement of the retinal image of
objects over time, providing consequently the HVS with dynamic percep-
tual depth information.

Motion parallax occurs when objects, located in different relative dis-
tances with respect to the observer, are perceived moving with different
retinal velocities, directions and rates according to the HVS viewpoint dis-
placement.

When the observer is moving, the fixated point is maintained in the same
retinal position because of the eyes vergence and accommodation compen-
sating for the displacement. The retinal images of objects situated in front
of the fixated point are, however, moved to the opposite direction of the ob-
server movement. On the other hand, the objects behind the fixation point
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(a) "Jour de pluie à Paris", painting by Gustave Caillebotte, 1877

(b) "Un dimanche après-midi à l’Île de la Grande Jatte" painting, by
Georges-Pierre Seurat, 1884

Figure 2.8: Illustration of monocular depth cues in 2D images: relative size,
texture gradient, and shadows. (source: Wikipedia.)
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are moved in the same direction of the displacement. Note that the closer an
object to observer is, the faster it moves.

2.3.2 Pictorial depth cues

The perception of a 2D image can yield a compelling sense of depth even
though the observer is motionless or perceiving through only one eye. This
can be explained by the monocular static cues that the image contain, which
are independent of any motion or stereopsis. Since hundreds of years, many
artists have realized this fact and exploited such visual indicators to create
some stunning and famous art works giving a depth feeling/illusion, such
as shown in the paintings of Figure 2.8. Before the Italian Renaissance, no
artwork including pictorial depth cues were found. The first principle and
laws of perspective were defined by Leonardo da Vinci (1452–1519). Pictorial
depth cues are related mainly to the way and the shape with which objects of
the scene appear giving visual information about their relative and absolute
distance. The 3D pictorial information can be either geometric (the perspec-
tive, blur, relative size, texture, occlusion), photometric (aerial perspective,
shadow, transparency), or cognitive (familiar size). In the following, some
main pictorial depth cues will be presented.

2.3.2.1 Occlusion

Occlusion stipulates simply that if an object A is covering or obscuring an-
other object B, then A is necessarily closer to the observer than B. Although
it only allows to create an order of the perceived objects according to their
relative positions (i.e. no indication about the relative or absolute distance),
some researchers consider it as one of the most reliable and pervasive depth
cues [278].

Several studies reported that it is one of the primary visual depth cues
comprehended by infants shortly after their birth [285, 137]. For this reason,
compared to other depth information sources, occlusion is considered as a
simple visual information, not requiring complex processing by the HVS to
be interpreted.

2.3.2.2 Shades and Shadows

This cue is related to the way by which light falls on an object, or get reflected
from its surface to another object or to the space. The shape, the location and
the direction the shadow can provide us with important information about
the object’s position with respect to the light source, other objects of the
scene, and to the observer.

Perception studies [197, 97] has divided shadows into two types: cast
shadows and attached shades, as illustrated in figure 2.9. The first type of
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shadows allow the observer to perceive the relative position of an object in
depth (Figure 2.9(a)), while attached shadows (Figure 2.9(b)) gives visual
feedback about whether the object has inwards relief, outward relief, or flat
(i.e. no relief).

(a) Cast shadows

(b) Attached shadows

Figure 2.9: Shadow and shades in depth perception.

2.3.2.3 Perspective

This depth cue is linked to two different aspects: visual and geometric. The
visual aspect stipulates that two parallel lines converge in the horizon to
a vanishing point, as illustrated in figure 2.10(a). In other words, as the
distance to the observer increases, the distance between the parallel lines
decreases. A good example to illustrate the convergence of parallel lines
is when observing the rails on railroad tracks. The geometric aspect is the
relative position to the horizon of a surface. The distance d of any object
O on the surface to the observer can be determined based on the horizon
angle α (the angle between sight axis to the horizon and the sight axis when
fixating the object) and the perpendicular high h of the observer’s eyes with
respect to the surface. Since the latter information is known by the HVS,
the angular distance can be computed intuitively by the visual cortex (d =
h× arctan(α))(see Figure 2.10(b)).
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(a) Linear Perspective: two parallel lines converge in
the horizon to a vanishing point. (source: Wikipedia)

(b) Relative position to the horizon
of a surface.

Figure 2.10: Perspective depth cue.
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2.3.2.4 Relative size

For identical objects, the HVS interprets the smaller sized one as the farther
away from the observer. This can be explained by the fact that a distant
object is projected into the retina with smaller size image than the closer
similar object, as illustrated in Figure 2.11. The distance d to the observer
can be expressed in this case as follow:

d =
s

r
× f ≈

s

r
, (2.3)

where f is the focal length of the eye, r is the retinal image size, and s is
the size of the object. The latter information (i.e. the size s) can be con-
fusing and ambiguous because the HVS cannot determine clearly whether
a retinal image size corresponds to a smaller object that is closer to the ob-
server, or a larger farther object. To overcome this uncertainty, the visual
cortex performs heuristic processing assuming that both retinal object im-
ages have the same absolute size, which implies that the relative distance is
determined based on the relative retinal images sizes.

	r

		d '

	d

		r '

	f

	s 	s

Figure 2.11: Relative size: the size of the retinal images of the same object
change according to the distance from the observer.

2.3.2.5 Familiar size

Although relative size can give an visual information about how objects are
relatively far/close to each others, it cannot provide, on its own, an accurate
information about how distant any of the objects is from the observer. How-
ever, if we know "a priori" the real size of the object, our brain can resolve the
equation 2.3 and determine the absolute distance. The term familiar implies
simply that most of objects have a range of size or characteristic size with
which people are familiar and used to. For instance if the Eiffel tower and
a person appear having the same size, then our visual cortex will interpret
that the person is much closer than the Eiffel tower.
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Figure 2.12: Texture gradient illustrated in white/black circles

0 - 2 2 - 20 Above 30
Convergence X

Accommodation X

Motion X X

Occlusion X X X

Relative size X X X

Relative height X

Atmospheric perspectif X

Table 2.2: Range of effectiveness of different depth cues (in Meters) [48].

2.3.2.6 Texture gradients

Texture gradient is considered as an important depth cue by many researchers
and artists, and has been the focus of several perceptual studies [44, 79, 317].
As distance from the observer increases, the shape changes, the size de-
creases and objects appear denser as illustrated in Figures 2.12, 2.8(a). Linear
perspective and texture gradients are often associated and very correlated
with the relative size depth cue (i.e. no linear perspective nor texture gradi-
ents depth cue without relative size change).

2.3.2.7 Atmospheric Perspective

The atmospheric perspective, called also aerial perspective, provide addi-
tional depth cues in some particular conditions. Despite the empty appear-
ance of the atmosphere, there are plenty of unnoticeable molecules scatter-
ing a bit the sunlight. The farther away the perceived objects are, the more
the particles and pollutants scatter light. Consequently, far away objects ap-
pear "washed out", i.e with less sharpness and lower contrast. Table 2.2,
present the effectiveness range of distance-sensitive depth cues detailed in
this section.
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2.4 Stereoscopy: stereo acquisition systems

The increasing understanding of the different basics and mechanisms re-
lated to the HVS has paved the way for the development of visual tools and
devices attempting to simulate the binocular stereo vision. In 1838, while
studying the binocular fusion theory, Wheatstone has created an optical tool
made of two mirrors at 45 degree angles with respect to the observer’s eyes
as illustrated in Figure 2.13(a). He demonstrated using drawings and this
device that presenting two slightly different images to the right and left eyes
stimulate the HVS to combine them, yielding a depth perception. This key
tool used to prove the fusion theory is the first invented and patented stere-
oscope. With his invention, Wheatstone has laid the cornerstone for the de-
velopment of stereo systems allowing a depth perception from two slightly
different 2D images, known also as stereoscopy.

(a)

(b) (c)

Figure 2.13: The evolution of stereoscopes: Wheatstone stereoscope (a) and
lenticular stereoscopes of (b) Holmes - 1861, and (c) Brewster - 1870 (source:
Wikipedia)

The invention of photography one year later, as well as the evolution
of optics made stereoscopy a very active research field. This led to new
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improved versions of the stereoscope, namely the portable lens-based stere-
oscopes of Holmes (Figure 2.13(b) ) and Brewstern (Figure 2.13(c) ), and the
creation of the stereogram which is a photography-based stereoscope using
a pair of 2D photographs.

Nowadays, with the evolution of electronic systems, as well as the rapid
computer science progress, stereoscopic acquisition systems and displays
are widely spread in different application domains such as education, en-
tertainment, defense, television and cinema, surgical and medical tools... In
other words, almost all the applications available in 2D are tending to con-
verge to the third dimension.

It is worth mentioning that the term "3D" is sometimes confused between
two meanings. While in many contexts it refers mainly to the depth percep-
tion, the Computer Graphics and Vision communities use it as well to refer
to the reconstruction and rendering of 3D geometric shapes and meshes. For
the sake of clarity, the term 3D in this dissertation will designate the percep-
tion of relief. The 3D rendering of meshes and volumes will be referred to
as "3D reconstruction".

To produce a depth perception, a stereoscopic system should present
slightly different images to each eye in order to simulate the binocular dis-
parity and trick the HVS. Therefore the system should include two cameras
rotated to each others to create a binocular field and capture two slightly
different view angles of the scene. The following paragraphs present some
main properties and aspects of stereoscopic acquisition systems.

2.4.1 Epipolar geometry
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Figure 2.14: Epipolar geometry between a pair of images.

Stereoscopic systems consists in capturing the same three dimensional
scene using two cameras with different view angles. This conversion of the
3D scene to 2D images, referred to also as perspective projection, yields geo-
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metric projections that are very correlated mathematically. The epipolar ge-
ometry describes the relation between 3D points of the real scene and their
correspondent projections in left and right camera views. In Figure 2.14, left
and right cameras are respectively illustrated by their focal centers Cl and
Cr. Pl and Pr represent their correspondent perspective projection planes.
Technically, the image planes in real cameras are behind the focal center.
However, for better illustration, we place these virtual image planes in front
of the optical/focal center of each camera.

The points Xl and Xr are the projections of the 3D point X in the left
and right captured camera views respectively. The segment [Cl, Cr] join-
ing the focal centers represents the baseline, which intersects respectively the
left and right image planes in two points el and er, called epipolar points or
epipoles. The pointsX , Cl andCr form the so-called epipolar plane π which in-
tersect respectively left and right image planes in lines (el, Xl) and (er, Xr),
referred to as epipolar lines. Notice that (Cl, X) is perceived by the right cam-
era capture as a line while the left camera sees it as a point since it is aligned
with its lens focal center, and vice versa for (Cr, X). Lets suppose now that
given the pointXl, we want to search for its corresponding point in the other
image plane. The epiploar geometry provides epipolar constraints that allow
to resolve this problem. Indeed, we can notice that the corresponding point
Xr to Xl must lie on the epipolar line of the right plane image. Similarly,
the corresponding point to Xr is aligned with the epipolar line of the left
view. As X varies, all its projections are situated on the epipolar line. These
epipolar constraints can be also formulated using the following equation:

XTFX ′ = 0, (2.4)

where F is the fundamental matrix [190], X and X ′ are the correspond-
ing points in left and right images. The matrix F is sized 3× 3 and depends
on both extrinsic and intrinsic parameters of the two cameras. In [189, 305],
the authors present and compare the different techniques allowing to esti-
mate the fundamental matrix F . This geometry implies as well that it is
possible to know whether two planar projections correspond to the same
3D point. Using the epipolar constraints, we can determine the 3D point X
if we know the two camera planar projections Xr and Xl, a process known
also as triangulation. Indeed, knowing Xr and Xl implies that we can de-
termine their optical axes, which should intersect in the 3D point X if both
projections correspond to the same 3D point. This will be further discussed
when detailing the relationship between the disparity and depth in section
2.4.3.3.

To summarize, the epipolar constraints reduce the complexity and the
research field of a corresponding pair of points from the whole 2D image
planes to 1D lines: the epipolar lines. In practice, this problem can be sim-
plified further if both cameras are aligned in the same plane. The process in
this case is called epipolar rectification.
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2.4.2 Epipolar rectification

In the previous section, we studied the general converging camera configu-
ration case in which both left and right cameras are rotated towards each
others to have a common field of view. This angle variation yields an in-
clination of both epipolar lines. The other possible camera disposition in
computer vision is the coplanar camera configuration in which the cameras
are placed according to the same plane, thus, having two parallel focal axes
not intersecting with the image planes. In this case the epipolar points lie in
the infinity.

The main advantage of this configuration is that all corresponding epipo-
lar lines become collinear to the scanning lines and with each other, which
facilitates the research of homologous points between the planar images.
Indeed, the corresponding points are located in this case on the same hor-
izontal line, parallel to the baseline. In other worlds, both points have the
same vertical coordinates, as illustrated in Figure 2.15. Many rectifications
methods have been proposed in the literature such as the planar rectification
[76] and the cylindrical rectification [176]. A survey of the different existing
rectification methods can be found in [92, 76, 237].
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Figure 2.15: Epipolar rectification: the epipolar lines become collinear and
parallel to the image scanlines.

2.4.3 Stereo matching

Although that epipolar geometry reduce the research field for homologous
points, it does not give any information about the exact location of both cor-
responding points. Indeed, once the epipolar geometry is computed, the
research of two points (Pl, Pr) projecting the same 3D point P can be con-
strained to a 1D research area: the epipolar line. Now, given a projection
pixel Pl(xl, yl) in the left view, the process allowing to find its exact cor-
responding pixel Pr(xr, yr) in the right image is called stereo matching. In
practice, the output of this step is the spatial displacement between the coor-
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dinates of both left and right homologous projection pixels. Stereo matching
is one of the most challenging tasks in computer vision that has been exten-
sively studied in the last decades. Besides the epiloar constraint, several
other common assumptions and simplifications allow to greatly facilitate
the matching process [49, 147, 294]. The first category of assumptions are
the ordering and uniqueness constraints which can be applied only if spe-
cific geometric and photometric properties of the captured objects are ful-
filled. The other set of constraints is based on disparity values assumptions
and can be related to the disparity continuity, the disparity gradient limits
and the absolute disparity. The stereo matching problem can be formulated
mathematically as follows:

ϑ : R2 → R
2,

(xrP , y
r
P ) → (xrP , y

r
P ) = (xlP − xrP , y

l
P − yrP ), (2.5)

where ϑ is a function associating a disparity vector to each pixel of the right
(index r ) view allowing to find its correspondent in the left (index l ) image.
After rectification, the research is further simplified since conjugate points
are on the same horizontal scanline and, consequently, have the same verti-
cal coordinates. Equation 2.5 becomes in this case:

ϑx : R2 → R

(xrP , y
r
P ) → ϑx(x

r
P , y

r
P ) = (xlP − xrP ) (2.6)

Stereo-matching algorithms are composed generally of four main steps:
1-matching cost computation, 2-cost aggregation, 3- disparity computation
and/or optimization, and 4- disparity refinement [267]. Based on the actual
sequence of the processed steps, the scan area (support), and the research
features, the literature distinguishes two main classes of stereo matching
algorithms: global and local.

2.4.3.1 Local stereo matching methods

Given a reference pixel in one view (i.e. either left or right view), the local
methods consist in constraining the search of its corresponding pixel on a
small window/block in the other image, as illustrated in Figure 2.16. For
the sake of illustration, let us take for instance the left image as the reference
of matching. This means that for each pixel Pl(xl, yl) in the left image, the
algorithm will search its corresponding pixel Pr(xr, yr) in the right view.

The first step consists in initializing a window surrounding the pixel of
interest in both views and defining a search area S in the right image. In
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Figure 2.16: Correlation-based stereo matching methods.

the following step, the window in the right view is moved searching for a
match with the left static window. As the dynamic window shifts, a cost
function between the left static and the right current block is computed. The
cost computation is based on similarity measures such as the Sum of Square
Differences (SSD), the Sum of Absolute Differences (SAD) and the Normal-
ized Cross-Correlation (NCC), which are the most popular. The dynamic
window yielding the maximum NCC or minimum (SSD or SAD) is the con-
sidered as the best match.

These correlation-based methods present, however, some limitations re-
lated mainly to the choice of the window shape and size. Indeed the ba-
sic rectangular shape with a fixed size fails detecting a match in brisk im-
age contrast changes such as in object edges and boundaries. Many ap-
proaches addressed this limitation by proposing dynamic shape and size
windows which adapt in real-time to the image pixels intensity variation
[192, 310, 323].

2.4.3.2 Global stereo matching methods

Global methods consists in making explicit smoothness assumptions incor-
porated into an optimization problem to be resolved. Such methods typi-
cally skip the first stereo-matching aggregation step and search for the opti-
mal disparity vectors that minimize a global cost functionE(ϑ). The latter is
made as a combination of a data term Edata(ϑ) measuring the displacement
between homologous pixels (step 1) and a smoothness-constrained regu-
larization term Esmooth(ϑ) enforcing the disparity to be smooth. Thus, the
global cost function is defined as follows:

E(ϑ) = Edata(ϑ) + αEsmooth(ϑ), (2.7)

where α is a positive weight constant controlling the impact of both
terms. The final disparity map is the optimal solution minimizing the cost
function of the Equation 2.7. The used minimization algorithm represents
the main difference between the various global stereo matching methods.
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The most common minimization techniques proposed in the literature are
dynamic programming [143, 232, 311], graph cuts [24, 148], belief propaga-
tion [71, 146, 292], and variational methods [150, 213, 214, 286].

Dynamic programming algorithm is based on smoothness and order-
ing constraints in order to optimize the stereo correspondences in each scan
line. It is made of two main steps: the first consists in performing a forward
computation of the path costs matrix associated to each possible correspon-
dence pixel candidate, while in the second backward step, the algorithm
selects only the matching pixel yielding the minimum path cost. In spite of
its advantage of constraining the disparity smoothness along the epipolar
line, this method suffers from inter-scanlines inconsistency.

To overcome this problem, graph cut algorithms were proposed. The ba-
sic idea is to transform the matching process to a pixel labeling problem in
which the best match corresponds to the minimal cut within the constructed
graph. On the other hand, belief propagation is a message passing algorithm
in which the probability that a receiver pixel corresponds to a match is eval-
uated in each iteration based on the sender pixel information. As for varia-
tional methods, they consist in minimizing the energy function of Equation
2.7 by solving the corresponding non-linear Euler-Lagrange equation [4].

Despite their accurate results, the global stereo matching algorithms suf-
fer from a high computational cost requiring heavy memory and processing
resources. Consequently, this heavy process includes as well long execution
delay that, sometimes, the generation of a single stereo pair disparity map
can take several minutes. To address this problems, parallel implementa-
tions on multi-core architecture have been proposed in [214]. The algorithm
was implemented according to the processor capacities and in a way that
multi steps of the technique can be processed simultaneously. Finally, it is
also important to mention that setting a proper value of the weight parame-
ter α can be a very challenging task.

2.4.3.3 The relationship between depth and disparity

The stereo matching allow to associate to each pixel of a stereo view, an
homologous in the other view. Let us recall that each pair of matched left
and right points (pl, pr) represent actually the planar 2D projections of a
single 3D point P (X,Y, Z) of the captured scene by both cameras, which
explains the spatial 3D coordinates (X,Y, Z) . Therefore, based on these
projections, it is possible to determine the three dimensional point using a
process known as triangulation, illustrated in Figure 2.17. Using the simi-
larity of the triangles having as hypotenuses the segments [Clpl] and [ClP ],
we can deduce the following:

xlP
f

=
X

Z
(2.8)
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Figure 2.17: Relationship between depth information and the disparity.

Similarly, we can notice also that:

xrP
f

=
X −B

Z
(2.9)

where f is the focal camera length andB denotes the baseline. The final step
consists in computing the disparity using the post-rectification definition of
disparity in Equation 2.6 to obtain:

ϑx(x
r
P , y

r
P ) = (xlP − xrP ) =

B × f

Z
(2.10)

Thus, we can conclude, as follows, the depth information which is rep-
resented by the coordinate Z reflecting the distance between the point and
the cameras plan:

Z =
B × f

(xlP − xrP )
(2.11)

Figure 2.18 illustrates the "room3D" stereo image and its corresponding
ground truth disparity map and depth map computed based on the camera
parameters. We can notice that from Figure 2.18(c) and Figure 2.18(d) that
the depth and the disparity are inversely proportional.

2.5 Conclusion

This chapter presented the stereo-vision principle and the different physio-
logical and extraneous cues leading to the depth perception. As a projection
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(a) Left image (b) Right image

(c) Depth map (d) Disparity map

Figure 2.18: Depth and disparity maps computed from the “room3D” stereo
image based on the camera parameters.

to stereopsis, an image can be generated either by an eye or by a camera. The
aim of both systems is to transform the visual signal capturing the surround-
ing 3D environment into 2D images. Inspired by the binocular disparity, the
acquisition of 3D visual data require two cameras displaced with slight in-
wards rotations forming the equivalent of the binocular vision field. The two
images captured with slightly different perspectives of the same scene, are
the input to the HVS processing, such as the retinal images, to recover the
3D information. The second part of the chapter focused on the geometrical
relationship between the 3D scene and the captured 2D views projected on
the camera sensing planes. This relation includes as well inter-view match-
ing constraints and assumptions which aim is to find corresponding points
within a stereo-pair image, a process leading to the estimation of the dis-
parity map. We have consequently recalled the most important techniques
to estimate the disparity map. The increasing understanding of different
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important features of the HVS such as the binocular combination/rivalry
has inspired many stereo image processing concepts and approaches such
as asymmetric compression [181, 208], cyclopean-image-based quality as-
sessment technique [34] and the binocular just noticeable difference model
[333].
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Chapter 3

Endoscopic image enhancement

The improvement of
understanding is for two ends.
First, our own increase of
knowledge; secondly, to enable us
to deliver that knowledge to
others.

JOHN LOCKE

3.1 Introduction

During the last decades, endoscopic image enhancement (EIE) has become
a very popular research field due to the success of minimally invasive in-
terventions and the continuous innovation of new treatment and diagnosis
tools such as robotic surgery systems, stereoscopic laparoscopes, and wire-
less capsule endoscopy. Based on the literature study, we distinguish two
main aims for EIE. The first goal consists in improving the perceived endo-
scopic image quality by exhibiting tissue details and abnormalities in order
to improve the diagnosis accuracy and reliability. The intra-operative visual
feedback quality is also of great importance for the surgeons since it can af-
fect the efficiency of their tasks. Indeed, endoscopic videos should highlight
significant details such as tissues texture, organs boundaries and blood ves-
sels. The latter, for instance, should be blocked before performing a resection
in order to avoid launching a bleeding, which can compromise the patient
safety. If not properly controlled, the bleeding may oblige the doctors to
convert to an OS, in which case the patient gets the worst of both surgical
exercises (i.e. increasing the operating time without any post-operative ad-
vantage).

The second possible purpose of EIE is to improve the outcomes of subse-
quent post-processing tasks such as features extraction for 3D organ recon-
struction and registration [238]. For some laparoscopic surgeries, these tasks
are prerequisite to register the patient-specific data, establish a navigation
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plan, and provide the surgeon with an efficient control of robotic-assisted
surgical systems.

Thanks to the technological advances, endoscopic imaging systems (EIS)
have been undergoing a profound development change that diagnostic en-
doscopy is evolving from simply diagnosing evident diseases to detecting
subtle abnormalities. The recently developed endoscopic imaging technolo-
gies have been attempting to produce a high quality visual data for diagno-
sis, which was not formerly available before performing a biopsy followed
by a histological interpretation. With high definition (HD) technologies in-
tegrating charge-coupled devices (CCD) three times higher than the con-
ventional endoscopes/displays, the new EIS allow early detection and clas-
sification of lesions, leading thus to the treatment optimization. The main
purpose of the advanced diagnostic EIS include:

Improving the detection of mucosal alterations and minute lesions
having a potential neoplasia.

Providing enough data to characterize the tissue of interest and decide
whether it is neoplastic, non-neoplastic or inflammatory.

Performing an in-vivo histology and optical biopsy.

The characteristics of the endoscopic site, including dynamic illumina-
tion conditions and special artifacts, together with the necessity to highlight
certain tissues features has made endoscopic image enhancement a very ac-
tive research field [120]. Depending on whether the enhancement approach
is software/hardware-based, and on the related surgical use-case stage (i.e.
pre-operative for diagnosis or intra-operative), endoscopic image enhance-
ment techniques can be categorized into three main classes:

Image-enhanced endoscopic technologies developed by industry to al-
low the examination of the entire gastrointestinal (GI) tract lumen, re-
ferred to also as field enhancement techniques. Such systems encompass
visual image quality enhancement techniques that are based on dye,
and in-chip technologies including optical, and/or electronic meth-
ods. Among this category, autoflorescence imaging (AFI) [269], nar-
row band imaging (NBI) [153] (Olympus Medical Systems, Shinjuku, Tokyo,
Japan), i-SCAN [120, 99] (PENTAX Medical), and Fuji intelligent chro-
moendoscopy (FICE) [120, 151, 288] (Fuji Intelligent Color Enhancement,
Fujinon, Saitama, Japan) are the most popular systems. These technolo-
gies are mainly based on light-tissue interactions to improve the early
diagnosis of gastrointestinal tract neoplasia.

Virtual histology, called also point enhancement, for intra-operative in
vivo histological survey. Among these techniques, confocal laser en-
domicroscopy [33, 140], endocytoscopy [113], and optical coherence
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tomography [103, 72] produce real-time cellular and sub-cellular im-
ages for optical biopsy.

Image processing techniques that operate directly on endoscopic im-
ages by adjusting some features such as its histograms or the pixel
intensities/frequencies, without requiring any additional in-chip tech-
nology.

In this chapter, we present the different existent technologies and meth-
ods for endoscopic image enhancement. Although that the scope of this
thesis focuses on image processing techniques for EIE, it is important to
present the first two categories for the sake of completeness. Another reason
to briefly describe the field and point enhancement methods is that some
EIE methods include some notions related to these technologies. Before
that, it is however crucial to outline the main challenges and problems re-
lated to endoscopic images. Therefore, we start with Section 3.2 which gives
an overview of the main artifacts/noise that can occur for endoscopic im-
ages. Section 3.3 highlights the evolution of endoscopy video acquisition
technologies, namely the significant improvement of image resolution and
magnifying techniques, which are primary basic factors that can impact the
endoscopic image quality. Sections 3.4 investigates the most popular endo-
scopic imaging technologies developed by the industry, which are currently
being used in the clinical practice. Section 3.5 gives a brief overview of the
virtual histology tools. Section 3.6 study the different image processing ap-
proaches and techniques for endoscopic image enhancement, and section
3.7 concludes the chapter.

3.2 Endoscopic images noise

Digital images can be degraded during the various capture, processing and
transmission steps which might yield some errors, refereed to as noise or
artifacts. Since endoscopic images are generally displayed in real-time with-
out any network transmission or compression (except for WCE), the noise
mainly occurs during either the acquisition process or the intra-operative
exercise. Indeed, endoscopic videos have quite special characteristics re-
lated to their content (geometric characteristics of the endo-human organs,
dynamic illumination conditions, color properties of the tissues, etc.) and
the capture/processing procedure (special camera specifications and cali-
bration, reduced and distorted field of view, display system). Thus, endo-
scopic image enhancement algorithms have to deal with specific problems
with respect to the inherent artifacts. In this section, we list and focus on
the possible artifacts and problems related to endoscopic visual content en-
hancement.

39



3. ENDOSCOPIC IMAGE ENHANCEMENT

3.2.1 Specular reflections
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Figure 3.1: Creation of specular reflections in an endoscopic environment

Due to moist endoscopic tissues, specular reflections appear as white
glare or light-colored glare that get brighter when the surface normal bi-
sects the angles between the vision direction (endoscope camera) and the
incident light. The literature distinguish two types of reflections: the specu-
lar reflections and the diffuse reflections. The first type is the light reflected
at the interface between the air and the tissues surface and it is governed by
the well known Fresnel law [273]. This latter relates the specular reflectance
to the index of refraction of the material, the angle of incidence and the po-
larization of the incoming illumination. The diffuse reflection represents
the light that penetrates though the tissue interface and passes through the
medium, where it undergoes and get scattered by the colorant. Thus, the
incident light is either transmitted through the endoscopic tissue (when the
latter is not opaque), absorbed by the colorant, or reflected through the same
interface by which it entered. In the last case the reflected light generates the
specular component. Figure 3.1 summarizes the different types of specular
reflection created in an endoscopic environment.

Many approached have been proposed to separate the specular com-
ponents and removes the highlights. Color analysis [9, 268] methods rely
on understanding the distribution of the diffuse and specular components
in a color image and using this information in the separation process. In
the same vein, other techniques combine the color information with a clas-
sifier to decompose the input image into shading and reflectance images
[302]. The inpanting techniques [296, 209, 86] fills in the highlights regions
by propagating information from region boundaries making use of the spa-
tial correlation. Similarly, the multi-flash methods [73, 3] generate an im-
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age with reduced highlights using an image sequence taken by a fixed cam-
era for varying flash light positions. The partial differential equation (PDE)
based technique [196] achieves the separation by iteratively eroding the spec-
ular component at each pixel. For complex textured surfaced, using a single
input image does not remove the specularities correctly. Therefore, other
methods [277, 329] generate a pseudo-diffuse component image called specular-
free image. This provides a partial separation of the specular component,
which is later used to complete the reflection component separation of the
original image. In a quiet different approach based on the assumption that
specular components tends to be polarized, polarization methods [191, 308,
105] consists in placing a polarization filter in front of the sensor in order
to measure the light reflected by the surface and then use this data to re-
cover the original signal. In [7], Artusi et al. present a survey of the different
existing specular reflections removal techniques.

Several factors may effect the applicability of specularities removal meth-
ods in a laparoscopic surgery context because of the limitation of the endo-
surgical site and the real-time constraints. These factors can be the num-
ber of required input images, light constraints, the reflection model used,
and whether the process is fully automated or semi-automated. Requiring
a large number of input images reduces the feasibility of the method mak-
ing it complicated to implement and resulting a heavy processing. This is
the case for example for the histogram-based approach [38] which requires
200 images to generate satisfactory results. Furthermore, a large number of
images may increase the acquisition time which is quiet limited for laparo-
scopic surgeries having real time constraints. Indeed it is not practical for
the surgeon to interrupt his work for several seconds each time a specular
reflection appears. On the other hand, methods relying on a single input
image do not often remove specularities correctly. Therefore, using a lim-
ited number of images (2-60) can ensure a good compromise between the
feasibility and efficiency. Methods requiring hardware assistance such as
the polarized filter for polarization methods and the flash system for the
multi-flash techniques can not be applied in this case for two reasons. First,
because of the limitation of the surgical site. Second, because introducing
such equipments can reduce the visibility for the surgeons and can prompt
incompatibilities with the applicable standards in terms of equipments and
sterilization. This implies that reproducing the setup is quite impossible in
the operating theatre.

In addition to that, requiring a user interaction reduces considerably the
applicability of a method in endoscopic imaging. This is the case for instance
for color analysis methods and inpainting techniques that require perform-
ing a manual segmentation as it is difficult to achieve accurate automatic
segmentation in the presence of specularities. Furthermore, the assump-
tions made by several reflection models may not be satisfied in some cases,
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which make the technique unable to detect highlights properly. One typi-
cal assumption is that the spectral distribution of the incident light does not
change after the reflection process (i.e. it is the same as that of the specu-
larities). In [5], the authors have demonstrated that the error introduced by
this approximation is not negligible. This is a typical assumption of most of
the methods based on the dichromatic reflection model. Another assump-
tion related to this model stipulates that the diffuse reflection follows the
Lambertian model and that the illumination color is uniform throughout the
highlight. This is not th case for endoscopic human tissues. In fact, it is valid
only when the highlight is generated by a single source light, however, it can
be generated by multiple inter-reflections making the colors non-uniform.

In practice, the new generation of endoscopes and robotic surgery sys-
tems offer more flexibility to attenuate or avoid specular reflections by con-
trolling the light intensity level or slightly shifting the flexible endoscopic
arm to move away the highlights from the surgical target spot.

3.2.2 Surgical smoke and lens fogging

Surgical smoke and lens fogging are considered as two major intra-operative
problems that can reduce the visibility for surgeons and impact their perfor-
mance. Indeed, in practice their work is frequently interrupted in order to
clean lens fog or evacuate smoke/gas that parasitizes their field of view.

The smoke from electrosurgical units, commonly called also as plume,
can occur by any procedure aiming to cut, ablate, desiccate, coagulate, ful-
gurate, or vaporize the endoscopic tissues using the various electronic sur-
gical devices. Beside reducing the visibility, it can increase the risk of com-
plications for the patients and yield a negative impact on the surgical stuff
health with long exposure according to some studies [21, 31]. Surgical smoke
is also one of the main challenges for real-time tracking of surgical instru-
ments in endoscopic videos [289, 23].

While several proposed image processing techniques [303, 325] attempted
to remove perceptually the surgical smoke and improve the vision in the
endoscopic surgical site, smoke evacuation apparatus are becoming popu-
lar because of their high capture velocity and efficiency. Nowadays plume
evacuation pencils and filters such as PlumePen Elite1 and ClearFlow Smoke
Evacuation System2 can be plugged easily to the surgical unit or directly into
the trocars providing a real-time absorption and evacuation/filtration of the
odours and chemical toxins. The success of the smoke evacuators can be
explained by their efficiency, the easy integration in the surgical setup and
the fact that such systems resolve two problems simultaneously: maintain

1Buffalo FilterTM: www.buffalofilter.com/
2LaproSurgeTM: www.laprosurge.com
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a clear field of vision, and mitigate health risks and complications for both
the patient and the surgical stuff.

3.2.3 Defective pixels errors

One of the major concerns that faced the end-users in the past was to resolve
the problem of defective pixel errors which occurs in the camera sensors.
These errors can happen when a pixel fails to sense or reproduce light levels
correctly. Nowadays, thanks to the optical and technological advances, cam-
eras are equipped with automatic dynamic detection/correction processes
allowing to remove continuously in real-time such errors. Particularly, the
new generation of endoscopes includes chip-in-scope and chip-in-tip tech-
nologies which provide further algorithms to overcome optical issues such
as vignetting and distortion [228]. All technological and optical advances fo-
cusing on the endoscopic video/image quality issues attempt continuously
to reduce the various possible artifacts and noise, providing the surgeons
and the medical stuff with a relatively high quality visual content. The fol-
lowing sections are devoted to present the different tools and hardware/
software solutions allowing to optimize the endoscopic image/video qual-
ity and exhibit some prerequisite features for the diagnosis and treatment of
patients.

3.3 High resolution and magnifying endoscopy

The first fiber endoscope was commercialized in 1961 marking the begin-
ning of a huge leap in the early diagnosis of GI diseases. The following de-
velopment achievements in terms of endoscopic technologies have led to a
large replacement of fiber-optic endoscopes by electronic video-endoscopoes.
Conventional endoscopes are made of CCD chips integrating 100K to 300K
cells, which implies that each image is represented by a pixel density of
100.000 to 300.000 pixels. This technical feature is of great importance since
it indicates the image resolution and, consequently, it affects the ability to
distinguish the images details or two closely approximated objects/points.
Thus, as the pixel density increases, the image resolution gets better and tis-
sue abnormalities can be distinguished and detected easier and earlier with
more sensitivity to noise. Nowadays, the new generation of endoscopes are
equipped with 400K CCD chips, and has reached recently 850K to more than
one million pixel density [19]. In digital imaging systems, endoscopes and
other capture/display devices equipped with such high pixel density are
referred to as high definition (HD) technologies.

It is important to note that the term HD is sometimes confused with
magnifying technology when talking about endoscopes. Indeed, some en-
doscopes are equipped with an optical adjustable focus mechanism made of
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a dynamic motor driven lens attached to the scope’s tip. The focal distance
can be adjusted by moving the scope closer towards the mucosal surface
providing a zoomed image with a magnification capacity that range from 15
to 150 times [141, 19]. Such magnification ability allows to discriminate very
fine objects and details that are only 10 to 71 microns in diameter [230, 19].
These special endoscopes providing electronically larger images, as an al-
ternative to optical magnification, are known as magnifying endoscopes.
Although electronic magnifying technology provides a zoomed view of the
examined image region with more details, its performance is limited to a cer-
tain magnification level beyond which image pixels become visible (i.e. pix-
elization), which implies that the image quality decreases drastically. This
can be explained by the fact that as the zoom level increases, the number
of pixels forming the displayed magnified image spot decreases. Indeed,
unlike the flexible dynamic magnification levels, the number of pixels in an
image spatial resolution is constant. The high pixel density of HD technolo-
gies compensate the spatial resolution loss during the magnification and
ensures a sufficiently high number of pixels to produce a relatively good
quality image with sharp details, which mitigate/remove the blur and pix-
elization artifacts.

The latest generation of 4K resolution has been also recently integrated
in clinical endoscopy, although very active discussions are being held about
the effectiveness and advantages that such expensive technology can offer.
The endoscopic towers nowadays are generally equipped with a 27-32 inch
monitors. In order to perceive and distinguish 4K resolution details with a
32in monitor, the observer must be around 60 cm distant from the screen,
which is often not practical in the operating room settings. Indeed, without
a movable screen support, the monitor should to be placed in the sterile
area above the patient. Furthermore, the 4K technology is not effective if the
full endoscopic vision system chain, from the endoscope camera sensors to
the monitor, are not 4K made. Therefore, this feature is considered at the
moment as a high-end technology for customers that are able to afford a 50+
inch screens in the surgical theater. It is also noteworthy mentioning that an
extended BT2020 colorspace substituting the BT709 norm will be combined
with 4K technologies for endoscopic procedures [228].

3.4 Field enhancement imaging technologies

Chromoendoscopy [94] has been used for years as one of simplest tech-
niques to examine the superficial tissue structure and inspect pre-malignant
symptoms, small cancerous lesions, as well as estimating the submucosal3

invasion and the histological type. The technique relies on the reaction of

3Submucosal : a supporting layer of loose connective tissue directly under a mucous mem-
brane
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the GI mucosa 4 to the application of dyes or stains (generally either methy-
lene blue or indigo carmine ) during the endoscopy. Despite its safety and
reduced cost, the failure of standardization and the labor intensive nature of
chromoendoscopy impeded its integration in the clinical daily routine.

The major flaw with classical white light endoscopy (WLE) is that the
detection efficiency is limited to how grosss and obvious the morphologi-
cal changes are. The diagnosis is mainly based on either biopsy sampling
of clear endo-macroscopic features, or "blind" biopsy sampling of random
tissue spots within normal appearing mucosa. WLE is generally not able to
identify fine alterations in the flat lesions of the mucosa, which hinders early
detection of GI malignancies in the early resectable and curative stages.

The need for a better quality endoscopic visual feedback via more ef-
ficient and flexible tools has raised the following question: How can we
evolve or substitute conventional chromoendoscopy and WLE which re-
quire biopsy ? The answer has been provided with the optical and techno-
logical advances, which led to the innovation of the "digital chromoendoscopy"
including NBI, i-SCAN, and FICE systems.

NBI is an optical filter technology that enhances mainly the images of
structural mucosal patterns and mucosal/submucosal vessels. Unlike con-
ventional chromoendoscopy, NBI offers more functional flexibility since it
can be switched on and off using a button on the endoscope. The sys-
tem consists in interposing narrow bandpass filters in front of a white light
source, composed of equally mixed wavelength, to adjust the illumination
wavelength of the perceived tissues. The currenty used NBI systems are
composed of two filters separating the light spectrum to a the blue illumina-
tion (415 nm) and green illumination (540 nm). Both wavelength values cor-
respond respectively to the main and a secondary hemoglobin absorption
peaks. While the short wavelengths penetrate only the superficial mucosal
layers exposing capillaries in brown color, the second wavelength penetrates
deeper within mucosal and submucosal layers to be absorbed by blood ves-
sels which appear as cyan, as illustrated in figure 3.2. Some studies [288, 226]
reported that NBI performance can be improved when combined with mag-
nification (ME-NBI). This combination can ameliorate the analysis accuracy
of both abnormal surface architecture of neoplastic lesions (pit-pattern) and
the epithelial crests of the mucosa. The most relevant contribution is, how-
ever, the clear visualization of the vascular mucosa network, which is use-
ful especially for the abnormal neoangiogenesis process evaluation in high-
grade dysplasia or early cancer [153, 264]

FICE is a flexible spectral imaging color enhancement technique, taking
advantage of the recent imaging technology advances allowing the estima-

4Mucosa: a membrane rich in mucous glands that lines body passages and cavities (as of
the digestive, respiratory, and genitourinary tracts) which connect directly or indirectly with
the exterior (mucous membrane)
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(a) NBI light reflection principle on mucosal tissues

(b) Tissue illuminated with a con-
ventional white light (left side)
and with NBI (right side)

Figure 3.2: NBI optical filtering, source: www.olympus.co.uk

tion of specific light wavelengths forming the image (i.e. spectral estimation
technology). Since FICE exploits a wide range of spectral combinations, it is
also often referred to as multi-band imaging (MBI) or optimal band imaging.
MBI is a digital image-processing technology that produces an enhanced ap-
pearance of mucosal surface structures based on specific light wavelengths
forming virtually reconstituted images. Similarly to NBI, it is possible to
couple FICE with an optical (zoom in/out) or electronic magnification to
improve the perception of mucosal details. However, while NBI uses op-
tical filters for narrow spectral transmittance, FICE is software driven tech-
nique integrating image-processing algorithms that exploits spectral estima-
tion methods [217]. The process is composed of 3 steps. First, the images
captured using a standard color CCD endoscope are transmitted to a pro-
cessing circuit within the video processor where a spectral estimation ma-
trix is computed. Using the estimated spectra, a single-wavelength virtual
image is then reconstructed. Finally, the red, green and blue (RGB) mon-
itor inputs are affected with three selected single-wavelength images that
compose the final color-enhanced FICE image displayed in real-time. There
are only few published researches studying the efficiency of MBI for dif-
ferentiation or detection of GI tract lesions, in spite of its reported better
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performance compared to WLE.

Similarly to FICE, i-SCAN technology modulates the reflected light from
endoscopic surfaces using computer algorithms to enhance the captured im-
ages. it is made of three different components: Surface enhancement (SE),
contrast enhancement (CE), and tone enhancement (TE). It is possible to ap-
ply more than one mode at the same time since they are arranged in serie.
SE improves the contrast between dark and illuminated areas of the surface.
An algorithm is applied on the luminance component pixel intensities in
order to visually enhance the mucosal surface structure and lesions bound-
aries details while preserving the natural color distribution. The aim of CE
is to allow better details perception of delicate irregularities surrounding
the surface and mucosal vascular pattern morphology. This enhancement
is achieved by simply adding slight blue color distribution to dark areas.
Thus, this mode results only in a bluish-white staining effect without mod-
ifying the image brightness or colorfulness. In the TE mode, a specific tone
mapping is applied separately to each component of the RGB color space
according to five different processing modes depending on the operated
fragment: pit pattern, vascular pattern, Barrett’s, oesophagus, stomach and
colon modes. In contrast with NBI, red remains the predominant blood ves-
sels color in all i-SCAN modes.

In a different approach, endoscopic AFI consists in generating real-time
pseudo-color images using the interaction between tissue fluorophores and
a light source having a specific wavelength. The primary purpose of this
imaging technique is to provide a red flag technology allowing rapid exam-
ination of relatively large surface of the GI mucosa for image guided biopsy
and early detection of any possible dysplastic region. When a short wave-
length light illuminates the tissues, endogenous fluorophores (adenine, din-
ucleotide, nicotinamide, collagen, flavin and porphyrins) are stimulated to
re-emit fluorescent light.

The autofluorescence reaction and characteristics differ between normal,
neoplastic and inflamed tissues according to the concentration, distribution
and type of different fluorophores together with the perfusion character-
istics and biochemical composition [90]. Since malignant tissues are linked
with emission of a longer wavelength (i.e., with a different color than the ab-
sorbed light), it is possible to visually distinguish them and perform a diag-
nosis based on the generated colors. Generally, normal tissues are pseudo-
colored as green, blood vessels are represented as dark green, while hyper-
plastic/neoplastic and hypertrophic fundic mucosa of the stomach regions
appear as magenta. An AFI-positive lesion (suspected to be in a neoplasia
stage), is defined as a region having different color from the surrounding
mucosa with a defined circumferential margin [134]. This system is able
to reveal early stage cancers that are not detectable by conventional WLE
[91, 307].
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While many studies demonstrated the AFI potential to help detecting
premalignant lesions (dysplasia) beside early cancers, they revealed as well
several significant limitations of this technique, namely the large number
of false-positive results. The consequent low positive predictive value can
be improved using complementary methods such as optical-coherence to-
mography (OCT), confocal laser endomicroscopy [316] or ME-NBI. Another
reported weakness related to AFI is the instability of the color tone due to
the presence of mucus, air insufflation or instrument angulation. In [47,
132, 133], the authors reported that using an endoscopic system incorporat-
ing trimodal endoscopic imaging technologies combining AFI, ME-NBI and
WLE can ameliorate the diagnostic accuracy for early cancer and high-grade
dysplasia.

Based on the observation that infrared (IR) rays disperse relatively lit-
tle and are slightly absorbed by the human body, consequently can reach
deeper tissues than the visible rays [202, 231], other studies [83, 114, 203,
116, 145, 115] focused on testing and developing IR techniques. Using the
indocyanine green as an IR ray absorber, this method exploits the techni-
cal fact that conventional endoscopes based on CCDs are receptive to both
visible and invisible rays. The studies demonstrated that the deep IR pene-
tration provides better contrast and visualization of deeper lesions reaching
even the submucosal layer.

3.5 Virtual histology : point enhancement

The endoscopic imaging and technological advances achieved in the last
decades have made it now possible to perform microscopic examination at
cellular level, which helps to improve the tissue characterization of differ-
ent types of neoplastic and non neoplastic lesions of the GI tract. In the
following sections, we present the two leading optical techniques allowing
the observation of such details level, namely confocal laser endomicroscopy
(CLE) and endocytoscopy.

3.5.1 Confocal laser endomicroscopy

Confocal laser endomicroscopy (CLE) is an on-site endoscopic histological
tool allowing microscopic examination of the GI mucosa using a fluorescent
agent. Since its development, approximately fifteen years ago [138], CLE has
been studied for a steadily growing number of diseases [98, 15, 139]. Due
the reported high correlation rates with histopathology [43, 314], the trials
has been extended from simple feasibility studies in different portions of
the GI tract, to inflammatory and pre-neoplastic/neoplastic diseases that are
commonly diagnosed using only random biopsies. In the latter case, CLE is
considered as a "smart biopsy" tool, targeting specific regions of interest via
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intravital microscopy. This feature extended even more the usefulness of
CLE towards intravital microscopy of the liver, pancreas, or the biliary tract
[80].

As for the technical aspect, CLE consists in focusing a low power laser
onto a single interest point within the tissues. The reflected light from this
point is concentrated to a detector through a pinhole, while the 2D imaging
plane is being scanned by a laser raster. In order to avoid blurring effect,
the reflected light from any surface outside the focally illuminated spot is
geometrically excluded. This allows having a visual feedback not only at
the tissue surface, but below the suface as well without any need to physical
disruption of the tissue integrity.

The first development of the technology suggested an endoscope-integrated
system (e-CLE) in which a miniature scanner is integrated into a conven-
tional colonoscope (EC3870K, Pentax Medical, Japan) offering different appli-
cations to the upper and lower endoscopy. The second technology, which is
probe-based CLE system (p-CLE) (Cellvizio, Mauna Kea Technologies, France),
is made of a fibre bundle having the flexibility to be passed through the
working channel of most endoscopes. Being the only commercially avail-
able system nowadays, the p-CLE can be used to other GI tract parts and
present the advantage of faster image acquisition and real-time microscopic
video processing.

Despite the flexibility to different clinical applications and the high accu-
racy, CLE is still not completely adopted in the clinical routine. This is due
to several reasons namely the expensive cost of the procedure, the luck of
reimbursement and codification in some countries, the absence of standard-
ization, the need to train physicians for accurate image interpretation, the
role of pathologists in the process, and medico-legal issues.

3.5.2 Endocytoscopy

Endoctyoscopy [154, 283] is an ultra-high endoscopy magnification tech-
nique (exceeding 450 times magnification) allowing spot-oriented cellular
assessment of the GI tract using an pre-procedural staining to enhance the
cellular structures. The endoctyoscopic technology is based on a high-power
objective lens with fixed focus and can be either integrated into the endo-
scope or designed as a prob-based system. As in a conventional endoscope,
a light source and a video processor are connected to the endocytoscope.
The real time processing and visualization of endoscopic images require,
however, the simultaneous functioning of two processors.

Before the endoctyoscopic magnification, the target region must be stained
using a double stain technique simulating the combination of hematoxylin
and eosin staining of conventional histology. The first staining step con-
sists in treating the target region with N-acetylcysteine (10%), which is a
mucolytic agent. In the second step, methylene blue (1%) and crystal violet
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(0.1%) are applied to stain the nucleus and the cytoplasm. The endocyto-
scope probe is then passed through the working channel of a regular en-
dosope and maneuvered gradually until reaching a direct contact of the tip
with the stained mucosal surface of the target spot.

In spite of the reported high correlation rates with histology [131], many
challenges have to be addressed before accepting this novel technology in
the clinical routine. These challenges include the sensitivity of the system
to blood, mucosa and cardiac/respiratory movements of the patient, which
can lead to an obscure or unclear view. An additional weakness is the in-
capacity of mapping and observing the entire area of interest since only a
small spot is visible at the same time.

In the light of the increasing technological advances, all field and point
imaging techniques presented in this section have great potential for further
improvements; which can lead according to some ambitious reports to an
“a priori” cancer development detection [228]. There are, however, many
challenges and problems ahead. As for the emerging newer technologies,
the limitations include weak reproducibility and the luck of standards and
norms. Furthermore, additional systematic training may be required for en-
doscopists to update and improve their skills in cellular/sub-cellular images
interpretation. This implies also the need to further study and adapt some
medical diagnosis positions related especially to the role of pathologists and
endoscopists. Finally, the relatively high cost and possible legal/ethical is-
sues can affect the integration and reimbursement by health-care systems
in some countries. Therefore, with the significant development of image
processing techniques, many studies were devoted to enhance endoscopic
images quality using these less-constraining methods which result relatively
well enhanced images.

3.6 Image processing techniques

In the previous sections, we presented the different technological and in-
chip systems/techniques for endoscopic image enhancement. In spite of its
relatively good performance, such tools yield many integration challenges
and limitations related mainly to the expensive cost, the power consump-
tion and the impact on the surgical settings and protocols. One efficient
alternative solution is to make use of the different image processing tech-
niques that can be implemented generally without requiring any additional
hardware or devices. Therefore, this section is devoted to review the vari-
ous image processing methods used to enhance endoscopic images. Before
dealing with technical details, it is however firstly necessary, for the sake
of completeness to recall the different basics and approaches for image pro-
cessing and enhancement.

The literature distinguishes two main approaches for 2D image process-
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ing, namely spatial domain based methods and transform domain methods.
The term spatial refers to the flat two dimensional plane of the image, which
corresponds to the matrix containing discreet sampled change of the pixels
intensity. Although this conventional approach is the earlier explored and
often the simpler, it is not convenient when performing a targeted enhance-
ment of a specific level of details within the image. The transform domain
methods, on the other hand, operate on the transformed image coefficients
using for instance Fourier, wavelet, or discrete cosine transforms (DCT).

3.6.1 Spatial domain image enhancement

Depending on the processing purpose and the number of pixels involved
simultaneously in the enhancement, the existing spatial-domain image pro-
cessing techniques can be classified into two categories [244, 118] : spatial
filtering and intensity transformations (termed also point transformations).
The latter aims either to perform a thresholding or adjust the image contrast
by operating separately on every single pixel. Spatial filtering, on the other
hand, involve the surrounding area of the currently processed pixel in the
enhancement to perform for example an image smoothing or sharpening.
The spatial domain enhancement can be denoted by the following equation:

Ienh = T [Iorg (x, y) ;W (x, y) ; Ω] (3.1)

where Iorg refers to the input original image, Ienh is the enhanced out-
put image, and T is an operator applied on Iorg over a window W centered
in the pixel of spatial coordinates (x, y) according to the property Ω (local
or/and global descriptors/attributes) which determines whether the pro-
cessing is local or global. T is referred to as well as spatial filter, spatial mask,
or kernel. The type of the neighborhood processing determined by the ker-
nel defines the nature of filtering. In the extremely smallest possible kernel
size (1× 1), the processing depends only on the value of the window center,
which corresponds to the pixel intensity at spatial coordinates (x, y). In this
case, Equation 3.1 becomes an intensity transformation that varies as a func-
tion of the currently processed point intensity only, and can be re-written as
follows:

o = T (i) (3.2)

where i and o refer respectively to the pixel intensity at any point having
spatial coordinates (x, y) in Iorg and Ienh. This is the reason why intensity
processing is called also point/single-pixel processing. Figure 3.3 illustrates
three main classes of frequently used intensity transformation functions for
image enhancement [118, 244], namely: i) linear function including both
identity and negative transformations, ii) power-law function containing

51



3. ENDOSCOPIC IMAGE ENHANCEMENT

the nth power and the nth root mapping, and logarithmic transformations
including log and the inverse-log functions. The variable L designates the
number of intensity levels. For instance, an 8-bits coded image have L = 28

gray-scale levels with intensity values in the range [0, L− 1].

n

-

root

n

-

power

Inverse-log

Log

L-10

0

L-1

L/2

L/2

Nega�ve

Iden�ty

Figure 3.3: Some basic intensity transformation functions

Table 3.1 presents the mathematical formulations of the different trans-
formations listed above. The identity function is the simple particular case
in which the output intensity values are the same as the input. The negative
function consists in inversing the intensity of each pixel to obtain an out-
put similar to the negative image of a photographic plastic transparent film.
This transformation is useful to expose details which are embedded in black
or dark regions of the image, especially if such areas dominate the spatial
image resolution. Similarly, the log function [67, 195] enlarges low intensity
levels to a wider range while compressing the high level intensity values.
This transformation is very useful especially when dealing with images hav-
ing large variations in pixel intensity values, such as for Fourier transformed
images having wide dynamic range. The inverse-log function performs the
opposite transformation. These compression and spreading features of in-
tensity values can be performed, generally, by any function having the same
shape as the log transformation, including the power-law function [118, 244]
which is more flexible and appropriate for this purpose. Indeed, a fractional
power value (γ) maps a narrow range of low tonal levels (dark regions) to
a larger output range values. In the opposite case, higher γ values com-
press the dynamic range. The flexibility of this function can be noticed by
varying the fractional value of γ which produces other curves of the same
family, unlike the log function which has a unique transformation curve.
Thus, the power-low function is also useful to adjust the contrast of both dark
and washed out images. It is important to note that several acquisition and
display systems integrate a power-low transformation, which might pro-
duce darker or bleached out images depending on the device-characteristic
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Transformations Mathematical formulation

Negative o = L− 1− i
Log o = c× log (1 + i)

Power-Low o = c× iγ

Table 3.1: Main intensity transformation functions for spatial domain image
enhancement

γ value. To compensate this power transformation and display an image
that is closer visually to the input signal, an inverse transformation should
be applied before displaying the image. This process having the mathemat-
ical form of o = i

1
γ is conventionally known as gamma correction [104, 246].

A complementary family of transformations consists in using piecewise
functions which offers much more flexibility than the previously mentioned
methods since its shape can be defined adaptively and arbitrary according
the targeted mapping together with the nature of input images. This family
includes the contrast stretching functions and the intensity-level/Bit-plane
slicing. The first category permits spanning the pixel values to cover the full
range of possible intensity levels. Intensity-level slicing is a suitable trans-
formation when the aim is to highlight a particular range of intensity levels.
The are two main possible ideas to do this. The first is to saturate the region
of interest (ROI) pixels intensities while darkening the other pixels, which
generates a binary image. The second way is to darken (or brightens) the
targeted pixel while preserving the intensity values of outside the ROI. Fi-
nally, Bit-slicing consists in exposing the targeted regions based on the con-
tributions of specific bits to the overall perceived image, instead of adjusting
intensity level ranges. The definition of piecewise transformations, how-
ever, requires the specification of significant user parameters, which might
prompt challenging questions regarding how to determine such inputs.

Inspired by the contour detection feature of the HVS [135, 46], other
spatial-domain methods [17, 123] are based on local contrast measures and
edginess information by combining Gordon’s method [82] and the theory
of contour detection [200]. In the same vein, the Retinex theory (RT) has
derived many efficient techniques for local/global dynamic range compres-
sion and color enhancement/constancy [160, 124, 125, 144, 178, 304]. The
term retinex is actually the combination of two words : retine and cortex.
The idea behind this name is that the retinex theory models the HVS percep-
tion of colors and lightness which are processed by the retina and the visual
cortex. Based on the color consistency phenomenon, the theory stipulates
that each image can be decomposed into two different components: an il-
lumination image and a reflectance image. The color constancy refers to a
feature of the HVS color perception which identify and match any color un-
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der different illumination conditions. Thus, according to this property, it is
possible to enhance a given image by extracting the illumination component
and generating an illumination-independent image. The retinex techniques
are, however, constrained by the gray-world assumption which states that the
average of the three image color channels (RGB: Red, Green and Blue) have
to average out to a common gray value [68]. The violation of this assump-
tion produces a "graying" effect caused by a color saturation diminution.
This is the case for endoscopic and WCE images where the red color dom-
inate the spectral channels. Additionally, setting the MSR parameters is a
difficult task as it can lead to partial enhancement of the image (i.e., enhance
only specific regions within the image) [254].

An old process that used to be applied in the printing and photographic
industry to increase the sharpness of images consisted in subtracting a smoothed
version of a signal (unsharp version) from the input original image. The un-
sharp mask containing the high frequency edge information is then weighted
and added to the original image. This process is known also as unsharp
masking (UM). In practice, the highpass filtered component can be obtained
directly by applying a spatial filtering of the original image using a negative
Laplacian kernel. Despite the simplicity and the satisfactory obtained results
in many applications, UM techniques suffer from two major limitations. i)
The processing focus mainly on high contrasted regions of the image, which
may result in unpleasant "overshoot" artifacts especially in smooth ares. ii)
Basing the enhancement on high frequency filtering makes the method very
sensitive to noise. To overcome these problems, various UM techniques re-
lying mainly on nonlinear filtering have been proposed [256, 247, 236, 257].

In a different approach, many spatial-domain enhancement methods are
based on processing the intensity levels distribution of an image which is
given by the image histogram. For an image which pixel intensities ranges in
[0, L− 1], the histogram can be computed using a function h (rk) = nk/(M×
N) where rk is the kth intensity level, nk is the number of pixel having
the kth intensity level rk, and M and N stand respectively for the image
hight and width expressed in terms of number of pixels. Histogram ma-
nipulation has been extensively studied, producing numerous histogram-
based enhancement techniques. Among them, histogram equalization (HE)
is on the most popular methods. It consists on expanding uniformly the
pixels distribution to cover the entire range of all possible intensity lev-
els. Despite its simplicity and low computational cost, HE can produce an
over-enhancement or exhibit noise [136]. Additionally a uniform distribu-
tion does not produce necessarily always the best image quality as it can
yield a loss of image details [136, 17]. Therefore, it is useful sometimes to
specify the shape of the processed output image histogram. In this case,
the process is called histogram matching. Many other HE based techniques
have been proposed in the literature such as the adaptive histogram equal-
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ization (AHE) [245], the contrast limited adaptive histogram equalization
(CLAHE) [335], and brightness preserving dynamic fuzzy histogram equal-
ization (BPDFHE) [275]. Unlike the conventional HE techniques, AHE ap-
plies several local histograms on distinct small blocs of the image to redis-
tribute locally the lightness values. The BPDFHE is an ameliorated version
of the brightness preserving dynamic histogram equalization (BPDHE) [109]
in terms of computational complexity. It consists in representing and pro-
cessing the images in the fuzzy domain to adjust the contrast without chang-
ing the brightness. CLAHE controls the contrast enhancement of AHE to
avoid an over-amplification of noise, which can be achieved by limiting the
slope of the cumulative distribution function.

3.6.2 Transform domain image enhancement

One of the major fundamental challenges in image processing is to deter-
mine the most suitable data representation that optimizes the subsequent
image analysis and processing. In spite of their simplicity and the rela-
tively satisfactory results, spatial domain enhancement techniques do not
allow efficient selective processing of specific image components/content
or addressing a certain level of details, which is an important feature when
dealing with medical and endoscopic images. In addition to that, an effi-
cient spatial multi-resolution enhancement (e.g. pyramidal decomposition
[149]) of images with rich and complex content requires often the combina-
tion of several point transformation and filtering methods increasing, thus,
the computational cost/time and the implementation complexity.

One way to overcome this problem is to perform a decomposition/ trans-
formation of the input signal, which allows better targeting of specific image
components together with controlling the level of enhancement due the ef-
ficient spectral separation. Moreover, a transformation permits an efficient
energy compactness which facilitate the transmission and storage of images.
This is the reason why many standard compression techniques such as JPEG
and JPEG2000 perform a transformation prior to the images compression.
The principal workflow-chart of any transform-domain image enhancement
technique can be summarized in three main steps as illustrated in Figure 3.4.
The general idea is to perform the processing on a transformed version of
the input image then apply the inverse transform to obtain the enhanced
spatial-domain output image.

Historically, Fourier transform (FT) has been one of the most important
decompositions that revolutionized and dominated the signal and image
processing fields. FT has been widely used in image enhancement for fil-
tering, smoothing, and sharpening. In a compression and data transmission
context, processing images in the DCT domain has also attracted signifi-
cant attention of researchers due to its energy compactness comparable with
KLT (which is the reference) and its integration in some compression stan-
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Figure 3.4: General flow-chart of transform domain image enhancement ap-
proach

dards such as MPEG and JPEG. In [224], the authors map the DC coefficients
within each 8 × 8 block to adjust the local background illumination. The
same scale factor is then tuned and applied to the AC values to preserve the
local contrast. In [166], Lee exploits the Retinex theory [160] and a proposed
spectral content measure based on HVS perception to compress the dynamic
range of the image and enhance its contrast. The DCT enhancement-based
methods can, however, produce visible blocking artifacts especially if the
processing is block-independent. Addressing this problem implies the cost
of more computational complexity and memory requirements.

To address the aforementioned shortcomings of DCT, wavelets are an
analysis and processing tool that has been extensively studied and adopted
in many image processing fields such as compression [27, 61], denoising
[32], face recognition [321] and feature extraction [180]. This success can
be explained by its intrinsic characteristics, which are namely, the efficient
space-frequency localization and the multi-scale representation. In contrast
with DCT decomposition which transforms images from the spatial to the
frequency domain, wavelets produce a good representation of the input im-
age in both scale and space domains. These two advantages are very impor-
tant when processing endoscopic images, which are characterized by com-
plex contents and fine details such as blood vessels or subtle tissue abnor-
malities together with dynamic brightness and wide dark regions. There-
fore, we will focus on the wavelet transform based image enhancement tech-
niques in what follows.

3.6.2.1 Wavelet based image enhancement

Unlike the sinusoidal basis functions of the Fourier Transform, wavelet de-
compositions are based on little waves, referred to also as wavelets, having
limited duration and varying frequency. The choice of wavelet transform
when processing 2D images in general, and medical/endoscopic images in
particular, can be justified by two main reasons. First, the transformation
decomposes the image into low and high frequency subbands. The com-
pact information of the scaling subband, referred to also as approximation,
represents the global image structure, brightness and contrast information.
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Each of the approximation coefficients contains a concentrated data about
the local spatial distribution of illumination. Wavelet subbands, on the other
hand, contain the image details such as edges corresponding to significant
coefficients, and trivial coefficients that represent either texture information
or noise. Therefore, such efficient separation facilitates the design of an en-
hancement technique combining brightness image adjustment, details exhi-
bition (e.g. edges and textures), and noise suppression. Second, the mutli-
resolution property allows deep analysis of the image by isolating detail
components at different scales. The appeal of such property is simple: an
image feature that is not detectable at a certain resolution, can be easily de-
tected and processed after increasing the decomposition to a higher/deeper
level.

Similar to any transform-domain image processing, the wavelet-based
image enhancement is composed of three main steps. First, the image is de-
composed into L levels using a wavelet transform. The choice of the decom-
position level depends on the image structure complexity and the targeted
level of details to enhance. For instance in a medical context, some image
details such as fine veins and tissues might be unaccessible after one de-
composition. The image decomposition results in four subbands per level
referred to as low-low subband (LL) which is called also approximation,
low-high suband (LH), high-low suband (HL), and high-high suband (HH).
Secondly, the wavelet coefficients are adjusted according to the targeted im-
age components and features to be enhanced. Indeed, tuning the approxi-
mation coefficients will modify the global image brightness while process-
ing the wavelet subbands adjust the image details. If necessary, a denoising
process can be applied as well in this step to mitigate the trivial coefficients
of the HH subband depending on the noise type and its estimated variance.
Finally, an inverse wavelet transformation is applied on the processed sub-
bands to obtain the enhanced image.

Wavelets have been widely used in 2D images enhancement. In a med-
ical context, Laine et al. [155] propose a contrast enhancement method for
mammography images using a nonlinear mapping function with an adap-
tive thresholding for wavelet coefficients shrinkage. The later step aims
to denoise the images while preserving edges, which exhibits the micro-
calcifications associated to breast tumors. The technique proposed in [39]
selects automatically the wavelet bases and parameters that produce the
best contrast enhancement. In [41, 42], the authors propose a global and
flattening mapping functions to estimate the enhanced scaling coefficients.
The scale factor of an approximation pixel value is then tuned to its corre-
sponding wavelet coefficient depending on local information and the de-
composition scale. A shrinkage factor is also added for noise suppression.
In a medical context, Li et Kang. [175] applied a soft threshold process-
ing to wavelets coefficients without modifying the low frequency values.
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In [299, 300, 298], the authors enhance the image contrast based on a con-
trast measure in the wavelet domain. The latter techniques are inspired by
the fact that the HVS detects the details of the scene according to the ra-
tio between high-frequency and low-frequency information. In a different
approach [272], the singular value decomposition (SVD) is used for image
enhancement and denoising by truncating the lower singular values of the
wavelets coefficients. The SVD of the low frequency subband is also used in
[258, 57] to enhance the image brightness. In the following paragraphs, we
will detail the main principle of both the approximation and detail subbands
enhancement according to the different published research works.

Processing of scaling subband The dense information compact in the ap-
proximation subband represents the overall image complexity and struc-
ture. Therefore, modifying the scaling coefficients has a profound impact
on the global image brightness and contrast. An enhanced approximation
coefficient ŝ is generally obtained by weighting the original scaling intensity
s with a proper scale factor κs, as follows :

ŝ = κs.s = f(s).s (3.3)

where f (.) is a monotonically increasing mapping funtion. In [42], the au-
thors proposed the following continuous flexible mapping function:

f(s̄) =




1 + α1(β − s̄) exp

(
− |s̄−β|2

σ2
1

)
, 0 ≤ s̄ ≤ β

1 + α2(β − s̄) exp
(
− |s̄−β|2

σ2
2

)
, otherwise

(3.4)

s̄ =
s

2LImax
(3.5)

ŝ = f

(
h (s)

2LImax

)
.s (3.6)

where s̄ is the normalized scaling coefficient computed as a function
of the level of decomposition L and the maximum image intensity value
Imax as defined in Equation 3.5. The flexibility of this mapping function
is achieved via the parameters that are set automatically based on the sta-
tistical characteristics of the image to control the mapping shape and make
it adaptive for different types of images. The amplitude constants α1 and
α2 determine the range of scale factor possible values. The parameters σ1
and σ2 control the shape of the scaling up and down, and the balance con-
trol parameter β is between 0 and 1. In order to avoid any ringing effect
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that could result from direct weighting of scaling coefficients, local neigh-
boring correlation can be considered by applying a smoothing function on
a window centered by the processed approximation pixel. Thus, Equation
3.3 can be rewritten as Equation 3.6 where h(.) is a smoothing convolution
filter (e.g. Gaussian filter, Box filter). The flexible mapping function f(.)
can be replaced by the Twicing funtion [216], the function used in [166], or
the S-function [51]. The mathematical expression of these functions is given
respectively by Equations 3.7, 3.8 and 3.9 and the respective plots are illus-
trated in Figure 3.5.

τ (x) = x(2− x), 0 ≤ x ≤ 1 (3.7)

η (x) =

(
x

1
γ +

(
1− (1− x)

1
γ

))

2
, 0 ≤ x ≤ 1 (3.8)

ψ (x)
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(
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1−m
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m ≤ x ≤ 1 0 ≤ m ≤ n ≤ 1, p1, p2 > 0

(3.9)

Processing of wavelet subbands Enhancing the global image brightness
and contrast by adjusting the scaling coefficients ,without modifying accord-
ingly the wavelet subbands, can reduce the image details. Therefore, it is im-
portant to perform a local contrast enhancement by tuning the wavelet co-
efficients in order to preserve or sharpen the image details (e.g. textures and
edges). Similarly to the approximation coefficients adjustment, a wavelet
coefficient can be enhanced by multiplying its intensity value by a proper
scaling factor κw as follows:

ŵ = κw.w (3.10)

One of the simplest ideas for estimating κw is to consider the scaling
factor of the spatially corresponding approximation coefficient. Such modi-
fication can lead, however, to over-enhancement or undesirable distortions
especially when dealing with a high decomposition level. This can be ex-
plained by the simple fact that the number of wavelet coefficients is much
more than the number of approximation coefficients, and increase accord-
ing to the number of decompositions levels. Moreover, it is not convenient
to enhance global image brightness information and local details data using
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Figure 3.5: Plots of the mapping functions: (a) τ (x) , (b) η (x), (c) ψ (x) with
m = n = 0.5

the same scale factor because they represent different spectral components
of the same image. Therefore, the scale factor of each wavelet coefficient
should be adapted based on local information reflecting the included de-
tails and/or noise. Furthermore, a denoising process can be considered in
this step since wavelet subbands contain plenty of trivial coefficients that
might represent noise. In [42], the wavelet coefficients scale factor κw is
computed as follows:

κw = κs.γw.λw (3.11)

where γw is a locality factor based on the wavelet coefficient w and com-
puted using either the mapping function of Equation 3.4 or the functions
proposed in [39, 290]. λw is a shrinkage term to suppress the small wavelet
noise coefficients which are emphasized by the multiplication of the first
two terms. Depending on the type of noise, the value of λw can be com-
puted using on the technique in [40] and should be between 0 and 1.
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3.6.3 Stereo image enhancement

The evolution of 3D vision laparoscopic systems has revealed new issues re-
lated to the endoscopic image enhancement and quality. The first challenge
is to adapt the enhancement to the particular characteristics of the endo-
scopic domain including special textures, colors, artifacts, and dynamic il-
lumination conditions. The second challenge lies in the enhancement of 3D
images itself. Indeed, applying conventional 2D enhancement techniques
separately on each view does not yield often optimal results as it neglects
two main factors:

i ) the stereo image characteristics such as the inter-view content redun-
dancies/correlation and depth features (e.g. disparity, depth map);

ii ) the perception functioning of the human visual system (HVS) and its
binocular vision features (e.g. binocular rivalry and suppression) that
have significant impact on the perceived quality of a stereo image, as
described in Chapter 2.

Therefore, many researchers tried to address the stereo image enhance-
ment challenge from a different perspective, by exploiting the depth infor-
mation and binocular vision properties. In [291], the authors conducted sub-
jective experiments to study the relation between three main factors, namely
the sharpness, blur and depth. Based on the experimental results and the
idea that closer objects of the scene stimulate more the sensitivity of the HVS,
Subedar et Karam. [291] proposed an enhancement technique that controls
the sharpness improvement as a function of the disparity values. In [87] the
authors combined depth information and local edges to increase the image
contrast. The disparity map is first segmented to distinguish the different
objects of the scene. Then, each object boundaries are enhanced depending
on its depth level to promote the nearest objects according to the observer
perception. This method depends, however, on the accuracy of the dispar-
ity map estimation and the segmentation process, especially that the authors
deduce the objects of the right view from the segmented objects of the left
image using the disparity map. In [177], Lim et al. perform a color correction
using a similarity based color matching. The spectral content of the image is
first decomposed into illumination and reflection using the Retinex theory
[160]. A color correction is then performed by matching each corresponding
pair of block histograms between the reference and a target image using the
structural similarity index measure.

The aforementioned methods, however, do not take into account effi-
ciently the inter-view correlation and content redundancies between the left
and the right images. An independent intra-views enhancement can in-
crease the inter-views difference within stereo images, which can lead to
visual fatigue and discomfort of the observer since the HVS is very sensitive
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to the inter-view difference [158]. To address this question, the inter-view
unnecessary increase of the illumination intensities is removed in [128] us-
ing the binocular just-noticeable difference model (BJND) [333]. The image
sharpness is first enhanced using an adaptive unsharp masking technique
[247], then an optimization function with additional constraint is solved to
suppress the inter-view change exceeding the BNJD threshold. .

3.6.4 Endoscopic image enhancement

After introducing the different notions and basics related to the image pro-
cessing approach, we can present and discuss the different endoscopic im-
age enhancement techniques proposed in the literature.

In [233, 55], the authors propose a real-time Retinex enhancement tech-
nique for gastric endoscopy images. The illumination component is esti-
mated using a variational model algorithm to reduce the computational
complexity and, thus, allow the real-time processing. To avoid any-over-
enhancement, the estimated luminance is gamma corrected then used to re-
construct the reflectance (color) component. Similarly, Wu et al. [324] pro-
pose an enhancement framework composed of three main steps. Firstly,
adjust the image contrast using multi-scale Retinex (MSR) [124], followed
by a gamma correction to avoid any over-enhancement. Second, a bright-
ness diversity process is performed to generate a simulation of several low-
dynamic-range (LDR) images with multiple exposures. The resulting im-
ages are, finally, fused using a pseudo high dynamic range (HDR) image
synthesis process based on bilateral filtering [179] to generate the final en-
hanced image. As discussed previously, Retinex-based techniques are con-
strained by the gray-world assumption [68] which violation in endoscopic
images (because of the red color domination) can produce a "graying" effect
degrading the image quality. Moreover, determining the MSR parameters
for the whole image is a challenging task since a specific setting may yield
partial enhancement of only some regions of the image.

In a different context of small intestine examination, the authors of [110,
111] propose a color reproduction and enhancement method for wireless
capsule endoscopy images. The image is first decomposed into three 2D
spectral components using the Fuji Intelligent Color Enhancement (FICE)
technique. The image having the maximum entropy is then selected for the
color reproduction process. In this step, the chrominance map of the refer-
ence RGB image is added to the enhanced spectral gray level image after
a luminance/texture matching based on a statistical neighborhood method.
In the same vein, a space-variant color reproduction method for endoscopy
images is proposed in [112]. The luminance component is first processed
using an adaptive sigmoid function having two controlling parameters. Us-
ing a texture based transformation, the chrominance of the reference image
is adjusted to generate a new chrominance map. Finally, the resulting lumi-
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nance and chrominance components are converted to RGB color space. Both
of these color reproduction and enhancement techniques exhibit some of the
vascular and mucosal tissues abnormalities and characteristics as well as pit
patterns in polyp/lesion.

As a part of a study about the impact of an enhancement pre-process
on features tracking [271], Selka et al. propose two simple real-time en-
hancement methods for endoscopic images. The first method consists in
converting the RGB original image to the HSV color space and apply an
histogram equalization on the Saturation (S) and Value (V) channels. The
second method focus more on enhancing the local contrast to sharpen the
image details. A morphological contrast operator based on neighborhood
processing is generated by computing the black and white top hat of the
image. The latter is then added to the original image to adjust bright re-
gions contrast, while the black top hat is substrated from the obtained out-
put to increase the brightness of dark objects. In a similar work [8], wireless
micro-ball endoscopic images are first processed using a moving median fil-
ter to highlight the image details. An histogram information correction is
then performed to adjust the dynamic range of the image. In a stereo pro-
cessing context , Hai et al. [88] propose an enhancement method for 3D
endoscopic images based on contrast limited adaptive histogram equaliza-
tion. After equalizing the histogram for both left and right views, the image
having higher average illumination data is selected as a reference for the
color matching step. This process consists in adjusting the color channels
coefficients using a mapping function deduced according to the cumulated
histograms of both views.

In a context of WCE imaging, other techniques relied on anisotropic dif-
fusion to adjust the images brightness and filter noise while preserving lo-
cal features such as edges and textures. These methods, however, do not
enhance efficiently the chromatic information of endoscopic images. Fur-
thermore, the computational complexity increases as a function of the num-
ber of iterations, while degrading the image quality. Table 3.2 summarizes
and compare the different literature enhancement techniques for both endo-
scopic and WCE images. We can notice that, except the recent method of
[88], no enhancement algorithm is adapted to stereo endoscopic images and
their 3D properties including interview redundancies and depth informa-
tion. Furthermore, all the enhancement techniques process the endoscopic
images in the spatial domain, which is not appropriate if we want to target
specific features or level of details. All these discussed points will be fur-
ther discusses and addressed in the following chapters which present our
proposed endoscopic image enhancement methods.
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Enhancement Local / Image Real-
Hardware Limitations

Techniques Global component time

Retinex

[55, 233] Global L / R Y Y
Computational complexity, heavy

processing, hardware architecture

[324] Global L N N
Enhancement parameters adapted for

specific images, heavy HDR procesing

Color
[110, 111] Global L / C N Y Depends on FICE technology,

reproduction

[112] Global L / C N N computational complexity

Filtering
[271] Global L / C Y Y Noise amplification, does not preserve

[255] Global L / C Y N edges and local details

Anisotropic
[171, 173, 274] Global L / C Y N

Image quality degrades

diffusion as iterations number increases

HE

[271] Global L Y Y
Over-enhancement

[8] Global L Y N

[88, 279, 309, 220] Local : tiles C Y N

Image dependency of the

contrast gain limit, noise

amplification in smooth regions

Table 3.2: Enhancement techniques for WCE and endoscopic images: Y=yes,
N=No, L=Luminance, R=Reflectance, C=Chrominance, B=Brightness

3.7 Conclusion

In this chapter, we presented the different existing enhancement methods
for endoscopic images. The first part was devoted to outline the endo-
scopic imaging technologies which rely on special devices and hardware
to enhanced the image quality. Despite its relatively good performance,
many challenges and limitations have to be addressed before integrating
such technologies in the clinical routine. The challenges include the weak re-
producibility, the luck of standards and norms, legal/ethical issues, and the
necessity for additional systematic training for the surgeons and the medi-
cal stuff to use the devices and interpret the output enhanced signals, which
raises questions related to the role of pathologists/endoscopists that need to
be revised.

The second part of the chapter investigated the different image process-
ing techniques that allow to enhance endoscopic image quality and exhibit
some important features without using any additional devices. After giv-
ing an overview of the various image processing approaches and some rel-
evant basic concepts, we presented the different image-processing based
techniques for endoscopic image enhancement. As the surgical vision sys-
tems are nowadays converging to the third dimension by providing a 3D
endoscopic visual feedback, we have also discussed the state of the art tech-
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niques to enhance stereoscopic images.
While reviewing all techniques presented in the latter part, we could no-

tice that the increasing understanding of the HVS and some various percep-
tion features presented in Chapter 2 has inspired many image enhancement
techniques such as edge based contrast enhancement methods [17, 123], the
Retinex techniques [160, 124, 125, 144, 178, 304], the frequency-based con-
trast measures of [299, 300, 298], the enhancement of stereo images based on
the depth level of objects within the scene [291, 87], and the enhancement
techniques controlling the inter-view differences using the visibility BJND
thresholds [128]. Finally, it is worth mentioning that many image enhance-
ment methods rely on the combination of different smoothing or sharpening
techniques in both spatial and transform domains [81, 58], which extended
some spatial domain techniques such as the UM [184] to the frequency do-
main.
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Chapter 4

2D Spatial-domain image enhancement
and assessment

There is no quality in this world
that is not what it is merely by
contrast. Nothing exists in itself.

HERMAN MELVILLE

4.1 Introduction

Retinal photo-receptors and ganglion cells play a leading role in determin-
ing the sensitivity of the HVS to difference in brightness and colors of the
perceived scene [13, 119, 59, 163]. In image processing, the functioning
of these cells allowing to distinguish different luminance degrees in a 2D
static image describes the well-known contrast sensitivity. The latter mea-
sure demonstrated the importance of contrast as an image feature having a
significant impact of the overall perceived image quality. Therefore, many
contrast enhancement (CE) techniques emphasizing salient images features
have been proposed in the literature. In endoscopic imaging, such tech-
niques are relevant to exhibit fine tissues details and abnormalities, which
is useful to both enhance the perceived quality for doctors and improve
the output of contrast-sensitive subsequent tasks such as features extrac-
tion. Image contrast is therefore an important feature for our endoscopic
enhancement context as well.

This chapter deals with 2D images contrast enhancement issue from two
different perspectives. The first part of the chapter (Section 4.2) focuses on
CE assessment to address an investigated need for both contrast evaluation
and enhancement research communities: the lack of a benchmark allowing
the assessment of different CE evaluation metrics. In the second part of
the chapter, i.e. Section 4.3, we propose a 2D endoscopic image enhance-
ment technique improving both the global and local contrast together with
a chromatic processing, for stereo-matching and WCE classification.
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4.2 Performance assessment of objective quality metrics for
CE techniques

Due to the retinal-photoreceptor and ganglion cells properties, the HVS is
very sensitive to the contrast of the surrounding observed world. Partic-
ularly for images, this psychophysical feature has a significant impact on
the overall perceived quality. It is considered generally as the difference of
brightness or color between two neighboring regions/points. Due to the
context-dependent nature of contrast, various definitions have been pro-
posed in the literature to model this visual property allowing to distinguish
objects and determine how sharp image details are. Most of these defini-
tions are mainly based on the ratio between difference and average of lu-
minance intensity values within a window. The idea behind this relation is
that a small luminance difference is not noticeable if the average intensity
value is high, whereas the same difference effect will increase as the aver-
age luminance intensity decrease. As an example of well-known contrast
definitions based on this assumption, we can find Weber’s and Michelson’s
contrasts [212, 241, 240, 295].

To enhance the quality of poor or weak contrasted images, many tech-
niques have been proposed in the literature in both spatial and transform
domains and for different types of images (i.e. nature, medical, satellite
imaging, etc.). The main aim of these algorithms is to ameliorate visual im-
ages quality by emphasizing special salient features without degradation
the global natural appearance of brightness and colors. Evaluating the re-
sultant enhancement is, however a complex task as it depends on numer-
ous factors and parameters such as image content, naturalness, colorfulness,
pleasantness, etc. Since subjective quality assessment is time consuming,
requires special devices and following specific evaluation protocols, many
efforts have been devoted to design objective image quality evaluation tech-
niques. However, despite the numerous proposed assessment metrics, there
is no standard conventional benchmark allowing the evaluation of the dif-
ferent contrast enhancement assessment methods themselves. To overcome
this problem, only few studies [282, 312, 185] have been performed.

In [312], the authors investigate the efficiency of degradation/distortion
measure metrics in evaluating the enhancement of processed images. These
latter are assessed using a subjective test then analysis are performed to de-
termine the accuracy of the used degradation quality metrics in predicting
objective scores reflecting the HVS appreciation. In [282], Simone et al. per-
form a psychophysical experiment to evaluate a proposed contrast measure
based on multi-scale pyramidal analysis inspired by [261]. The difference
with the latter contrast measure developed by Rizzi et al. [261] is twofold.
First, the local contrast in each pixel is computed using pyramidal difference
of gaussians (DOG) instead of the 8-neighborhood mean calculation. Sec-
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ond, the overall contrast is a weighted combination of three different mea-
sures deduced from the chromatic channels in the LAB colorspace, instead
of using only the luminance channel as performed in [261]. Their study re-
vealed that an assessment based on Region-Of-Interests does not improve
the fidelity of contrast measures and that the latter should account for the
global image impression. In a more recent work, Liu et al. [185] propose a
new dataset (CID:IQ) containing reference images, corresponding processed
versions with different distortions and the associated subjective scores.

It could be noticed that most of the previously presented databases aim
to evaluate image quality assessment metrics designed mainly to distorted/
degraded images, without any focus on contrast enhanced images. With the
large number of CE techniques for different application domains, develop-
ing a dataset incorporating subjective ground-truth evaluation data together
with original and contrast enhanced images can be useful for the image-
processing research community focusing on enhancement techniques, espe-
cially CE. Therefore, as a part of a collaboration with King Fahd University
of Petroleum and Minerals (Saudi Arabia), we proposed a database containing:
i) original images, ii) associated contrast enhanced versions using different
conventional CE techniques, iii) corresponding subjective evaluation scores,
and iv) objective assessment data. To achieve this, we performed the follow-
ing steps:

select our database images according to specific criteria to cover dif-
ferent content types, chromatic information, and level of details,

prepare and perform a psychophysical experiment to collect subjec-
tive evaluation scores which will be considered as ground-truth data
reflecting the HVS judgment of perceived images quality,

enhance each image of our constructed database using different con-
ventional CE techniques,

assess the quality of enhanced images using various CE evaluation
metrics,

analyze the fidelity of CE assessment metrics based on the correlation
between obtained objective scores and the ground-truth data provided
by the observers ranking.

Using the correlation results, we can comment on the consistency of the
tested CE assessment metrics with the HVS appreciation of the perceived
contrast enhanced images. The database can be useful as well to evaluate
newly proposed CE techniques and metrics. In the following, we detail the
different steps mentioned above.
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4.2.1 Contrast enhancement techniques

With the great attention devoted to study and improve 2D/3D images con-
trast, numerous contrast enhancement techniques have been proposed in
the literature. The existing CE algorithms can be categorized into six main
classes namely, pixel-based, mathematical morphology-based, histogram-
based, transform-based, and HVS-based techniques. In our work, one repre-
sentative method is selected from each of the six previously mentioned cat-
egories of CE techniques. The selection includes the edge-based contrast en-
hancement method (EBCE) [17], contrast-limited adaptive histogram equal-
ization (CLAHE) [335], global histogram equalization (GHE), discrete cosine
transform based algorithm (DCT) [224], Top-Hat transformation (TOPHAT)
[225], and Multi-Scale Retinex (MSR) [124, 253, 211]. Since the aim of this
work is to study CE assessment metrics rather than evaluating or improv-
ing CE algorithms, the default parameters of the techniques listed above are
used in our experimental tests without any adjustment.

4.2.2 Contrast enhancement assessment metrics

In spite of the increasing number of CE techniques, only few efforts have
been devoted to assess the contrast enhancement quality. This can be ex-
plained by three major reasons: i) the fact that each CE method is adapted
to a specific application domain, ii) the subjective judgment of the perceived
images that differs from a person to another, and iii) the difficulty to find
objective measures accounting for high level vision features and interac-
tion with low-level image analysis when evaluating the perceived quality
of enhancement algorithms [16]. In the same vein, determining the most ap-
propriate and significant visual features to be considered when designing a
quantitative enhancement measure is a challenging task. This can explain
the reason why the few proposed measures for CE evaluation are not well
correlated with the perceived quality of the enhanced images. Among the
various CE measures, we have selected for our study six well-known met-
rics, namely the absolute measure of enhancement (AME) [235], absolute
mean brightness error (AMBE) [37], edge content (EC) [265], second deriva-
tive like measure of enhancement (SDME) [235], measure of enhancement
(EME) [235], and image enhancement measure (IEM) [121]. The mathemat-
ical expressions of the these metrics is provided by Table 4.1 where Imax

ij ,
Imin
ij , and Icenterij denote respectively the maximum, minimum, and center

pixel intensity values within a block centered in spatial coordinates (i, j); Ir
and Ie designate respectively the original and enhanced images; M and N
are the height and width of the images; L refers to the number of grayscale
levels; and ǫ is a small positive constant to avoid the division by zero.

The AME and EME metrics are inspired respectively from Michelson’s
and Weber’s contrast measures, which are not designed for natural images.
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CE assessment no. Mathematical formulation

1 EME = 1
B1×B2

∑B1

i=1

∑B2

j=1 20 ln
(

Imax
ij

Imin
ij +ǫ

)

2 AME = −1
B1×B2

∑B1

i=1

∑B2

j=1 20 ln
(

Imax
ij −Imin

ij

Imax
ij +Imin

ij

)

3 SDME = −1
B1×B2

∑B1

i=1

∑B2

j=1 20 ln
(

Imax
ij −2Icenter

ij +Imin
ij

Imax
ij +2Icenter

ij +Imin
ij

)

4 EC = 1
M×N

∑M
i=1

∑N
j=1 |∆I (i, j)|

5 IEM =
∑B1

i=1

∑B2
j=1

∑8
n=1 |I

e,c
i,j −Ie,n

i,j |
∑B1

i=1

∑B2
j=1

∑8
n=1 |I

r,c
i,j −Ir,n

i,j |
6 AMBE = |E (Ir)− (Ie)|

Table 4.1: Mathematical expressions of the CE evaluation measures used
in our experimental work. Imax

ij , Imin
ij , and Icenterij denote respectively the

maximum, minimum, and center pixel intensity value with a block centered
in spatial coordinates (i, j); Ir and Ie designate respectively the original and
enhanced images; M and N are the height and width of the images; L refers
to the number of grayscale levels; and ǫ is a small positive constant to avoid
the division by zero.

Indeed, the Min/Max operators incorporated in these measures may over-
estimate or under-estimate the contrast in noisy image regions. To overcome
this problem, both AME and EME are computed based on small windows
and the final overall score is deduced as a combination of all blocks-based
measures. We can notice also that both metrics are very sensitive to noise
due to the Minimum and Maximum operators incorporated in their math-
ematical expressions. In order to reduce the sensitivity to noise, the center
pixel intensity value within each block is integrated in the estimation of the
SDME score. The default block size is set to either 3 × 3 or 5 × 5. In prac-
tice, all EME, AME and SDME are computed on non-overlapping windows.
The main difference is the blocks size. Indeed, both EME and AME scores
are calculated based on 8× 8 blocks while SDME is computed using a 5× 5
window.

The EC metric is based on the local image gradient. In the mathematical
expression of EC, ∆I refers to the gradient of the gray-scale image com-
puted using a Sobel operator. When performing a contrast enhancement,
it is generally recommended to preserve the global original brightness of
the input image. Based on this idea, the AMBE metric describes the de-
viation of the mean intensity value before and after the enhancement to
measures the brightness reservation (BP) related to CE techniques. In its
mathematical formulation, E designates the statistical expectation. Thus,
lower AMBE scores implies a better brightness preservation, consequently
a better enhancement. A very low score, however, is linked to a weak CE
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performance. Generally, a median value of the intensity levels range indi-
cates a good brightness preservation and enhancement. It is important to
mention that BP in this case does not imply the preservation of image nat-
uralness. The IEM measure computation is performed on non-overlapping
blocks sized 3×3. The overall score is calculated as the ratio of sum of abso-
lute differences within each block between the center pixel and its neighbors
in the same window of the output enhanced images and the corresponding
block in the input image. This absolute difference of intensity values be-
tween the center pixel and its block neighbors within each window from
the original and the enhanced image describes the sharpness and contrast
change. Note that higher scores of EC, IEM and RC, and lower values of
AME, AMBE and SDME indicate a better enhancement.

4.2.3 Experimental setup

The final aim of creating and processing images is generally to display the
output signal to the visual sensory apparatus of observers, which is the ulti-
mate judge of the perceived quality. Since the HVS is very sensitive to image
contrast, the accuracy and fidelity of CE assessment metrics is measured in
terms of correlation with the HVS appreciation. Therefore, we conducted a
psychophysical experiment to collect ground-truth data containing the sub-
jective judgment of each enhanced image using the CE techniques presented
in 4.2.1.

One of the most important parameters in such subjective experiments
is the creation of images database. In order to cover a wide range of var-
ious image types with different content, contrast variation, and chromatic
distribution, three measures are used to select our dataset images namely
Colorfulness (CF) [320], Spatial Information (SI) [320], and Global Contrast
Factor (GCF) [204]. The initial dataset contained 30 color images having the
same spatial resolution (512 × 512) and selected either from conventional
datasets commonly studied by the image/signal processing community or
from captures made by our lab members. The six CE techniques presented
in section 4.2.1 were then applied to generate the enhanced versions for each
original image of the constructed dataset.

The subjective tests were performed in a specially designed test room in
the laboratory of Information Processing and Transmission (L2TI) at Univer-
sité Paris 13. To allow the observer to focus more on the perceived images
and the different global and local contrast features, the test room was kept
in low ambient illumination level as in [185]. The images were displayed on
an EIZO ColorEdge CG242W screen with (1920× 1200) resolution (24.1 inch).
The latter was calibrated using the Eye-One Match 3 by X-rite and the i1-
spectrophotometer which profiles the monitor. The final screen calibration
parameters are summarized in Table 4.2.
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Display calibration Parameter
parameters value

Luminance 119 cd/m2
Color-space sRGB

Color-temperature 6500K
Gamma -correction 2.2

Frame-rate 60Hz
Contrast 80

Table 4.2: Display calibration parameters

A graphic interface, illustrated in Figure 4.1, was specially designed for
the experiment to display each original image centered horizontally between
two random contrast enhanced versions on a grays-scale background color.
Such chromatic tone neutralize the visual effect of the surrounding back-
ground and focus the observer attention on the perceived images. Addi-
tionally, the spatial screen disposition of the reference image between the
enhanced versions facilitates the after-effects analysis for the HVS. Fifteen
expert and non-expert observers having different gender, age, and with nor-
mal or corrected-to-normal visual acuity were invited to evaluate the dis-
played images quality using the pairwise preference based ranking protocol
(Condorcet method). The distance from the monitor was fixed to 80 cm with
no possibility to go further due to the space limitation using the test room
wall, which is also painted in gray. Figure 4.2 illustrates the experimental
settings namely the test room, the screen, the graphic interface of the subjec-
tive test, and the observer’s position.

None of the observers was informed about image quality features or
the contrast definition. They were asked to simply give their preference
based on the perceived quality by choosing the enhanced image which ap-
pears better than the original version according to their visual subjective
judgment. In case of equivalent or equal perceived quality degree, the ob-
servers were allowed to assign the same rank for both processed images.
The Kendall’s coefficient of concordance [280] was used to control both the
ranking significance and the agreement of all observers on the attributed
rankings. Based on our primary statistical analysis, we noticed a significant
ranking disagreement on four images. These latter were considered as out-
liers and, thus, were discarded from our images dataset for the rest of results
analysis.

4.2.4 Results and discussion

From the ground-truth data obtained by the subjective test, we have ex-
tracted the preferences scores indicating how many times an CE technique
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Figure 4.1: Graphic interface of the subjective test

Figure 4.2: Subjective test settings
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was preferred over the others. Table 4.3 presents the sum of preference
scores per CE method. We can notice that the observers prefer the enhance-
ment quality of respectively CLAHE, RETINEX and EBCE algorithms while
TOPHAT and GHE techniques are selected only 200 times combined (4%
of all preferences). The objective scores of the six CE assessment metrics
applied on each enhanced version of the remaining 26 dataset images using
the six CE methods are also computed and averaged (see Table 4.3). Accord-
ing to the objective scores, the images enhanced using GHE and TOPHAT
present the best quality, which is in contrast with the HVS judgment ob-
tained by the objective preference rankings.

TOPHAT EBCE CLAHE DCT MSR GHE

AMBE 1.27 0.81 4.08 47.59 22.26 24.77
SDME -0.24 -0.12 -0.06 0.02 -0.10 -0.15
AME -0.38 -0.20 -0.08 0.08 -0.10 -0.31
IEM 2.29 1.72 1.18 1.31 1.57 1.81
EME 1.32 0.49 0.20 -0.14 0.43 1.32
EC 1.07 0.43 0.17 0.27 0.53 0.72

Subjective ranking 150 1388 1422.5 560 1410 50

Table 4.3: Summary of objective CE metrics scores and subjective rankings
for the different studied CE techniques

To derive the correlation between objective measures and the ranking
based on the HVS appreciation, the Spearman Rank Order Correlation Co-
efficient (SROCC) is computed between the subjective ranking and the ob-
jective scores of each CE technique. SROCC is a non-parametric measure
describing the statistical dependence between two ranking data. The final
SROCC score ranges in [−1, 1] with a stronger correlation as the value tends
to 1. In the opposite case, a final SROCC score value tending to −1 im-
plies weak correlation or no correlation at all. Given Ii an original image
(i = 1, 2, .., nI) and Ii,j its processed version using an enhancement tech-
nique Ej (j = 1, 2, .., nJ), the SROCC is computed as follows:

ρi,k = 1−
6d2i,j

nJ( n2
I
−1)

, i = 1, 2, .., nI (4.1)

where di,j denotes the difference between subjective ranks preferences
and objective scores obtained by assessment metric k for each image as il-
lustrated in Figure 4.3. Note that for our case nI = 26 and nJ = 6. Median
values of SROCC scores related to each metric are finally calculated as pre-
sented in Table 4.4. Based on Figure 4.3, we can clearly observe that AME
and SDME metrics yield the best correlations with respect to the subjective
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ranking. The negative EME metric correlation can be explained by its high
scores assessing the images processed using GHE and TOPHAT, which re-
sult in the worst image quality according to the observers preference. Fi-
nally, we can notice also from the SROCC correlation values in Figure 4.3
that most of the CE assessment metrics are not well correlated with the HVS
judgment of the perceived quality, which implies the need for more exten-
sive studies providing better fidelity CE assessment scores.

Metric SROCC (ρ)
AMBE -0.2571
SDME 0.4000
AME 0.4286
IEM -0.3143
EME -0.4000
EC 0.2857

Table 4.4: Median SROCC scores for the studied CE assessment metrics

4.3 Enhancement of endoscopic and WCE images

In order to prevent the development of cancer, it is of extreme importance
to detect tissue abnormalities such as lesions, bleeding, inflammations, and
polyps which might appear in the early stage of the disease. For instance,
in a colon cancer context, colonoscopy is a conventional technique which
allows early pre-cancerous pathologies detection by inserting a long thin
tube (i.e. colonoscope) into the rectum. Despite its simplicity and relative
efficiency, this technique suffers from many limitations such as the labor
intensive nature of the task requiring a time-consuming process that can
yield discomfort of the patient.

Wireless capsule endoscopy is one of the most recent diagnosis techno-
logical innovations that substituted successfully the conventional colonoscopy
according to several studies [199, 227]. This technique is based on a cam-
era sized and shaped similarly to a pill swallowed by the patient. Once
inside the human body, the capsule starts capturing and transmitting wire-
lessly the endoscopic scene frames to a data server. To perform the diagno-
sis, the images should be firstly downloaded then examined separately by
the doctors/physicians to analyze and determine the abnormalities, which
implies a manual time-consuming process. To improve the diagnosis opera-
tion, several automatic abnormalities detection and classification techniques
have been proposed in the literature [199, 165, 11, 172].

The specifications of the capsule endoscopy acquisition process beside
the endo-humain domain characteristics disclosed, however, new challenges
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3: SROCC plots illustrating the correlation between CE assessment
metrics scores and subjective preference rankings
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and artifacts related to endoscopic image quality. Indeed, the motion of
the patient and the navigation of the capsule may cause a blurring effect in
some frames. Furthermore, there is no ambient light in the bowel except
the on-board light source which obey the capsule motion, yielding dynamic
illumination conditions with wide dark areas and artifacts such as specular
reflections and vignetting [198].

Therefore, performing a processing step on the captured WCE images is
very critical for both: i) improving the visual quality of the displayed images
for the doctors; and ii) exhibiting the inner subtle structures and tissues de-
tails, which represent important image characteristics for the detection and
classification processes based mainly on features detections/matching. The
latter task can be linked as well to the 3D liver reconstruction and registra-
tion task (illustrated by our research application-domain diagram in Chap-
ter 1), which requires features detection and matching between the left and
right views of endoscopic images. Therefore, we present in this section an
enhancement method that processes the sharpness, color distribution and
brightness of both WCE and stereo endoscopic images.

4.3.1 Proposed enhancement technique

Color naturalness [328, 52] is a very important image property that needs to
be carefully considered when designing an enhancement technique. Indeed,
dramatic modifications of the color distribution may confuse the observer
interpretation about the perceived scene. Particularly in an endoscopic di-
agnosis or treatment context, tissues and organs colors are key elements to
determine and detect abnormalities which are often symptoms of dysfunc-
tions or diseases, namely cancer. For instance, a color variation within a
tissues may reveal neoplastic or inflamed tissues. Similarly, inverting the
color appearance of color-sensitive filed/point imaging technologies seen
in Chapter 3 (e.g. green and magenta colors modification in AFI-generated
images) can confuse doctors and miss-lead their diagnostic interpretation.
Therefore, preserving the color naturalness is crucial when enhancing endo-
scopic images since it can affect the medical work and, consequently, com-
promise the patient safety.

Retinex based methods, such as the iterative or center/surround algo-
rithms [75, 253], are one of the most popular processing techniques which
account for color constancy, as discussed in Section 3.6. The heavy process-
ing of these techniques can lead, however, to several undesired effects such
as amplifying image artifacts, changing the color temperature, or giving a
false impression that other light sources exist in the scene. In [35], the au-
thors address these limitations by proposing a one-filter Retinex [211] based
rendering technique for natural color images. In spite of its simplicity and
stability with different types of scenes, the authors reported poor perfor-
mance for medical and unnatural images. Additionally, the rendering of the
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method does not have a significant impact on image sharpness and local im-
age details, which are very important features for our endoscopic imaging
context. The latter problem was addressed later in [36] by incorporating a
high-frequency components enhancement step based on the multi-channel
decomposition of Cortex Transform [50].

Inspired by the natural rendering of color image based on retinex (NR-
CIR) [35], we propose an enhancement technique for WCE/endoscopic im-
ages combining One-filter Retinex [211] for brightness adjustment, edge-
based contrast enhancement [17] for local CE, and histogram rescaling [210].
The processing targets three main image components namely, brightness,
color distribution, and local contrast. The aim of the proposed method,
beside improving the images visual quality, is to study the effect of a pre-
processing step on endoscopic stereo matching and abnormalities classifica-
tion in WCE images. Figure 4.4 illustrates the block diagram of the proposed
enhancement technique, which is composed of nine steps. In the follow-
ing paragraphs, we will describe the different tasks composing the enhance-
ment pre-processing.

4.3.1.1 Global tone mapping

This step depends on a key-image value representing the dominant illumi-
nation intensity level in the image. Such information gives an idea about the
overall image brightness, which is a useful data especially to adapt the map-
ping according to whether the processed image is bright or include wide
dark regions. In [306, 259, 152, 210], the authors approximate the key-image
value as follows:

key = e
∑

i

∑
j [log(L(i,j))+ǫ]/M×N (4.2)

where L (i, j) denotes the luminance component pixel intensity value at
spatial coordinates (i, j), M and N designate the width and height of the
input original image I , and ǫ is a constant to avoid computing the log of
zero. Note that the darker an image is, the lower its corresponding key
value gets.

The mapping can be performed using any of the functions presented
in Section 3.6.1, namely the power-low transformation. Particularly, the
gamma-correction seems to be very useful for endoscopic images to adjust
the brightness in wide dark areas since it maps narrow ranges of low in-
tensity levels to larger output range values. The significant mapping gain
of low intensity levels by gamma-correction can, however, expose unnotice-
able imperfections especially for compressed images. This is the case for
WCE frames which are compressed during the wireless transmission pro-
cess. Thus, applying a gamma-correction mapping can reveal the ringing
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Figure 4.4: Flow diagram of the proposed enhancement method
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and blocking artifacts of the lossy coding, which degrade the visual image
quality and adversely affect the features detection and classification of ab-
normalities. Therefore, in our work, we use a mapping function having a
circular curve to avoid over-enhancement of WCE images. In order to au-
tomatically adapt the mapping to each image brightness level and content,
the radius of the circular curve is computed as a function of the image-key
value as in [35]. Thus, the radius is calculated as follows:

r =




3× log

(
key
10 + ǫ

)
if key ≤ αdark

3× log
(
10− key

10 + ǫ
)

if key ≥ αbright

(4.3)

where ǫ > 0 designates a constant added to avoid the logarithm of zero
problem and αdark αbright denote two constants determined based on the
brightness level of the dataset images, which is reflected by its key values.
Figure 4.5 shows two sample images with its corresponding histograms and
key values. It can be noticed that the image including wide dark regions
and unbalanced brightness has a low key value, in contrast with the im-
age of Figure 4.5(c) which presents a high brightness level, consequently a
high key value. Additionally, we can also notice the correlation between
image histograms and the corresponding key values in terms of brightness
level. The mapping is then performed according to Equation 4.4 where Imap

denotes the mapped output image, Iorig is the original input image, (i0, j0)
refer to the spatial coordinates of the mapping circle center, and αdark αbright

are deduced empirically based on our dataset images to the values 80 and
140 respectively.

Imapped =





i0 +
√
r2 − (Iorig − i0)

2
if key ≤ αdark,

j0 −
√
r2 − (Iorig − i0)

2
if key ≥ αbright,

Iorig otherwise,

(4.4)

4.3.1.2 Brightness and contrast enhancement using One-filter Retinex
and edginess information

This step consists in enhancing the global contrast of the luminance compo-
nent, which is computed generally as the ratio between center pixel intensity
value and its surrounding background information. In [159, 206], the au-
thors demonstrated, however, that the perceived contrast depends not only
on the direct neighbors but also on the local contrast of distant surround-
ing pixels. Based on this idea, the MSR [124, 253, 211] uses the following
mathematic formulation to derive a filter allowing the estimation of the lo-
cal background information for each pixel:
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Figure 4.5: Correlation between images histogram and the corresponding
key values: (a) keyvalue = 79, (b) keyvalue = 121.39

Lmask = Linput ∗ FMSR, (4.5)

FMSR =

⌊log 2(K)⌋∑

i=1

e−
(x2+y2)

22i , (4.6)

K =
max (size (Linput))

8
, (4.7)

where FMSR is the filter mask, Linput is the input luminance component,
(x, y) denotes the spatial coordinates of the pixel mask window center which
values vary from 1 to K, and Lmask is the mask image containing the esti-
mated background information. Once the latter is computed, the Retinex
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image can be obtained by ratio between the input luminance channel Linput

and the image mask Lmask, as follows:

Lretinex =
Linput

Lmask
(4.8)

Note that the mask image intensity values, which represent the denomi-
nator of Equation 4.8, have a significant impact on the output Retinex image.
Indeed, as a region in the mask image gets darker, its pixel intensities tend
to lower values, which yields significantly higher pixel intensity levels in
the Retinex image (i.e. over-enhancement). For heavily compressed images,
this implies as well that the blocking effect in dim regions will be empha-
sized and more visible in the output Retinex component. On the other hand,
the high intensity values in bright regions of the mask image will result in
relatively small pixel intensity levels after the ratio operation. Visually, the
impact of such transformation is a graying effect in the concerned areas il-
lustrated with a washed-out appearance, which is also known as the Halo
effect.

To tackle this undesired over-enhancement problem, Chen et Beghdadi.
[35] process the denominator image mask component with a logarithm func-
tion to increase the intensity values in dark regions and reduce it in bright
areas (i.e. dynamic range compression). In our work, we adopt this solution
to avoid any over-enhancement that can hinder features extraction either
for stereo-matching or WCE abnormalities classification. Thus, Equation 4.8
can be re-written as follows:

Lretinex =
Lmapped

log10 (Lmask + ǫ) + ǫ
(4.9)

where Lmap is the globally mapped luminance component from the pre-
vious step in Section 4.3.1.1 and ǫ > 0 is a constant to avoid both the division
and logarithm of zero problems. The following sub-task consists in more
exhibiting the tissues details and boundaries by exploiting the edginess in-
formation and the linked local contrast measure defined in [17]. Further
description and discussion of this method will be provided in Chapter 5
where we adopt this technique for 3D endoscopic images. Enhancing the
regular and micro tissues edges will improve and facilitate the local features
detection process which is very sensitive to image gradient.

4.3.1.3 Reference-map computation and color enhancement

As explained previously, color perception is a key property in endoscopic
and WCE images since it can assist doctors in their diagnosis/treatment
tasks. Therefore, it is important to enhance chromatic image components

83



4. 2D SPATIAL-DOMAIN IMAGE ENHANCEMENT AND

ASSESSMENT

accordingly to the luminance processing. One simple idea to perform this is
by applying the previous contrast enhancement step separately on each RGB
component. Such processing of the very inter-dependent RGB color chan-
nels yields, however, often hue shift and unnatural color rendering. The
reason for this result is the high correlation between Red, Green, and Blue
image components in RGB color-space since each channel contain bright-
ness information of the captured scene. Therefore, before applying the pre-
viously presented contrast enhancement, we convert the RGB color-space
of the processed image to the L*a*b color-space in oder to allow a decor-
relation and separation of the brightness data from chromatic information.
Only the luminance channel (L) is then selected for contrast processing of
Section 4.3.1.2.

In order to perform an balanced chromatic processing, it is important
to have an enhancement information that serves as a reference-map allow-
ing a proportional color adjustment to the luminance channel enhancement.
Therefore, once the contrast processing of the previous step is achieved, the
enhanced luminance component is used to compute the reference map as
follows:

Refmap =
Lenhanced

Lmap + ǫ
(4.10)

whereLenhanced designates theLretinex luminance processed by the edge-
based contrast enhancement in the previous step, and Lmap denotes the
mapped luminance component after step 1 (i.e. luminance of the mapped
image directly after color-space conversion from RGB to YCbCr). Once
Refmap is computed, the mapped blue and red difference chroma compo-
nents Ci (i = Cb,Cr) from step 1 are processed accordingly to the luminance
channel enhancement using the reference map as follows:

Cenhi = Cmapped ×Refmap, (i = Cb,Cr) (4.11)

where Cmapped is the chromatic component mapped in Section 4.3.1.1.
An histogram clipping operation is then applied, such explained in [183,
168], to remove the possible extreme white/black points that might occur
due to the ratio operations of Equations 4.9 and 4.10. Instead of simply
selecting the maximum intensity value, the highlights are determined based
on a set of white pixels to estimate the intensity range that covers the bright
points. To remove these dark/bright intensities, the ranges below 1% and
exceeding 99% are clipped-off from the enhanced image histogram. Thus,
we attenuate the effect of possible existing specular reflections in endoscopic
images and we avoid any visible over-enhancement artifacts.
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4.3.1.4 Experimental results and discussions

To test the enhancement impact on both stereo-matching of 3D endoscopic
images and WCE abnormalities classification, the previously presented pro-
cessing steps are applied on two different datasets. The 3D endoscopic
dataset (3D-END) is composed of two stereo videos provided by [221]. The
first video is characterized by a static laparoscope and liver deformation due
to respiration (0.15 GB each 26 second) while the second video includes a dy-
namic configuration with motion of both the stereoscope and liver (0.36 GB
each 3.5 minutes). The WCE images dataset (2D-WCE) is provided by the
Intervention Center (IVS) at Oslo University Hospital with a tag file including
the manual classification labels of the frames to assist the automatic classifi-
cation process.

The enhancement performance evaluation is based on three main crite-
ria:

the visual quality of the enhanced images compared to the original
ones,

the number of detected feature points before and after the enhance-
ment,

increasing the number of features is not always useful since their spa-
tial distribution within the image is also important (i.e. not useful to
detect more points that are concentrated in a small spot). Additionally,
in a stereo matching process, many of the detected features in each
view may not match with their corresponding interest points in the
other view, thus, get discarded. Therefore, another measure is added
to better assess the efficiency and the usefulness of the enhancement
in terms of abnormalities classification improvement. For 3D endo-
scopic images, the number of stereo-matched features will be calcu-
lated. The features distribution and the usefulness are further inves-
tigated in WCE by computing the classification ratio before and after
the enhancement.

We consider the natural rendering of color image based on Retinex (NR-
CIR) [35] and the Edge-based contrast enhancement (EBCE) [17] techniques
as a baseline for comparison since they cover both chromatic and contrast/sharpness
enhancement. Additionally, since histogram equalization techniques, namely
the contrast-limited adaptive histogram equalization method (CLAHE) [335]
has been widely used to enhance the quality of endoscopic images [88, 279,
309, 220], we consider CLAHE together with EBCE and NRCIR for the per-
formance comparison of our processing.

Figure 4.6 illustrates the enhanced images of a left stereo endoscopic
view from the 3D-END 4.6(a) dataset using CLAHE (Figure 4.6(b)), EBCE
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(Figure 4.6(c)), and the proposed technique (Figure 4.6(d)). Figures 4.7 and
4.8 show the enhancement performance on sample images from the 2D-
WCE dataset. For all figures, we can notice that CLAHE relatively over-
enhances the images despite improving the contrast. Additionally, the chro-
matic information is slightly improved but a small graying effect covers the
tissues due to over-enhancement. The latter can be also visible by the block-
ing effect related to the JPEG compression of the WCE images, which was
hidden before the CLAHE processing. The EBCE technique, on the other
hand, improves the local contrast without any clear brightness or color en-
hancement and may yield overshooting or over-enhancement (e.g. halo ef-
fect). As for the performance of the proposed method, we can notice that
the processing adjusts well the image brightness, contrast and chromatic
channels without changing the original tonal distribution. Additionally, the
liver structures/tissue are more exhibited without introducing any over-
enhancement. The blur effect in the original image due to the patient and
camera-pill motion is also reduced thanks to the local contrast enhancement.
Similarly, for 2D-WCE dataset images, the proposed method enhances well
the image brightness reducing the dark areas and exposing the inner struc-
tures of the bowel wall (i.e. fine vessels and veins). As for the chromatic
processing, the colors are clearly more saturated while preserving the natu-
ralness appearance of colors. Although that a JPEG compression have been
applied to the WCE images during the wireless transmission process, no
side artifacts such as blocking or halo effects are noticed in the enhanced
images using our proposed method.

In terms of stereo matching performance, Tables 4.5 and 4.6 show that
the number of detected and matched points has increased considerably af-
ter each enhancement technique. Compared to the separated contrast pro-
cessing (i.e. CLAHE method) and sharpness enhancement (i.e. EBCE tech-
nique), the best improvement of features detection and matching is pro-
vided by our proposed method which combines chromatic processing to-
gether with both global and local contrast enhancement. This features stereo
matching improvement should yield a better reconstructed 3D liver model.
However, since we don’t have an optimized operational 3D reconstruction
workflow to confirm the impact of the features stereo matching improve-
ment after the enhancement, the efficiency of the detected interest points
and their distribution is further investigated using the WCE classification
process which is very sensitive to these parameters. The well-known scale-
invariant feature transform (SIFT) technique [187] is used to extract WCE
images features due to its robustness to scale and rotation variations. Each
frame is decomposed into small patches on which SIFT algorithm is applied
to generate a collection of descriptor vectors having the same size (128). To
optimize the accuracy of feature points descriptors computation, the SIFT
is combined with "bag-of-words" model (BOF) [250] which is a popular vi-
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sual descriptor designed initially for documents classification. It consists in
counting the words frequencies in a text, which is equivalent to making an
histogram of the document vocabulary.

In our context dealing with abnormalities classification of WCE images,
the bags of features built using the descriptors of SIFT points are clustered
using the k-means algorithm [193, 22] to reconstruct the visual vocabulary.
The latter serves to distinguish two types of images: i) abnormal WCE frames
containing an inflammation or polyps and ii) normal image that are free
from the cancer lesions. In the training process, a machine learning (ML)
approach based on the support vector machines (SVM) algorithm is used
with two inputs: a vector containing the training dataset class labels, and
another vector including all the training dataset SIFT descriptors. Once the
training is finished, the obtained abnormalities classification model is tested
on our WCE database using the IVS tag file including the manual classifica-
tion labels which are considered as a ground truth classification data. Table
4.7 shows that the classification rate has increased after the enhancement to
reach for instance 97% for the inflammation images with 8.5% improvement.
We notice also for both polyps and inflammation cases that the classification
rate improves as a function of the number of training dataset images. This
is, actually, the case when the training is performed separately for polyps
and inflammation datasets to improve the descriptors computation for each
abnormality. However, when increasing the number of images on a train-
ing dataset containing both abnormalities frames, the classification model
accuracy decrease, which affects accordingly the classification rate. This im-
provement in terms of WCE abnormalities classification demonstrates the
usefulness of increasing the number of detected features points after the en-
hancement and comment on their spatial distribution (i.e. whether they are
compact or well distributed to allow a better 3D liver model reconstruction
and/or abnormalities classification), which proves the usefulness and the
efficiency of our proposed enhancement technique.

Detected Without
CLAHE NRCIR EBCE

Proposed
points enhancement enhancement

All points 84 3058 3189 3617 3693
Stereo-matching 14 160 250 216 201

Table 4.5: Matching points detection/matching results for 3D-END dataset
after the enhancement
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Detected Without
CLAHE NRCIR EBCE

Proposed
points enhancement enhancement

All points 217 2027 2445 2494 2918
Stereo-matching 19 60 128 52 86

Table 4.6: Matching points detection/matching results for 2D-WCE dataset
after the enhancement

Datasets
Number of Classification rate

Improvement
Images pre-enhancement post-enhancement

Normal VS

200
91.3% 98% + 6.7%

inflammation
Normal VS

98.25% 99% + 0.8%
polyps

Normal VS

300
88.5% 97% +8.5%

inflammation
Normal VS

89% 95% +6%
polyps

Table 4.7: WCE image classification results after a pre-processing step using
our proposed method

4.4 Conclusion

In this chapter we have studied the image contrast enhancement issue from
two different angles. In the first part, we constructed a dataset containing
reference images, their enhanced version using conventional CE techniques,
corresponding objective scores computed using CE assessment metrics, and
associated subjective test rankings. The dataset is expected to be a useful
benchmark to evaluate existing and newly proposed CE evaluation metrics.
This work is also the first step related to one of our research plans to de-
sign a contrast enhancement evaluation metric for medical and endoscopic
images, which is not studied yet in literature to the best of our knowledge
especially for the stereo case. The second part of the chapter was devoted to
introduce an enhancement technique for both endoscopic and WCE images.
The obtained results in terms of stereo-matching and abnormalities classi-
fication for WCE frames, together with the visual post-processing images
quality demonstrate the efficiency of the proposed enhancement method.
However, despite the good performance with 3D images, the proposed en-
hancement technique is not well adapted for stereo endoscopic content since
it does not take into consideration its intrinsic properties namely the depth
data. Therefore the next chapter presents an adaptive edge based contrast
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enhancement method for stereo images combining both 2D images proper-
ties (i.e. local image activity and edginess information) and stereo images
features (i.e. depth information and the binocular just noticeable difference
(BJND) visibility map).

(a) (b)

(c) (d)

Figure 4.6: Enhancement results of a sample left view (a) from the 3D-END
dataset using (b) CLAHE, (c) EBCE, and (d) the proposed method
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(a) (b)

(c) (d)

Figure 4.7: Enhancement results of a sample left view (a) from the 2D-WCE
dataset using (b) CLAHE, (c) EBCE, and (d) the proposed method
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(a) (b)

(c) (d)

Figure 4.8: Enhancement results of a sample left view (a) from the 2D-WCE
dataset using (b) CLAHE, (c) EBCE, and (d) the proposed method
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Chapter 5

Adaptive enhancement for 3D
endoscopic images combining depth

data and the BJND model

Vision is the art of seeing what is
invisible to others.

JONATHAN SWIFT

5.1 Introduction

One of the main goals for endoscopic image processing is to provide the sur-
geons and the medical staff with improved visual quality images to facilitate
the diagnosis and the treatment of patients. Image contrast enhancement
and sharpening are two important features that affects significantly the per-
ceived quality. In our endoscopic stereo imaging context, enhancing these
properties is of great usefulness for two reasons:

According the surgeons in The Intervention Center at Oslo University
Hospital, having clear tissues structures, veins and vessels is very im-
portant for some operations. Particularly, in liver-resection surgeries,
blood vessels should be visually distinguishable for the surgeons as
they should be inhibited before performing the resection in order to
avoid a bleeding, which can complicate the procedure and constraint
the patient safety. Enhancing these details require processing the lo-
cal contrast by improving the regular and micro edges that represent
the tissue details, veins, blood vessels. Among the enhancement tech-
niques that can achieve this processing, methods based on edge de-
tection filtering [17, 162] seems to be promising since they address di-
rectly edginess information and local contrast.

Improving the sharpness of stereo image views can also increase the
depth perception according to some studies [188, 291]. Therefore, a
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sharpness enhancement process can provide the surgeons with a bet-
ter depth feeling/cues, which can facilitate their tasks by having an
improved 3D visual feedback about the relative positions of instru-
ments and assist their motion within the endoscopic site.

Processing, however, independently the left and right images using con-
ventional 2D enhancement techniques don’t yield often satisfactory results
as it does not account for the special characteristics of stereoscopic images,
namely interview correlation and depth information [87]. Therefore we pro-
pose in this chapter an adaptive contrast enhancement method for stereo en-
doscopic images combining depth information and BJND visibility thresh-
olds. To perform the contrast enhancement, we extend the edge based method
method of [17] by incorporating edginess information, depth data and the
local image activity. The latter feature allow to adapt the contrast enhance-
ment locally in each region according to its characteristics (homogeneous or
boundary region). The BJND is then used to control the overall inter-view
enhancement and avoid any noticeable difference that can trigger distor-
tions, eyestrain or visual fatigue [108, 128].

The remainder of this chapter is structured as follows. In Section 5.2
we describe the algorithm for contrast enhancement based on local edge
detection. Section 5.3 overviews the evolution of just noticeable difference
(JND) concept from 2D to 3D content, and focus on the binocular JND model
(BJND). We introduce our proposed adaptive method based on depth infor-
mation in Section 5.4. Experimental results that prove the effectiveness of
our technique are presented and discussed in Section 5.5. Finally conclu-
sions are drawn in Section 5.6.

5.2 Edge-based contrast enhancement (EBCE)

This section provides an overview of the contrast enhancement technique
based on local edge detection [17], which is a well-known spatial domain
enhancement method for 2D images.

5.2.1 Contrast function

The edge based enhancement technique proposed in [17] accounts for spe-
cial perceptual features of the HVS, namely for contour detection, by com-
bining Gordon’s local contrast enhancement algorithm [82] and the theory of
contour detection [200]. Given a pixel P at spatial coordinates (i, j) and its
gray-level intensity Ii,j , the local contrast is defined as follows:

Ci,j =
| Ii,j − Ei,j |

Ii,j + Ei,j

(5.1)
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where Ei,j designates an estimate of the mean edge gray level computed
as the average value of the gray-level pixel intensity values weighted by the
edginess information δm,n within a (2n+ 1)× (2n+ 1) window centered at
(i, j) and computed as follows:

Ei,j =

∑
(m,n)∈wi,j

Im,n · Φ(δm,n)∑
(m,n)∈wi,j

Φ(δm,n)
(5.2)

where Φ is a monotonic increasing function and δm,n represents the edge
value. The latter can be estimated using either the gradient or any Sobel
operator.

5.2.2 Contrast enhancement

The improved contrast C ′
i,j can be generated by simply applying a function

f to the local contrast Ci,j , satisfying the following conditions:

{
f : [0, 1] → [0, 1]

Ci,j 7−→ f(Ci,j) = C ′
i,j ≥ Ci,j

(5.3)

The output intensity is computed as follows:

I
′

i,j =




Ei,j ·

1−C′

i,j

1+C′

i,j
if Ii,j ≤ Ei,j

Ei,j ·
1+C′

i,j

1−C′

i,j
otherwise

(5.4)

In [17], Beghdadi et al. demonstrated the efficiency and noise-robustness
of this low complexity algorithm in sharpening the edges and the micro-
edges of 2D images and discriminating objects according to their bound-
aries. In [162], the authors report that the technique improves as well the
gray-levels distribution. The method seems to be very useful to enhance the
local contrast of endoscopic images which contain very find details, edges,
and micro-edges corresponding to veins, blood vessels, tissue textures, or le-
sions. Therefore we considered the contrast enhancement technique based
on local edge detection as an important step in our proposed enhancement
algorithm. Such improvement can facilitates the detection and extraction of
relevant information such as feature points, which are crucial in performing
a 3D organ reconstruction for the surgery navigation/resection planning.

5.3 2D / 3D - Just noticeable difference

The deep knowledge acquired about the monocular perception together with
the technical challenges related to 2D images (e.g. compression, transmis-
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sion, quality assessment) has led to the development of just noticeable dif-
ference models, based mainly on contrast and luminance masking effects.
A JND profile indicates a visibility threshold beyond which an observer can
detect visible difference in pixel values. The success of stereoscopic tech-
nologies has, however, prompted several questions linked to the extension
of conventional 2D-JND models to 3D images, which require further under-
standing about the binocular vision and the important HVS features pre-
sented in Section 2.2.

Unlike 2D-JND, the literature dealing with 3D-JND is limited due to the
recent focus on this problem beside the related challenges. Studying the
sensitivity of the HVS to depth variations within the observed scene, De
Silva et al. [54, 53] derived a mathematical model defining and explaining
the JND in depth (JNDD). A JNDD visibility threshold describes the number
of depth levels that can trigger a percieved depth change on a 3D display. In
the same vein, the joint just noticeable difference (JJND) [174] is based on the
idea that the perception of objects differs according to their depth level in the
observed scene. In contrast with the JNDD, the JJND is derived using the
nonlinear additively masking model [327], which is a 2D-JND accounting
for texture masking and luminance adaptation.

Stereoscopic images are characterized with much content redundancy
between the left and right images since they are captured with slightly dif-
ferent perspective. Thus, a distortion in one view can be might be masked/
compensated by the other view due to the so called binocular combina-
tion/rivalry (see Sections 2.2.1.1 and 2.2.1.2). Inspired by these HVS fea-
tures, the BJND model [333] measures the minimal noise/distortion in one
stereoscopic view evoking noticeable perceptual difference when combined
with the second view during the binocular vision process. Based on psy-
chophysical experiments, the authors investigated the visual sensitivity to
contrast masking effect, the binocular combination of noise and the lumi-
nance masking effect for stereo images.

Unlike the previously presented 3D-JND models measuring the visibility
thresholds of 3D images, the stereo just noticeable difference (SJND) [248,
249] focus on stereoscopic videos JND taking into consideration four main
parameters: binocular masking, sensitivity of luminance contrast, and both
spatial and temporal redundancies/masking. In a multi-view video plus
depth (MVD), hybrid just noticeable difference (HJND) model [334] is based
on depth contrast and depth intensity which have a direct impact on the
perceived depth.

5.3.1 Overview of the BJND model

In this section, we give an overview of the BJND model and the derivation
of its formula as described in [333]. Given the left and the right images, the
BJND map of the left view, (i.e., BJNDl) is defined as follows:
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BJNDl(i, j, d) = f(bgr(i+ d, j), ehr(i+ d, j), nar(i+ d, j))

= AC(bgr(i+ d, j), ehr(i+ d, j))

×

(
1−

(
nar(i+d,j)

AC(bgr(i+d,j),ehr(i+d,j))

)λ
) 1

λ

(5.5)

where i and j refers to the spatial pixel coordinates, d is the disparity
value corresponding to the point (i, j) and na is the noise amplitude 0 ≤
nar ≤ AC . The parameter λ controls the impact of the right-view noise and
it is set experimentally to 1.25. We can notice that the BJND left is dependent
on the background luminance intensity (bg), the edge high (eh) and the noise
amplitude (na) of the right image. The inter-view pixel correspondence data
is crucial for processing stereo content and generating the BNJD map. This
data can be provided by the ground-truth disparity information, which is
often not available with real time constraints such in our 3D endoscopic
application domain. Therefore, performing a correspondence matching step
(i.e., stereo matching) is important to obtain the disparity map.

Stereo matching has become a very active research field in the last decade
because of the difficulty and the complexity of this task for both image pro-
cessing and computer vision. Since the aim of our work is not to study nor
address the stereo matching problematic, we adopted the recently proposed
disparity map estimation algorithm of [167], which is reported to yield good
performance in terms of accuracy and robustness, rating it among the best
techniques according to the Middleburry website [266]. The choice of this
stereo-matching algorithm is motivated by three main reasons related to its
performance: i) the technique takes into account depth discontinuities and
occlusions which occur in our endoscopic context mainly due to the surgi-
cal instruments and the surgeon’s tasks, ii) it operates well on images with
varying exposures and illumination which is the case for our endoscopic
images due to the dynamic illumination conditions, and iii) running this
stereo-matching technique includes a low computational cost and minimal
processing time allowing the real-time constraint. A more detailed review
and taxonomy of stereo-matching techniques is given by [267] and a rank-
ing of the top performing algorithms in terms of complexity and accuracy
is provided by the Middleburry website [266]. Note that if the right view
is noise-free, which is the case for our endoscopic images, the BJNDl is
reduced to the expression of AC , which is defined by:

AC(bg, eh) = AC,limit(bgr(i+ d, j)) +K(bgr(i+ d, j)) · ehr(i+ d, j) (5.6)

The background luminance component (bg) can be obtained by comput-
ing the average of a 5×5 sliding window centered in the spatial active-pixel
location (i, j), and the edge height (eh) is given by:
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eh(i, j) =
√
E2

H(i, j) + E2
V (i, j) (5.7)

where

Ek(i, j) = 1
24

∑5
h=1

∑5
v=1 l(i− 3 + h, j − 3 + h) ·Gk(h, v) (5.8)

k = H,V

GH =




−1 −2 0 2 1
−2 −3 0 3 2
−3 −5 0 5 3
−2 −3 0 3 2
−1 −2 0 2 1




GV =




1 2 3 2 1
2 3 5 3 2
0 0 0 0 0
−2 −3 −5 −3 −2
−1 −2 −3 −2 −1




where l(i, j) refers to the luminance value related to pixel (i, j). The pass-
band filtering masksGH andGV allow both the signal smoothing and edges
detection within the processed window, similarly to extended Sobel opera-
tors. The terms AC,limit(bg) and K(bg), which have been determined empir-
ically, are defined as follows:

AC,limit(bg) =

{
0, 0027 · (bg2 − 96 · bg) + 8 if 0 ≤ bg ≤ 48

0, 0001 · (bg2 − 32 · bg) + 1.7 if 48 ≤ bg ≤ 255
(5.9)

K(bg) = −10−6 · (0.7 · bg2 + 32 · bg) + 0.07 (5.10)

The BJND of the right stereo view (i.e., BJNDr) can be generated simi-
larly by substituting l for r and estimating the disparity map corresponding
to the right image.

5.4 Proposed adaptive edge-based contrast enhancement
method (AEBCE)

The proposed technique aims to exploit both monocular cues (i.e., contrast,
edges) and binocular cues (i.e., disparity map, BJND) in enhancing the con-
trast of stereo endoscopic images and exhibiting the inner vessels/organs
boundaries. The motivation behind using the edge-based method can be
explained by two main reasons. First, the local contrast depends strongly
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Le#	view	 Right	view	

Disparity	es2ma2on	

Hole-filling	

Adap2ve	EBCE	

BJND	Computa2on	

Binocular	processing	

Enhanced 

left view 

Enhanced 

 right view 

Figure 5.1: General flow-chart of transform domain image enhancement ap-
proach

on the contour sharpness which is related to the mean-edge value [16]. Sec-
ond, the edge height (eh) of the BJND contrast masking component is also
based on the gradient magnitude, which means that both approaches rely
on the edginess information. Adapting the local edge detection based algo-
rithm and combining it with depth and binocular information should yield
more depth feeling for the surgeons and can facilitate the extraction of fea-
ture points. The contrast is adjusted locally for each object of the endoscopic
scene based on its depth information available via the computed disparity
map. Our proposed method is composed of 5 steps as illustrated by Figure
5.1. The following paragraphs will detail each step.
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5.4.1 Disparity estimation

The first step consists in estimating the stereo correspondences of the stereo-
scopic views. In order to estimate the disparity map, we used the stereo
matching algorithm proposed by [167], which is based on the adaptive ran-
dom walk with restart (ARWR) method. We recall that the choice of this
technique is justified by three main advantages that are important for this
endoscopic image processing context: i) it takes into consideration occlu-
sions and depth discontinuities which may occur due to surgical instru-
ments handling during the surgeon’s tasks, ii) it operates well on images
with varying illumination and exposures which is the case for our endo-
scopic environment including dynamic illumination conditions, and iii) its
implementation in a real-time environment revealed minimal processing
time requirements with low computational costs. In other words, this stereo
matching method allows a relatively accurate estimation of disparity maps
with low computational complexity.

5.4.2 Hole-filling

One of the major concerns related to stereo matching is the occluded regions
of the scene, which are represented by holes (i.e., pixel disparity value equal
to zero) in the output estimated disparity maps. Although this problem
is addressed in the used disparity estimation technique, we apply a hole-
filling algorithm on the generated disparity maps to ensure that each pixel
is assigned to a valid disparity value.

Many approaches have been proposed to fill disparity holes such as the
Gaussian filter based method used in stereoscopic images generation via
depth maps rendering [331, 332], the hole-filling based memory controller
for multiview 3D videos [69], or the stereoscopic inpainting [315]. These
methods can, however, involve disparity information loss and blur in the
estimated disparity map specially if the hole-size is large. In our work, due
the high performance of the adopted stereo-matching technique [167] tack-
ling the occlusions problem, the generated disparity maps do not present
large hole regions. To fill the very few resulting disparity holes, which size
do not exceed 3 pixels, we replace each pixel hole by the mean Gaussian
filtered disparity values of its surrounding pixels in a window sized 15×15.

5.4.3 BJND computation

Figure 5.2 shows theBJNDleft profiles (5.2(c),5.2(d)) of two endoscopic im-
ages (5.2(a), 5.2(b)) respectively. The BJND thresholds are mapped linearly
to [0, 255] for better visualization. The corresponding histograms (5.2(e),5.2(f))
show that the BJND values are usually comprised between 4 and 14, which
gives an idea about the minimum and maximum visually non noticeable
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inter-view difference levels. We can notice that the BJND is dependent on
the local background information that affects the BJND sensitivity to edges
as the luminance increases. Furthermore, in regions not containing specu-
lar reflexions (i.e. where the pixels luminance intensities are not saturated
resulting a loss of edges and background data), the BJND is proportional to
the edginess information of the corresponding area of the other view, which
is correlated with the noise-free case represented by Equation 5.6.

5.4.4 Adaptive EBCE

The adaptability of the proposed method is related to two different 2D and
3D aspects:

Adapting the enhancement degree according the depth level of the
processed object, i.e. Depth (3D) adaptation.

Adapting the edge based contrast enhancement to the local image ac-
tivity in order to avoid any halo effect or over-enhancement, i.e. spatial/intra-
view (2D) adaptation.

In [291], the authors performed a perceptual subjective experiment to
study the relation between depth perception and the perceived sharpness/blur
in a stereoscopic imaging setup. The main aim of the experiment was to
determine whether the perceived sharpness/blur varies as a function of the
disparity. The obtained results revealed that the sensitivity to blur/sharpness
depends significantly on the depth level of the perceived point. In other
words, closer objects to the observer tend to appear shaper than the ones
further in depth. This is actually correlated with the HVS visual atten-
tion feature discussed in Chapter 2 by which objects fixated using the ver-
gence/accommodation of the eyes are projected in the fovea, which is a spe-
cial spot of the retina allowing the sharpest vision due the high concentra-
tion of cone cells. Inspired by these experimental results, the following step
of our proposed method consists in adapting the local contrast enhancement
of each point according to its depth level in the endoscopic scene. Indeed,
objects having high depth information are more highlighted during the con-
trast processing. Therefore, we integrate the estimated depth information
(i.e. disparity values) in the computation of the improved contrast C ′

i,j to
make the latter proportional to the depth level. The enhanced contrast ex-
pression is, thus, defined as follows:

C ′
i,j = tanh

((
di,j
dmax

+ λ

)
× Ci,j

)
(5.11)
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(a) (b)

(c) (d)

(e) (f)

Figure 5.2: BJND profiles. Two original endoscopic left views (a) and (b).
The corresponding scaled BJND maps (c,d), and histograms (e,f), respec-
tively.
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where di,j refers to the disparity of the current pixel at coordinates (i, j),
dmax is the closest perceived depth level indicated by the maximum dis-
parity value and λ ∈ [0, 1] controls the contrast increase. In order to take
into consideration the local image activity and avoid any halo effect or over-
shooting that might occur when applying the classical edge-based contrast
enhancement [17], we propose an adaptive edge-based contrast processing
to compute the final intensity I

′

i,j . The resulting pixel intensity I
′

i,j of the
Equation 5.4 is replaced by the following expression:

IAEBCE
i,j = (1− ϕi,j)× I

′

i,j + ϕi,j × Ii,j (5.12)

where ϕi,j indicates the local image activity and it is computed using the
gradient ∇i,j as follows:

ϕi,j =
1

1 +∇i,j
(5.13)

Note that when the pixel region is homogeneous, the gradient ∇i,j tends
to zero and we keep the original pixel intensity value Ii,j since ϕi,j ≃ 1.
However, when the gradient is strong, our adaptive approach gives more
weight to the enhanced new intensity value I

′

i,j .

5.4.5 Binocular inter-view processing

Taking into account the binocular combination property of the HVS, the fol-
lowing step consists in perceptually controlling the stereo enhancement us-
ing the binocular visibility thresholds provided by the BJND maps. Each
inter-view pixel difference, defined as follows:

IV Diffi,j =| I
′

i,j,left − I
′

i,j,right |, (5.14)

is compared to the correspondingBJNDi,j visibility threshold. If the in-
terview difference does not exceed its corresponding visibility BJND thresh-
old (i.e. IV Diffi,j ≤ BJNDi,j), that implies that there is no detectable
visible difference for the observer and we preserve the enhanced intensity
values. In the other case (i.e., IV Diffi,j > BJNDi,j), we define what we
will call "visual conflict" as the inter-view difference exceeding the binocular
visibility threshold, defined by the following expression:

V Ci,j = IV Diffi,j −BJNDi,j (5.15)
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Figure 5.3 shows binary maps illustrating the inter-view difference of an
endoscopic stereo image before (Figure 5.3(a)) and after our adaptive edge-
based contrast enhancement (Figure 5.3(b)). Figure 5.3(c) highlights the cor-
responding noticeable visual conflict and Figure 5.3(d) shows the visual-
conflict binary map superimposed on the left gray-scale component. One
might think that the inter-view difference should be negligible before the
enhancement. This depends, however, on the captured scene dynamic and
the video acquisition settings of the left and right stereo cameras which can
yield different illuminations creating interview differences. Such case oc-
curs in the endoscopic environment due the dynamic illumination condi-
tions created by the endoscope light source motion and the moist tissues,
surgical smoke and the instruments which might reflect the endoscope light
differently to the left and the right cameras. Another non-negligible pa-
rameter is the accuracy of stereo matching algorithm used to estimate the
disparity map. Indeed, if the disparity values are not accurate, then each
pixel will not match with its exact correspondent in the other stereo view
during the enhancement process. Unless it is a textures homogeneous re-
gion, this implies that the intensity values of the stereo pixels, supposed to
be a match, are not the same. Thus, the interview difference between the
concerned miss-matching pixels will be will be largely different from zero.

We can notice that the inter-view difference increases after the enhance-
ment process and that the noticeable difference lies especially on the en-
hanced edges and, to a lesser extent, some homogeneous regions. More-
over, we can notice that some noticeable boundaries are shifted from the
corresponding scene objects. This can be explained by the fact that the vi-
sual conflict component is generated from a binocular processing that de-
pends on both left and right views, which makes it more or less equivalent
to a cyclopean image (see Section 2.2.1.1). Thus, it cannot match exactly none
of the stereo views objects boundaries. Once computed, we remove the vi-
sual conflict V Ci,j from the left or the right views to suppress any noticeable
perceptual difference without affecting the luminance distribution. The new
intensity values are obtained as follows:

{
IAEBCE
i,j,left = IAEBCE

i,j,left − V Ci,j if IAEBCE
i,j,left ≥ bgi,j,left

IAEBCE
i,j,right = IAEBCE

i,j,right − V Ci,j if IAEBCE
i,j,right ≥ bgi,j,right

(5.16)

where bgi,j is the average background luminance, computed the same
way as for of the BJND model. When performing this interview process-
ing, one relevant question might be raised: once detected, the visual con-
flict should be removed from the left or the right views ? A possible sim-
ple choice would be to remove the visual conflict randomly from either the
left or the right images. In our work, however, we decided to make the
interview processing adaptive and dependent on the local information in

104



5.5 EXPERIMENTAL SETUP, RESULTS AND DISCUSSIONS

(a) (b)

(c) (d)

Figure 5.3: Inter-view difference and binocular visual-conflict. (a) Inter-view
difference before applying the AEBCE, (b) Inter-view difference after apply-
ing the AEBCE, (c) the corresponding noticeable visual stereo conflict, (d)
visual conflict binary map superimposed on the left gray-scale image.

each view. Indeed, the visual conflict is removed from the pixel view which
presents different intensity value than the surrounding the background lu-
minance bgi,j . In practice, the difference is detected if the intensity value of
the processed pixel exceeds the average background luminance (i.e. if IAEBCE

i,j,view ≥
bgi,j,view; ∀ view ∈ {left, right}).

5.5 Experimental setup, results and discussions

The aim of the experiment is to emphasize the impact of the proposed adap-
tive depth-based contrast enhancement and the binocular enhancement con-
trol process. The subjective test is performed considering the double-stimulus
continuous quality scale method (DSCQS), recommended in ITU-R BT.500
[117].
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We consider the stereo enhancement method based on local edge detection
and depth information [87] as a baseline for comparison.

10 endoscopic stereo images from Hamlyn Centre laparoscopic /endo-
scopic dataset [221] having the same resolution (480× 640) are used to con-
duct the experiment. The images are first converted to Lab color-space
where only the luminance component L is processed then displayed on an
23-in LG FLATRON W2363D monitor with NVIDIA wireless polarized glasses,
after being reconverted to RGB color-space. Figure 5.4 illustrates some sam-
ple endoscopic views from the dataset. We can notice the fine details and the
dark areas reaching up to 40 of the special image resolution in some cases
due to the dynamic illumination condition. 17 expert observers, mostly
males (11 males and 6 females) having an average age of 30 and with normal
or corrected-to-normal visual acuity were invited to evaluate the subjective
quality of the stereo endoscopic images. Their expertise is namely related to
image/video processing and medical imaging quality.

(a) (b)

(c) (d)

Figure 5.4: Sample views of Hamlyn Centre laparoscopic /endoscopic dataset
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1	
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about the experiment 

2	

Screening 
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Figure 5.5: Protocol of the subjective test for stereo endoscopic image assess-
ment.

Prior to each test session, each observer is screened and briefly informed
about the experiment. A training session is then performed based on “dummy
presentations” to stabilize the observer’s opinion. Once the training is fin-
ished, the observer is allowed to ask questions about the evaluation/ranking
process or the images content/quality. Each original endoscopic stereo im-
age is displayed randomly with two enhanced versions using our proposed
AEBCE method and the technique proposed in [87], separated by a uniform
grayscale image. The observer is then invited to evaluate the visual quality
by attributing a score to each stereo image using the grading scale illustrated
by Figure 5.6. The subjective test protocol is summarized in Figure 5.5.

5 

4 

3 

2 

1 

Excellent 

Good 

Fair 

Poor 

Bad 

Figure 5.6: Grading scale of the subjective test.

Figure 5.7 illustrates the enhancement of three endoscopic left views
(5.7(a),5.7(b)) using the proposed method (5.7(c),5.7(d)) and the technique
proposed in [87] (5.7(e),5.7(f)). We can notice that the contrast of the im-
ages enhanced using our adaptive depth-based technique is well adjusted
without introducing any halo effect and the tissues/veins edges are more
exhibited. The images processed using the method of [87] present, how-
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ever, an over-enhancement illustrated by a graying effect in the homoge-
neous regions and a halo effect visible specially surrounding the specular
reflection regions. This can be explained by their used enhancement func-
tion (see Equation 5.17) which over-amplify the contrast and does not take
into account the local image activity, unlike our proposed adaptive enhance-
ment method. Figure 5.8 highlights two different zoomed regions of an en-
doscopic stereo view enhanced using our AEBCE technique (Fig. 5.8(b),
5.8(d), 5.8(f)) and the method of Hachicha et al. [87] (Fig. 5.8(a), 5.8(c), 5.8(e)).
The images are presented in grayscale for better visualization of the over-
enhancement. We can notice that zooming the ROI reveals clearly the arti-
facts and the distortions of Figures 5.8(a), 5.8(c), and 5.8(e). Indeed, although
the edges are relatively sharper, the regions enhanced using [87] present
clearly an over enhancement illustrated by halo artifacts and graying-out.

C
′

i,j = C
1−

di,j
dmax

(1−λ)

i,j (5.17)

Although such artifacts might not be very noticeable in separate 2D views,
the binocular combination of two views will exhibit even more all common
image features withing each view, including the artifacts resulting from the
over-enhancement. Thus, it is important to assess the overall quality of
stereo images based on both left and right views. This is one of the reasons
that can explain why assessing 3D images quality based on independent
assessment of the left and right views using conventional 2D metrics fails
often giving faithful evaluation to the HVS perception of stereo images. To
address the 3D image quality assessment problem efficiently, many studies
have been devoted to the further understanding the HVS stereo perception
and model its binocular features. Among these studies, an interesting stereo
metric proposed in [18] consists in modeling the binocular energy produced
by the simple and complex cells of the visual cortex (see Chapter 2) using
multi-resolution mathematical tool, namely the bandelet transform and the
complex wavelet transform (CWT).

Figure 5.9 shows the results of the subjective test described above. Fig-
ure 5.9(b) illustrates the standard box-plot of the obtained scores related to
the three sets of images where the black bars indicate the corresponding
maximum (top bar) and minimum (bottom bar) score and the red line in-
dicates the median. We can notice that the proposed adaptive depth-based
method outperforms the technique proposed by [87]. The proposed method
produces better stereo image quality then both the original images and the
stereo pairs enhanced by [87], with a more depth feeling and comfortable 3D
visualization for the observers. We performed as well a Paired t-test on the
experimental data to compute the statistical difference between the differ-
ent groups of images regarding the visual quality (Figure 5.9(a)). The paired
t-test serves to compare the mean score before and after the enhancement
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Enhancement of two endoscopic stereo views (a,b) using the pro-
posed method (c,d) and the technique proposed in [87] (e,f).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.8: Zoomed ROI of a stereo endoscopic view enhanced using the
method of [87] (left column) and our proposed AEBCE technique (right col-
umn)110
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(a)

(b)

Figure 5.9: Subjective assessment results grouped by method. The box-plot
scores from the left to the right correspond respectively to: original images,
enhancement method of [87], and our proposed AEBCE method (b); and the
corresponding Paired T-test results (a).

using both the conventional [87] and the proposed method. This process
serves to indicate whether the enhancement process affects really the per-
ceived quality, i.e. whether there is a noticeable difference in the observer’s
scores after applying each enhancement technique. The obtained signifi-
cance level (p < 0.00005) indicates a less than 0.005% risk of concluding that
a visible image quality difference exists when there is no actual perceived
difference, which proves statistically the effectiveness of the proposed en-
hancement technique.

111



5. ADAPTIVE ENHANCEMENT FOR 3D ENDOSCOPIC IMAGES

COMBINING DEPTH DATA AND THE BJND MODEL

5.6 Conclusion

In this chapter, we introduced a novel stereo image contrast enhancement
method which combines the sensibility of the HVS to edginess information
and the relative positions of objects in the 3D endoscopic scene. The ex-
periment carried out on a widely used stereo image dataset show the effec-
tiveness of the proposed method in using the depth information in stereo
enhancement process. Our method produces pleasant 3D scenes, increases
the perception of depth and mitigate eye strain. In this work we focused
mainly on edge and depth information. The introduction of visual saliency,
local features and geometrical information in the enhancement process can
ameliorate further the obtained results. Furthermore, in spite of its good
performance, the proposed AEBCE does not allow to reduce the dark re-
gions or enhance specific images features while increasing the local image
contrast. This processing issue is further investigated and addressed in the
next chapter using a proposed wavelet based enhancement schemes.
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Chapter 6

Enhancement methods for stereo
endoscopic images using new joint

wavelet-based processing

There are things known and there
are things unknown, and in
between are the doors of
perception.

ALDOUS HUXLEY

6.1 Introduction

As explained in Chapter 3, endoscopic image enhancement has two main
aims. The first possible purpose is to improve the perceived quality for doc-
tors and surgeons when it is crucial to have a clear visual feedback related
to some endoscopic details. For instance, the presence of lesions, polyps or
blood vessels to be blocked before performing a resection in order to avoid
a bleeding, which can affect the patient safety. The second possible purpose
is to improve the input for subsequent post processing tasks such as feature
points extraction for 3D organ reconstruction and registration. The latter
tasks are important for determining the intra-operative morphology of the
surgical domain, which is perquisite to register the patient specific data and
establish the navigation plan.

Due to the complex structure of endoscopic images containing very fine
details, it is more convenient to perform the enhancement in the wavelet do-
main because of its efficient spectral separation and multi-resolution char-
acteristics discussed in Section 3.6.2.1, which are not available in the spatial
domain. On the other hand, processing independently the left and right
views of the stereo endoscopic image increases the inter-view difference,
which adversely affect the accuracy of the stereo matching process and im-
pact unpredictably the overall perceived resulting stereo image quality. To
the best of our knowledge, no research work has been devoted to study the
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enhancement of stereo endoscopic images in the transform domain taking
into consideration the interview redundancies/correlation, some intrinsic
characteristics of 3D images namely depth data, and the multi-scale repre-
sentation which offer many advantages compared to the spatial one. There-
fore, we propose in this chapter a novel joint enhancement technique for
stereo endoscopic images relying on a cross-view processing and depth in-
formation for both the wavelet decomposition and the enhancement steps to
exploit the inter-view redundancies, together with perceptual HVS proper-
ties related to the contrast sensitivity and the binocular combination/rivalry
features.

The reminder of this chapter is organized as follows. Section 6.2 presents
the joint wavelet decomposition which accounts for the inter-view redun-
dancies. In Section 6.3, we introduce our joint enhancement techniques for
stereo endoscopic images. Section 6.4 presents and discusses the experimen-
tal results and, finally, Section 6.5 concludes the chapter.

6.2 Joint wavelet decomposition

Wavelet transformation has drawn significant attention in image process-
ing and analysis for many application domains such as super resolution
[56], denoising [32], enhancement [155] and pattern/shape recognition [301]
due to their intrinsic properties: multiscale representation and good space-
frequency localization. These properties are of great importance when pro-
cessing complex endoscopic images since it allows to target specific image
components and control the level of details to be processed. For this reason,
we generate two wavelets representations of the left and right endoscopic
images. Recall that stereo endoscopes are equipped with two cameras cap-
turing the same scene with slightly different angles. This implies that the
right and left views of each stereo image contain considerable redundant in-
formation. Despite its simplicity, decomposing independently the left and
right images using conventional 2D wavelet transforms implies not taking
into account the inter-view dependencies and the intrinsic properties of 3D
images, namely depth data. Therefore, we resort in our work to a joint stereo
wavelet decomposition using the Vector Lifting Scheme (VLS) concept [129]
in order to exploit both the inter-view redundancies/correlation and depth
information. To perform the cross-view processing leading to the VLS de-
composition, it is thus first necessary to compute the disparity map which
provides inter-view pixel correspondences information. This data is gener-
ated using a disparity estimation (DE) technique to be applied before start-
ing the joint wavelet decomposition. Figure 6.1 illustrates the VLS analysis
block diagram.

Considering a resolution scale j, for each line m and column n of the left
I
(l)
j and right I(r)j input views, a Predict-Update-Predict (PUP) workflow
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Figure 6.1: Block-diagram of the VLS decomposition

structure is performed. More precisely, dealing with the right view, a first
prediction process is applied to generate an intermediate signal d̂(r)j+1 of the
higher resolution level (j + 1) as follows:

d̂
(r)
j+1(m,n) = I

(r)
j (m, 2n+ 1)−

∑

k∈P
(r)
j

p
(r)
j,kI

(r)
j (m, 2n− 2k),

(6.1)

where the set P(r)
j and p(r)j,k denote respectively the predictor support and

the weights related to the odd samples of the right view I
(r)
j (m, 2n+1). The

following step consists in applying an update process in order to calculate
the approximation coefficients I(r)j+1 as follows:

Ĩ
(r)
j+1(m,n) = I

(r)
j (m, 2n) +

∑

k∈U
(r)
j

u
(r)
j,kd̂

(r)
j+1(m,n− k), (6.2)

where U
(r)
j and u

(r)
j,k designate respectively the support and the weights

of the update operator. In the last step, the final detail coefficients d̃(r)j+1 are
generated using a second hybrid step:
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d̃
(r)
j+1(m,n) = d̂

(r)
j+1(m,n)−

( ∑

k∈Q
(r)
j

q
(r)
j,k Ĩ

(r)
j+1(m,n− k)

+
∑

k∈P
(r,l)
j

p
(r,l)
j,k I

(l)
j (m, 2n+ 1 + z

(r,l)
j (m, 2n+ 1)− k)

)
, (6.3)

where q(r)j,k (resp. p(r,l)j,k ) and Q
(r)
j (resp. P

(r,l)
j ) refer to the weights and

support of the second intra (resp. inter)-image predictor related to the right
image, and z

(r,l)
j is generated by down-sampling and dividing by 2j the

input estimated disparity map z(r,l). The reason of the latter operation is
that each decomposition level j divides the image spatial resolution by 2j :

z
(r,l)
j (m,n) =

1

2j
z(r,l)(2jm, 2jn). (6.4)

Note that the indexes order in the disparity subscript (r, l) serves to dis-
tinguish the reference view of the disparity estimation process. Indeed,
the z(r,l) notation implies that the estimated disparity values allow to find
stereo correspondences in the left view of each pixel in the right image,
and vice versa for z(l,r). We can notice from both Figure 6.1 and Equation
6.3 that the disparity compensation (DC) step is based on z(r,l) to calculate
I
(l)
j (m,n + z

(r,l)
j (m,n)), which is useful for performing the second hybrid

prediction process.
The spatial supports of the prediction and update filters, which are used

for the image decomposition, are set respectively to P
(r)
j = {−1, 0} and

U
(r)
j = {0, 1}. Similar to the conventional 5/3 lifting scheme (LS) [293], the

corresponding weights are : p(r)j,−1 = p
(r)
j,0 = 1

2 and u
(r)
j,0 = u

(r)
j,1 = 1

4 . As
for the second hybrid prediction step, it is applied using the spatial sup-
ports Q

(r)
j = {−1, 0} and P

(r,l)
j = {−1, 0, 1}. A variance minimization is

performed on the detail coefficients d̃(r)j+1 in order to optimize q(r)j,k and p
(r,l)
j,k

[130, 77, 84].
After setting the right image decomposition strategy, a similar Prediction-

Update-Prediction based decomposition is also performed on each line of
the left view. Applying these steps along the lines and columns of each view
produce one approximation subband and three detail components with three
different orientations namely, horizontal, vertical and both diagonals. Sim-
ilarly, performing a stereo images multi-resolution decomposition consists
in repeating the same process on the left and right approximation subbands
I
(l)
j+1 and I(r)j+1.
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We can notice from Equations 6.1 and 6.3 that the odd samples prediction
is based on both the surrounding pixels within the same image and corre-
sponding neighboring samples in the other view provided by the disparity
compensation (DC) steps. The latter feature is actually considered as the
key property of VLS compared to the classical LS scheme since it allows ex-
ploiting both inter and intra-view redundancies when decomposing stereo
images.

It is worth mentioning that the VLS was originally proposed for stereo
image coding [129], which imposes a significant asymmetric decomposition
constraint. Indeed for this context, the decoding process restricts the joint
inter-view wavelet decomposition to only one image while a classical intra
prediction-based LS is applied on the other view. Since such decoding con-
straint is not valid in the context of stereo endoscopic image enhancement,
the joint wavelet decomposition developed and implemented in this work
is applied on both the left and right images to exploit efficiently the intra
and inter-view redundancies.

6.3 Proposed cross-view enhancement techniques

6.3.1 Adaptive inter-views processing technique

Given stereo endoscopic image, a disparity map is first estimated and the 3D
wavelet decomposition is performed on left and right views over J resolu-
tion levels. Thus, we obtain one approximation subband at the coarsest scale

I
(v)
J and 3J detail subbands

(
I
(o,v)
j

)
o∈{HL,LH,HH}

j∈{1,...,J}

for each view v ∈ {l, r}.

Then, a transform-based mapping function, similar to those given in Sec-
tion 3.6.2.1, is applied to the generated approximation and details subbands
yielding intermediately intra-view enhanced wavelet coefficients of both
images. The latter, called also pre-enhanced wavelet subbands, are obtained
as follows:

∀ v ∈ {l, r}, ∀ o ∈ {HL,LH,HH},
{
Î
(v)
J (m,n) = κ

(v)
J (m,n).I

(v)
J (m,n)

Î
(o,v)
j (m,n) = κ

(v)
J (m,n).κ

(o,v)
j (m,n).λ

(o,v)
j (m,n).I

(o,v)
j (m,n)

(6.5)

where κ(v)J , κ(o,v)j , and λ
(o,v)
j are weighting terms similar to those used in

Eqs. (3.3) and (3.11).
Finally, inspired by the binocular rivalry/combination features of the HVS
[127, 63], the pre-enhanced left and right images are combined using some
adaptive weights to generate the final enhanced stereo images. The stereo
combination is inspired by the linear formulation proposed by Levelt [170]
to model the binocular rivalry when perceiving cyclopean images as follows:
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Figure 6.2: The proposed adaptive inter-view processing based technique.

I(C) = w(l).I(l) + w(r).I(r) (6.6)

where I(l) and I(r) designate the left and right monocular visual stimuli
perceived respectively by the left and right eyes, w(l) and w(r) denote the

corresponding respective weights (w(l) + w(r) = 1), and I(C) refers to the
cyclopean component constructed by the visual cortex. The study of Lev-
elt revealed that the rivalry phenomena depends on the relative stimulus
strength to each view and a weighting model is proposed to set the left and
right weights according to their corresponding stimulus strength.

Since the approximation coefficients correspond to a compact informa-
tion of the original image at a coarsest scale, we propose in our first ap-
proach to combine only the approximation subbands of both views while
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keeping unchanged the other intra-view pre-enhanced detail subbands. More
precisely, the new enhanced approximation subbands of the right image Ī(r)J

and the left one Ī(l)J are given by:

{
Ī
(r)
J (m,n) = w

(r)
J (m,n).Î

(r)
J (m,n) + w

(l)
J (m,n+ z

(r)
J ).Î

(l)
J (m,n+ z

(r)
J )

Ī
(l)
J (m,n) = w

(l)
J (m,n).Î

(l)
J (m,n) + w

(r)
J (m,n− z

(l)
J ).Î

(r)
J (m,n− z

(l)
J )

(6.7)

wherew(r)
J andw(l)

J are the weighting coefficients of the corresponding right
and left approximation subbands. One simple way to define these weights
consists in taking an average combination of both views (i.e w(r)

J = w
(l)
J =

1
2 ). However, this choice is not efficient since it is not correlated with the
binocular perception features namely, the binocular combination/rivalry,
especially when the two views have different characteristics. For this rea-
son, we propose to resort to a local adaptive weighting combination model
allowing a stereo perception of the world that simulate the binocular pro-
cessing performed by the HVS. Indeed, according to Levelt’s study [170] and
others investigations on binocular vision/rivalry [252], the linear weighting
model given by Eq. (6.7) is equivalent to that used for simulating the cy-
clopean image (see stereo-vision Chapter 2), which is formed within the ob-
server’s visual cortex when two retinal views are captured by the left and
right eyes [127, 63]. It is important to note that the use of cyclopean image
model has already been investigated to assess the quality of stereo images
[34, 182]. However, to the best of our knowledge, this chapter presents the
first research work which exploits such model for the enhancement of stereo
images.
To set the stereo weights in a way simulating the stimulus strength as sug-
gested by Levelt’s study, we used the gain control theory model [63], which
is one of the latest successful schemes modeling the cyclopean perception.
Since our approach operates in the wavelet transform domain, we have em-
ployed an energy weighted summation model to synthesize the final en-
hanced approximation subbands Ī(r)J and Ī

(l)
J . Therefore, the weighting

terms w(r)
J and w(l)

J , used in Equation (6.7), are computed as follows:

∀ v ∈ {l, r}, ∀ (m,n) ∈ ΩJ ,

w
(v)
J =

E
(v)
J

E(l) + E(r)
, (6.8)

where ΩJ represents the coordinates set of the approximation coefficients IJ ,
andE(v)

J andE(v) are respectively the energy of the approximation subband
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and all the details subbands which are given by:

∀ v ∈ {l, r},

E
(v)
J =

∑

(m,n)∈ΩJ

|I
(v)
J (m,n)|2

E(v) = E
(v)
J +

J∑

j=1

∑

o∈{HL,LH,HH}

∑

(m,n)∈Ωj

|I
(o,v)
j (m,n)|2 (6.9)

x with Ωj designates the coordinates set of the detail subband coefficients
I
(o,v)
j . The stereo weights are therefore set according to the correspond-

ing subbands energy which simulates the stimulus strength of Levelt’s model
[170]. Furthermore, we can notice that the normalization of Equation (6.8)
taking into consideration both left and right views energies ensures the binoc-
ular rivalry/combination features of the HVS. Indeed, an increasing energy
of one view (i.e. increasing the strength of either left or right stimulus) re-
duces the contribution of the other view in the overall perceived cyclopean
component. A flowchart summarizing the proposed enhancement method
is shown in Figure 6.2.

6.3.2 Fully adaptive inter-views processing technique

As mentioned in the previous section, the joint processing of the left and
right images has been only performed on the approximation subbands of
both views while their detail subbands have been separately enhanced in
intra-view using Equations 3.10 and 3.11. In the second approach, we pro-
pose to add as well an efficient joint processing technique of the detail sub-
bands yielding a fully adaptive method. The block diagram of this method
is illustrated in Figure 6.3.

More precisely, similarly to the combination model used with the ap-
proximation subbands, the new enhanced detail subbands of the right im-
age Ī(o,r)j and the left one Ī(o,l)j will be obtained as follows:

∀ o ∈ {HL,LH,HH}, ∀ j ∈ {1, . . . , J},
{
Ī
(o,r)
j (m,n) = w

(o,r)
j (m,n).Î

(o,r)
j (m,n) + w

(o,l)
j (m,n+ z

(r)
j ).Î

(o,l)
j (m,n+ z

(r)
j )

Ī
(o,l)
j (m,n) = w

(o,l)
j (m,n).Î

(o,l)
j (m,n) + w

(o,r)
j (m,n− z

(l)
j ).Î

(o,r)
j (m,n− z

(l)
j )

(6.10)

where w(o,r)
j and w(o,l)

j are the weights used for the right and left detail sub-
bands.
To set the weights according the stimulus strength as suggested by Levelt’s
study [170], and since the gain-control theory is contrast sensitive [63], we
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Figure 6.3: The proposed fully adaptive inter-views processing based tech-
nique.

propose to determine the details subbands weights based on a contrast mea-
sure of the left and right processed images quantifying the perceived stim-
ulus strength in terms of contrast. Since our enhancement is performed in
the wavelet domain, we adopted a contrast measure inspired of Peli’s local
bandlimited contrast [240] which is further extended later to process medi-
cal images in the wavelet transform domain [300, 298]. We propose, there-
fore, a local contrast weighted summation model to synthesize the final en-
hanced detail subbands Ī(o,r)j and Ī(o,l)j taking into consideration the rivalry
and contrast sensitivity of the HVS. Thus, the resulting weighting terms are
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computed as follows:

∀ o ∈ {HL,LH,HH}, ∀ j ∈ {1, . . . , J},




w
(o,r)
j (m,n) =

C
(o,r)
j (m,n)

C
(o,r)
j (m,n)+C

(o,l)
j (m,n+z

(l)
j )

w
(o,l)
j (m,n) =

C
(o,l)
j (m,n)

C
(o,l)
j (m,n)+C

(o,r)
j (m,n−z

(r)
j )

(6.11)

where C(o,v)
j denotes a contrast measure in the wavelet transform domain

reflecting the HVS contrast sensitivity to details of the scene [240, 299, 300,
298]. Indeed, the local bandlimited contrast consists in attributing a contrast
value to each pixel of the image for each frequency band according to the
ratio between high-frequency and low-frequency information, expressed as
follows:

C
(o,v)
j (m,n) =

I
(o,v)(m,n)
j

I
(v)
J (⌈ m

2J−j ⌉, ⌈
n

2J−j ⌉)
(6.12)

with ⌈· · · ⌉ is the rounding up operator. Note that this operator is applied
to the coordinates of the approximation coefficients since the size of I(v)J is
equal to that of I(o,v)j divided by (2J−j × 2J−j).
It is worth pointing out that, contrary to the energy-based weighted model
previously presented in section 6.3.1 with the adaptive inter-views process-
ing technique in which a similar weight is applied to all the approximation
coefficients as shown in Equation (6.8), the contrast-based weights model
use a local measure adapted to each pixel of the stereo image according to its
local bandlimited contrast value and taking into consideration the binocular
rivalry by the normalization of Equation (6.11) which adjust the contribution
of each view according to its stimulus strength.

6.4 Experimental results

The simulations are carried out on two different stereo endoscopic images
(SEI) datasets. The first one is composed of 10 stereo pairs, of size 1080 ×
1728, extracted from five stereo video sequences of a pig liver acquired using
different angles and zooming scales in The Intervention Center (IVS) at Oslo
University Hospital. The acquisition is performed via a stereo laparoscope
used in the laparoscopic surgical routine work by IVS surgeons. The choice
of the pig can be explained by the fact that its liver has similar structure and
tissue textures to the human liver. The second one is composed of 10 stereo
images, of size 480 × 640, taken from different videos of Hamlyn Centre la-
paroscopic/endoscopic dataset [221]. Some SEI selected from the first and
second datasets are shown in Figure 6.4 and Figure 6.5, respectively.
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(a) SEI-1 (b) SEI-2

(c) SEI-3 (d) SEI-4

Figure 6.4: Sample right views taken from the IVS dataset.

In order to assess the contrast enhancement, the proposed and baseline
comparison techniques are evaluated using no-reference metrics based on
local and global image properties such as the edginess information, the
image intensity and the local contrast. More precisely, due to the lack of
stereo contrast enhancement evaluation metrics, the following 2D measures
are used: Region Contrast (RC) [298], Edge Content (EC) [265], Absolute
Measure of Enhancement (AME) [1], Second Derivative like Measure of En-
hancement (SDME) [235], the Image Enhancement Metric (IEM) [121], Vi-
sual Information Fidelity (VIF) [276] and Mean Brightness (MB) [42]. The
latter one (MB) is an indicator about the image intensity level that shows
whether the image is too bright or too dark. A good MB should be close
to the mid-intensity range defined as the mean of the maximum and mini-
mum intensity values. AME combines the Weber’s contrast law and Michel-
son’s contrast law modulation to simulate the HVS appreciation of the im-
age contrast enhancement. The final score is estimated based on an average
value of the relation between the sum and spread of luminance intensities
within each bloc. In the same way, the SDME incorporates the center pixel
within each block in the computation of the visibility operator to reduce the
sensitivity to noise. Both RC and EC metrics are based on the local image in-
tensity variations computed either by Sobel operator or any other gradient-
based filter depending on the level of edges to be detected and the sensitiv-
ity to noise. Inspired by the idea that variations in contrast/sharpness re-
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(a) SEI-1 (b) SEI-2

(c) SEI-3 (d) SEI-4

Figure 6.5: Sample right views taken from the Hamlyn Centre dataset.

flect the changes between a given pixel and its neighbors, the IEM consists
in comparing the absolute intra-bloc differences between the initial and the
enhanced image. Inspired by the HVS, the VIF predicts the perceived qual-
ity of contrast enhanced images using an image information measure that
quantifies an estimation of the information extracted by the brain when ob-
serving an image. Compared with other image quality assessment metrics,
VIF is reported to be consistent and correlated with the subjective evaluation
of the HVS [251, 312, 276]. Instead of using the multi-scale pixel domain im-
plementation of the VIF, we used the available wavelet-based version pro-
vided by the authors for two main reasons. Firstly, because the latter is re-
ported to yield better performance than the spatial domain implementation
[276], and secondly since our proposed methods are processed as well in the
wavelet domain. Note that these metrics are evaluated on the left and right
enhanced views, and their average values correspond to the final objectives
scores. Higher scores of RC, EC, IEM and VIF, and lower scores of AME and
SDME, show good performance.

Since the aim of this work is not to study or improve the baseline com-

124



6.4 EXPERIMENTAL RESULTS

parison enhancement methods mentioned above, their implementation and
test was performed using the reported default parameters. As for the set-
tings of the proposed techniques, namely the variables of Equation 3.4, one
simple idea consists in fixing a parameters vector values for all images. This
solution is, however, not efficient since each image has a different spectral
distribution and structure. Therefore, an automatic parameterization of the
mapping function similar to the one in [42] is deployed in order to adapt the
mapping parameters according to statistical distribution of each processed
image. Inspired by the histogram equalization principle, the parameters es-
timation is based on the assumption that a proper statistical model should
yield a uniform spectral distribution of the enhanced image.
Thus, under-exposed textures and tissues due to the dynamic endoscopic
illumination conditions are highlighted giving a balanced distribution. This
process is relevant for endoscopic images since dark regions can reach up
to 40% of the spatial image resolutions in some cases. The estimation of the
mapping parameters is performed by solving the following optimization
problem:

Φ̃ = argminΦ

n∑

k=1

∣∣∣∣
1

n
− pi

(
i

n
f

(
i

n
;Φ

))∣∣∣∣
2

(6.13)

where Φ = {α1, α2, σ1, σ2, β} is a vector of the mapping function param-
eters of Equation 3.4) to be estimated dynamically and pi is a probability
density function with i-th intensity among n levels. A simulated annealing
approach is used to solve the problem by reducing the probability of obtain-
ing local minima. In order to optimize the results in terms of image sharp-
ness and local image features (i.e. for features detection for instance), four
annealing intervals are tested with different lower and upper bands. The
process is controlled using the EC and AME metrics by selecting the output
having the highest edge content score with the lowest AME value. Another
reason for this control is to avoid any over-enhancement when processing
the image in multi-scale decomposition. Indeed, using the optimization in-
terval yielding the approximation with the highest edge content and lowest
AME score in each level reduces the probability of having an over-enhanced
output view (i.e. excessive brightness with bad local contrast). This can be
explained by the simple fact that increasing or decreasing drastically the im-
age brightness can reduce the image contrast, sharpness and saturation.

The performance of the different enhancement methods for a sample SEI
as well as the average scores on all images are given in Tables 6.1-6.4 and
Tables 6.5-6.8, for the IVS and Hamlyn Centre datasets respectively. For each
dataset, the proposed methods are compared separately in two different ta-
bles with 2D and 3D enhancement techniques. Note that the first line of each
table, denoted by "Original", indicate the initial scores computed on the in-
put data before the enhancement step. Moreover, the two best enhancement
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methods have been highlighted in bold. From these tables, it can be firstly
noticed that the endoscopic image enhancement methods [271, 8] as well
as the 3D enhancement approach [291] often outperform the other state-of-
the-art methods. Moreover, our first proposed approach "VLS-AIVP" rely-
ing on the stereo approximation subbands processing leads to better results,
especially for the IVS liver dataset which is characterized by large homo-
geneous liver structures and more drastic dynamic illumination conditions.
Finally, thanks to the fully adaptive inter-view processing technique "VLS-
FAIVP", a significant gain is achieved for both dataset images in terms of im-
age brightness, contrast and edginess information. The gain is more signifi-
cant for the Hamlyn dataset SEI in terms of sharpness and edge information
(RC and EC metrics) since these images contain much more structure details
with regular/micro edges representing fine veins and vessels. Indeed, the
stereo high-frequency subbands processing of the proposed "VLS-FAIVP"
technique enhances the images details and local contrast, which exhibits the
tissues structures and fine vessels.

In addition to this quantitative evaluation, the perceived quality of the
processed images demonstrate the efficiency of the proposed methods. Fig-
ures ?? and ?? illustrate the original and enhanced right views for two SEI
taken from IVS and Hamlyn datasets, respectively. It can be observed that
the 2D endoscopic image enhancement methods [271, 8] result in an over-
enhancement illustrated by both over brightened and darkened regions de-
spite better exposure of the edges in some other areas. Furthermore, the 3D
endoscopic image enhancement methods [88, 270] yield better contrasted
views without efficiently enhancing the small image details. Using our ap-
proach "VLS-FAIVP", the obtained images show better brightness and con-
trast while improving and emphasizing the local image details such as the
liver edges of the IVS dataset and the fine vessels of the Hamlyn dataset.

Furthermore, in order to better show the benefits of the different blocks
related to the proposed approaches, we will focus now on the following
comparisons. First, our methods will be also evaluated by modifying the
wavelet decomposition step. Indeed, instead of using a 3D wavelet trans-
form based on VLS, a standard 2D 5/3 Lifting Scheme (LS) is used by ap-
plying it separately to each view of the stereo pairs. These methods are
denoted by "LS-AIVP" and "LS-FAIVP". Moreover, the results obtained with
the wavelet-based intra-view processing technique [42] allow us to show the
interest of exploiting both the depth and binocular stereo information by
resorting to an inter-view processing. Tables 6.9 and 6.10 provide the per-
formance of these latter methods. Thus, it can be seen that our approaches
outperform significantly the method developed by Cho et al. [42] which con-
firms the benefits of the proposed inter-views processing techniques com-
pared to a simple intra-view processing. Further improvements are also
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achieved by using a 3D wavelet decomposition (VLS) compared to a con-
ventional 2D LS-based one. Moreover, Figs. 6.6 and 6.7 illustrate the en-
hanced images obtained by our approaches "VLS-AIVP" and "VLS-FAIVP"
as well as that of Cho et al. [42]. Compared to the latter, it can be noticed that
the "VLS-AIVP" leads to better image quality in terms of local contrast and
image brightness. Indeed, the dark regions are reduced and the liver struc-
tures and edges are sharper and clearer. The images are further enhanced
by resorting to an inter-view processing technique fully adapted to the local
characteristics and activity of the stereo endoscopic images.

Finally, we have tested the efficiency of the multi-scale processing for
both of the proposed methods. The results illustrated in Table 6.12 and Ta-
ble 6.11 shows that the obtained scores improve generally but with different
ratios between the two datasets. Indeed, the improvements are more signif-
icant for Hamlyn Centre dataset than the IVS images, especially using two
decomposition levels. The explanation of these results is that Hamlyn Cen-
tre dataset images have smaller spatial resolution (the half approximately)
and contain much more details in the High-frequency subbands (fine veins,
tissues, vessels, etc.) compared with the IVS textureless pig liver images.
Therefore, all the obtained results confirm the efficiency of the proposed en-
hancement methods in improving the quality of stereo endoscopic images.

Method/Measure MB AME SDME EC RC IEM VIF

Original 122.87 60.43 134.11 65.49 5.97 - 1
VLS-AIVP 134.44 50.35 105.87 91.69 33.10 2.52 1.31
VLS-FAIVP 128.54 48.14 98.40 110.33 46.27 3.03 1.52

Cho et al. [42] 165.42 61.26 116.82 77.63 7.89 1.26 1.11
Selka et al. [271] 98.87 51.94 118.11 81.27 5.58 1.25 1.24

Attar et al. [8] 122.42 56.84 137.97 88.30 12.39 1.27 1.17

Table 6.1: Performance comparison of the proposed methods with 2D en-
hancement techniques for a SEI of the IVS dataset.

Method/Measure MB AME SDME EC RC IEM VIF

VLS-AIVP 121.70 40.33 91.13 81.19 20.41 1.97 1.39

VLS-FAIVP 123.73 38.59 88.60 96.53 23.81 2.19 1.47

Cho et al. [42] 108.23 48.42 112.95 52.17 5.51 0.89 1.14
Selka et al. [271] 78.37 50.41 92.46 64.35 4.74 1.11 1.33

Attar et al. [8] 102.02 47.71 108.87 70.24 10.05 1.13 1.26

Table 6.2: Average scores of the proposed methods compared with 2D en-
hancement techniques for the IVS dataset images.
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Method/Measure MB AME SDME EC RC IEM VIF

Original 122.87 60.43 134.11 65.49 5.97 - 1
VLS-AIVP 134.44 50.35 105.87 91.69 33.10 2.52 1.31
VLS-FAIVP 128.54 48.14 98.40 110.33 46.27 3.03 1.52

Hai et al. [88] 115.11 54.04 118.86 80.58 8.47 1.29 1.17
Sdiri et al. [270] 122.86 53.78 120.20 86.97 11.00 1.52 1.19

Subedar and Karam [291] 123.10 50.79 118.18 88.33 25.31 2.01 1.16
Hachicha et al. [87] 122.31 56.66 122.71 79.06 7.74 1.26 1.14

Table 6.3: Performance comparison of the proposed methods with stereo
enhancement techniques for a SEI of the IVS dataset.

Method/Measure MB AME SDME EC RC IEM VIF

VLS-AIVP 121.70 40.33 91.13 81.19 20.41 1.97 1.39

VLS-FAIVP 123.73 38.59 88.60 96.53 23.81 2.19 1.47

Hai et al. [88] 87.26 44.60 98.15 55.64 5.87 0.98 1.15
Sdiri et al. [270] 113.04 41.72 99.59 79.67 10.54 1.57 1.17

Subedar and Karam [291] 90.63 49.19 96.44 67.08 17.93 1.80 1.14
Hachicha et al. [87] 90.01 46.28 103.34 52.89 5.46 0.92 1.13

Table 6.4: Average scores of the proposed methods compared with stereo
enhancement techniques for the IVS dataset images.

Method/Measure MB AME SDME EC RC IEM VIF

Original 100.56 57.22 137.83 64.95 42.75 - 1
VLS-AIVP 123.08 50.35 101.54 99.98 92.20 1.98 1.19
VLS-FAIVP 130.54 48.14 96.04 119.25 126.27 2.65 1.28

Cho et al. [42] 150.58 59.90 112.38 84.62 67.65 1.44 1.09
Selka et al. [271] 98.41 54.04 107.12 70.63 40.01 1.03 1.04

Attar et al. [8] 117.58 50.41 147.67 88.77 45.07 1.05 1.06

Table 6.5: Performance comparison of the proposed methods with 2D en-
hancement techniques for a SEI of the Hamlyn Centre dataset.

Method/Measure MB AME SDME EC RC IEM VIF

VLS-AIVP 126.71 42.78 99.40 99.31 66.36 1.87 1.32

VLS-FAIVP 128.35 40.44 93.22 119.81 87.03 2.59 1.48

Cho et al. [42] 130.41 60.20 116.20 71.94 29.83 0.88 1.09
Selka et al. [271] 93.53 45.32 122.59 84.56 22.53 1.02 1.07

Attar et al. [8] 127.54 47.01 135.32 110.99 45.46 1.21 1.13

Table 6.6: Average scores of the proposed methods compared with 2D en-
hancement methods for the Hamlyn Centre dataset images.
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6.4 EXPERIMENTAL RESULTS

Method/Measure MB AME SDME EC RC IEM VIF

Original 100.56 57.22 137.83 64.95 42.75 - 1
VLS-AIVP 123.08 50.35 101.54 99.98 92.20 1.98 1.19
VLS-FAIVP 130.54 48.14 96.04 119.25 126.27 2.65 1.28

Hai et al. [88] 103.10 53.63 127.02 74.64 42.71 1.19 1.09
Sdiri et al. [270] 100.47 53.26 129.76 82.20 68.12 1.45 1.11

Subedar and Karam [291] 100.66 52.18 110.50 77.05 64.66 1.73 1.13
Hachicha et al. [87] 100.53 56.91 136.91 65.96 43.23 1.02 1.03

Table 6.7: Performance comparison of the proposed methods with stereo
enhancement techniques for a SEI of the Hamlyn Centre dataset.

Method/Measure MB AME SDME EC RC IEM VIF

VLS-AIVP 126.71 42.78 99.40 99.31 66.36 1.87 1.32

VLS-FAIVP 128.35 40.44 93.22 119.81 87.03 2.59 1.48

Hai et al. [88] 105.34 50.77 119.66 85.15 39.97 1.24 1.11
Sdiri et al. [270] 104.33 50.46 120.57 90.38 51.44 1.35 1.14

Subedar and Karam [291] 104.43 48,12 112.72 90.91 53.62 1.24 1.13
Hachicha et al. [87] 104.31 54.61 128.39 73.21 36.88 1.04 1.10

Table 6.8: Average scores of the proposed methods compared with stereo
enhancement methods for the Hamlyn Centre dataset images.

Method/Measure MB AME SDME EC RC IEM VIF

Original 122.87 60.43 134.11 65.49 5.97 - 1

SEI-1
Cho et al. [42] 165.42 61.26 116.82 77.63 7.89 1.26 1.11

LS-AIVP 148.12 57.26 109.00 83.86 21.45 1.67 1.27
VLS-AIVP 134.44 50.35 105.87 91.69 33.10 2.52 1.31
LS-FAIVP 126.94 52.25 106.33 94.13 34.64 2.56 1.47

VLS-FAIVP 128.54 48.14 98.40 110.33 46.27 3.03 1.52
Original 97.68 53.87 126.75 66.80 5.31 - 1

SEI-2
Cho et al. [42] 130.62 52.54 108.79 83.92 7.98 1.35 1.11

LS-AIVP 103.25 50.54 102.88 77.58 10.44 1.47 1.16
VLS-AIVP 120.59 43.46 96.67 98.44 16.38 1.70 1.19
LS-FAIVP 122.10 50.19 107.49 94.53 22.42 1.90 1.29

VLS-FAIVP 126.12 44.35 91.73 104.34 28.48 2.68 1.33

Table 6.9: Performance of LS and VLS-based enhancement methods for two
SEI of the IVS dataset.

129



6. STEREO JOINT WAVELET-BASED ENDOSCOPIC IMAGE

ENHANCEMENT

Method/Measure MB AME SDME EC RC IEM VIF

Original 100.56 57.22 137.83 64.95 42.75 - 1

SEI-1
Cho et al. [42] 150.58 59.90 112.38 84.62 67.65 1.44 1.09

LS-AIVP 121.51 52.45 104.83 96.11 86.19 1.81 1.16
VLS-AIVP 123.08 50.95 101.54 99.98 92.20 1.98 1.19
LS-FAIVP 139.55 51.58 102.76 102.90 110.50 2.21 1.24

VLS-FAIVP 130.54 48.14 96.04 119.25 126.27 2.65 1.28
Original 93.84 48.66 139.32 55.98 28.04 - 1

SEI-2
Cho et al. [42] 147.06 59.08 111.94 82.50 47.96 1.63 1.11

LS-AIVP 116.14 52.97 104.45 85.53 47.04 1.92 1.13
VLS-AIVP 117.23 48.02 102.78 87.08 49.44 2.02 1.17
LS-FAIVP 114.75 49.67 105.39 93.24 52.83, 2.40 1.20

VLS-FAIVP 128.12 47.35 97.53 102.18 58.11 2.78 1.23

Table 6.10: Performance of LS and VLS-based enhancement methods for two
SEI of the Hamlyn Centre dataset.

(a) Original image (b) Cho et al. [42]

(c) VLS-AIVP (d) VLS-FAIVP

Figure 6.6: The enhanced right images for the SEI-1 of IVS dataset using the
two proposed inter-views processing techniques and the intra-view process-
ing one [42].
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6.4 EXPERIMENTAL RESULTS

(a) Original image (b) Cho et al. [42]

(c) VLS-AIVP (d) VLS-FAIVP

Figure 6.7: The enhanced right images for the SEI-1 of Hamlyn Centre dataset
using the two proposed inter-views processing techniques and the intra-
view processing one [42].

Method/Measure MB AME SDME EC RC IEM

Original 122.87 60.43 134.11 65.49 5.97 -

IMG1
VLS-AIVP (J=1) 137.96 55.20 110.33 69.69 23.92 1.93
VLS-AIVP (J=2) 134.44 50.35 105.87 91.69 33.10 2.52
VLS-FAIVP (J=1) 132.58 54.34 103.04 78.15 31.48 2.40
VLS-FAIVP (J=2) 128.54 48.14 98.40 110.33 46.27 3.03

Original 97.68 53.87 126.75 66.80 5.31 -

IMG2
VLS-AIVP (J=1) 116.61 49.20 102.43 78.14 14.00 1.43
VLS-AIVP (J=2) 120.59 43.46 96.67 98.44 16.38 1.70
VLS-FAIVP (J=1) 110.76 45.52 95.41 86.41 17.81 2.53
VLS-FAIVP (J=2) 126.12 44.35 91.73 104.34 28.48 2.68

Table 6.11: Multiscale performance of the proposed methods on two sample
SEI fromIVSdataset.
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6. STEREO JOINT WAVELET-BASED ENDOSCOPIC IMAGE

ENHANCEMENT

Method/Measure MB AME SDME EC RC IEM

Original 100.56 57.22 137.83 64.95 42.75 -

IMG1
VLS-AIVP (J=1) 126.16 54.33 105.01 80.74 86.41 1.78
VLS-AIVP (J=2) 123.08 50.95 101.54 99.98 92.20 1.98
VLS-FAIVP (J=1) 126.17 52.06 101.30 85.66 110.97 2.24
VLS-FAIVP (J=2) 130.54 48.14 96.04 119.25 126.27 2.65

Original 93.84 48.66 139.32 55.98 28.04 -

IMG2
VLS-AIVP (J=1) 120.79 48.37 105.94 73.78 46.62 1.83
VLS-AIVP (J=2) 117.23 48.02 102.78 87.08 49.44 2.02
VLS-FAIVP (J=1) 120.81 53.20 101.68 77.55 54.01 2.39
VLS-FAIVP (J=2) 128.12 47.35 97.53 102.18 58.11 2.78

Table 6.12: Multiscale performance of the proposed methods on two sample
SEI from Hamlyn Centre dataset.

6.5 Conclusion

In this chapter, we have focused on the enhancement of stereo endoscopic
images. For this purpose, two efficient methods have been designed in the
wavelet transform domain. More precisely, a joint 3D wavelet decompo-
sition is developed to generate the wavelet subbands of the left and right
views, and two inter-views processing techniques are proposed to exploit
the binocular vision properties via a cross-view processing. Experimen-
tal results show the efficiency of the proposed techniques compared to the
state-of-the-art ones and demonstrate the usefulness of the interview pro-
cessing for both the stereo wavelet decomposition and the enhancement tak-
ing into consideration the binocular combination of the HVS and exploiting
interview redundancies.
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Chapter 7

Conclusion

The end of a work should always
suggest the beginning.

JOSEPH JOUBERT

7.1 Summary of contributions

Endoscopic image enhancement has become a very active research field
thanks to the success of minimally invasive interventions and novel techno-
logical treatment and diagnosis tools such as stereoscopic laparoscopes and
wireless capsule endoscopy. In spite of the important advances achieved in
terms of image processing and enhancement, only a few techniques have
been proposed or adapted to stereo endoscopic images. This can be ex-
plained by the specificities of the stereo endoscopic video acquisition pro-
cess; the endoscopic domain characteristics including moist tissues with
high reflectance and dynamic illumination conditions yielding large dark
areas with specular reflections; and surgical tasks artifacts including blur
due to patient’s and surgeon’s motion and surgical smoke.

We recall as well that we distinguish two main aims for endoscopic im-
age enhancement based on both our literature study and our clinical re-
search context. The first aim is to improve the perceived endoscopic im-
age quality by exhibiting specific tissue details and abnormalities in order
to improve the diagnosis accuracy and reliability. The intra-operative vi-
sual feedback quality is also of great importance for surgeons since it can
affect the efficiency of their tasks. Indeed, the intra-operative endoscopic
videos should highlight some significant details such as tissues texture, or-
gans boundaries and blood vessels. For instance, liver blood vessels should
be blocked before performing a resection in order to avoid causing bleed-
ing, which can compromise the patient safety. If not properly controlled,
the bleeding may oblige the doctors to convert to an open surgery, in which
case the patient gets the worst of both MIS and OS: increasing the operat-
ing time without any post-operative advantage. The second possible goal of
endoscopic image enhancement is to improve the outcomes of subsequent
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post-processing tasks such as features extraction for 3D organ reconstruction
and registration [238]. For some laparoscopic surgeries, namely for liver re-
section operations at the Intervention Centre of Oslo University Hospital, these
tasks are prerequisite to register the 3D patient-specific data, establish resec-
tion and navigation plans, and provide the surgeon with an efficient control
of robotic-assisted surgical systems.

Since this thesis deals with 3D images, understanding the human visual
system and its binocular features was prominent to comprehend the fac-
tors that may affect the perceived quality of stereo images and the different
3D capture/display systems and their parameters. Therefore, Chapter 2 re-
viewed the idea of depth perception with the fundamentals of human binoc-
ular vision and emphasized the relationship between left and right views of
stereo images from a geometrical point of view. In addition to that, the chap-
ter outlined the most important methods for disparity information estima-
tion, which is crucial to exploit the cross-view redundancies, and reviewed
the relationship between depth and disparity maps. To identify endoscopic
imaging issues, Chapter 3 presented the principal challenges and problems
related to endoscopic images together with the main artifacts and noise that
can occur. The chapter investigated and categorized as well the different
existent technologies and methods for endoscopic image enhancement.

The contributions presented in this dissertation are all linked to at least
one or both enhancement purposes recalled above (i.e. improve visual qual-
ity or post processing tasks outcomes). In Chapter 4, we presented an en-
hancement method for 2D endoscopic images and wireless capsule endoscopy
improving both local and global contrast. Beside targeting the previously
mentioned enhancement goals above, the proposed method aims to exhibit
inner subtle structures and tissues details, which improves the features de-
tection process and the automatic classification of GI tract abnormalities for
cancer detection. It has been proven through this work that the enhanced
images using the proposed method improved the classification rate by up
to 6% and 8.5% for inflammation and polyps detection respectively on the
bases of manually labeled frames by expert physicians and doctors accord-
ing to each possible abnormality. The performance of the processing was
evaluated as well in terms of matched detected features since such parame-
ter can impact significantly the 3D organ surface reconstruction from stereo
endoscopic images [238]. The obtained results demonstrate that our en-
hancement increased the number of stereo matched features and allowed
detecting feature points in regions with poor contrast and low brightness.
The visual quality of the processed WCE frames and endoscopic images
shows that our processing adjusts well the brightness and improves the con-
trast of original images, without any over-enhancement while preserving
the image naturalness property in terms of color and illumination distribu-
tion, which is of great importance for endoscopic images since it can affect
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the diagnosis.

In a stereo imaging context, Chapter 5 introduced an adaptive enhance-
ment technique for stereo endoscopic images combining depth and edgi-
ness information. Inspired by a perceptual study [291, 174] stipulating that
the HVS attributes more attention and is more sensitive to closer objects
of the scene due to its projection in the fovea, the contrast enhancement
degree of of the proposed technique is adjusted locally to each object ac-
cording to its depth level. The other aspect of adaptability related to the
proposed method is that the enhancement adjustment according to the lo-
cal image activity (i.e. whether the processed region is homogeneous or
presents edges/textures) in order to avoid any over-enhancement, halo ef-
fect, or noise amplification. The following step consists in controlling the
intra-view processing using the binocular just noticeable difference model
to suppress any inter-view difference exceeding the BJND visibility thresh-
old, which may result in visible artifacts or visual fatigue. In order to as-
sess the perceived quality of the enhanced images, we performed subjective
tests in a controlled environment including both expert and non-expert ob-
servers who were invited to evaluate each displayed image processed us-
ing either our proposed technique or some state-of-the-art methods and as-
sign a score according to a standard grading quality scale. The obtained
subjective scores demonstrated the effectiveness of the proposed adaptive
edge-based stereo enhancement method in generating more contrasted im-
ages with sharper edges and micro-edges, without resulting in any over-
enhancement or halo effect. The statistical analysis performed on the result-
ing experimental data proves statistically the effectiveness of the proposed
enhancement technique with less than 0.005% risk of concluding that a visi-
ble image quality difference exists when there is no actual perceived differ-
ence.

Notice that all the previously presented enhancement methods were per-
formed in the spatial domain, which offered the advantage of a low compu-
tational complexity allowing the real-time execution of our proposed tech-
niques. The spatial domain does not allow, however, to target the enhance-
ment of specific image components or to perform multiscale processing with
low computational cost. Therefore, with this in mind, we resorted in an-
other recent work to the wavelet domain for its intrinsic properties includ-
ing multiscale representation and good space-frequency localization. Thus,
Chapter 6 presented a novel enhancement algorithm for stereo endoscopic
images using a joint wavelet decomposition to exploit the inter-view redun-
dancies and depth data. The proposed enhancement consists in mapping
the approximation subband to adjust the image illumination and process-
ing accordingly the corresponding detail subbands coefficients to improve
the local image contrast together with shrinking the trivial signals that rep-
resent noise. The mapping parameters are computed adaptively for each
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image using an annealing optimization process that accounts on its statisti-
cal histogram data to ensure a uniform spectral distribution. An inter-view
processing is then performed on each intra-view enhanced image to gener-
ate the final enhanced version using a weighted combination model inspired
from the rivalry/combination features of the HVS and exploiting depth in-
formation and interview redundancies. The stereo weighting models are
computed in a way that determines adaptively the weight of each left and
right view pixel according to the strength of its related stimuli, which is sim-
ulated using the subbands energy [63] and local bandlimited contrast mea-
sures in the wavelet domain [240, 298, 300]. To evaluate the performance
of the proposed algorithms, the images enhanced using our methods and
other baseline comparison techniques, for both 2D and 3D endoscopic and
regular images, are assessed using some conventional metrics based on local
and global image features. The obtained objective scores demonstrated the
efficiency of the proposed techniques compared to the 2D endoscopic and
stereo enhancement methods in both the spatial and transform domains.
The visual quality of the enhanced images shows that our technique ad-
just well the endoscopic images brightness by reducing the dark regions
and adjusting the contrast in saturated areas. Furthermore, the details sub-
bands processing improved local contrast and sharpness of the images by
exhibiting liver tissue textures, vessels and boundaries including edges and
micro-edges, without yielding any over-enhancement or halo effects.

In the context of the evaluation of contrast enhancement techniques, we
noticed the lack of a benchmark allowing the assessment of different CE
evaluation metrics, which can be very useful especially with the rapidly in-
creasing number of CE methods and CEE metrics for various application
domains. Additionally, the few studies addressing this topic in the litera-
ture focus on evaluating image quality assessment metrics designed mainly
to distorted or degraded images, without any attention to contrast enhanced
images. To tackle this problem, we proposed in the first part of Chapter 4
a database containing original images with various color distributions, tex-
tures, contrast variations, and different realistic contrast enhancement arti-
facts; the associated contrast enhanced versions using representatives of the
most common CE techniques in the literature; the corresponding subjective
evaluation scores; objective assessment measures; and statistical correlation
analysis data. The proposed dataset, which is publicity available online1,
allows a comprehensive analysis of the performance of different state-of-
the-art contrast enhancement evaluation metrics in terms of correlation with
the HVS appreciation. The latter is provided by the scores resulting from the
subjective evaluation experiment performed in a proper controlled test envi-
ronment for CEE. The database can be useful as well to evaluate both newly
proposed contrast enhancement techniques and CEE metrics.

1MENDELEY data plateform: Contrast Enhancement Evaluation Database (CEED2016)
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7.2 Future research

In the course of the research activities carried out as a part of this thesis, a
number of possible directions for further studies related to endoscopic im-
age enhancement have been identified for different parts of this dissertation.

While both spatial and wavelet domains have been used in the proposed
enhancement techniques, we believe that other transform domains should
be considered and investigated for the particular characteristics of endo-
scopic images including unbalanced brightness due to dynamic illumina-
tion conditions in the endoscopic environment and the fine tissues textures,
micro-edges, and subtle details (e.g. blood vessels, cancer tumor tissues,
and thin nerves) that might be of great importance for the early diagnosis of
diseases or abnormalities classification. We think particularly of the pyra-
midal decomposition which allows efficient multiscale decomposition and
smooth processing of large structures [64]. Furthermore, unlike the classical
wavelets which are sensitive to three directions (i.e. horizontal, vertical and
diagonal), geometric wavelets such as curvelets [30, 29], contourlet [65], and
steerable filters [74] allow the capture of very fine details and salient features
in many directions which is very useful for endoscopic images. In the case
of inter-view processing of stereo images, saliency models should be inves-
tigated based on the most relevant features for doctors and surgeons. In the
same way, stereo contrast enhancement evaluation metrics should be inves-
tigated, namely for 3D endoscopic and medical images in which contrast
is a very important feature that can affect diagnosis and doctors/surgeons
work.

In another perspective, the rapid rate of growth of voluminous and com-
plex biomedical data has paved the way to an analysis/processing trend
that aims to extract relevant valuable information from this "big data" : ma-
chine learning (ML). Particularly, deep learning (DL) which is a branch of
ML, has recently attracted the attention of researchers for biomedical data
processing due to its higher level of abstraction based on distributed and
parallel computing and sophisticated algorithms to converge to "data-driven"
features. For instance Google has launched recently DeepMind Health2 [281]
technology to facilitate the transition of patients from diagnostic test to treat-
ment steps as accurately and quickly as possible. In biomedical imaging,
although that DL has been used mainly for segmentation [242, 218] or ab-
normalities detection and classification such as proposed in Chapter 4 for
WCE anomaly classification or recently in [263, 284, 66, 6], we believe that
neural networks, namely convolution neural networks (CNNs) can be used
to estimate proper mapping parameters for endoscopic image enhancement
or to design a contrast enhancement evaluation metric for 2D and especially
3D endoscopic/medical images. The choice of CNNs can be explained by

2https://www.deepmind.com/health

137



7. CONCLUSION

its adaptability for 2D images and its design inspired by the powerful pro-
cessing of the visual cortex to simulate two main features: local connectiv-
ity, and invariance to local transition and location. One of the main key
points related to DL technologies is that the training benefits and relies on
large datasets. Developing large medical and endoscopic image datasets is,
however, a challenging task for two main reasons: the expensive medical
expertise required for good annotation, and the ethical issues related to the
processing or sharing of private patients’ data.

Last but not least, with the increasing optical and technological evolu-
tion of capture and visualization systems especially in terms of resolution
and the merging trend of using ultra high-definition 4K screens in the oper-
ating theatre and endoscopic towers [326], we believe that the need for con-
trast enhancement methods for endoscopic images will be reduced because
of the very fine structures and tissues HD visualization and recognition pro-
vided by such devices. Indeed, 4K technologies are expected to open up new
intricate surgeries such as the anastomoses of blood vessels and thin nerves,
and provide more confidence for different surgical resection procedures of
cancer tissues [326].
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