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Abstract

As cyber-physical systems become more and more complex, human debugging is not
sufficient anymore to cover the huge range of possible behaviours. For costly critical
systems where human lives can be endangered, formally proving the safety of a system
is even more crucial. This is done by defining a formal specification for the system, and
then performing the algorithmic verification that the system satisfies some formally
specified properties. With this precise and exhaustive description of a system, the
usual vagueness of human language is eliminated. In this thesis, we focus on the
verification of timed concurrent systems. Time-dependent systems are very hard to
verify, especially when the exact value of timing constants remains unknown. These
unknown timing constants are called parameters. We study several subclasses of a
parametric extension of the well-known formalism called Timed Automata. We mainly
focus on the reachability decision problem, that asks whether there exists concrete
values for these parameters such that a bug state can be reached in the system. We
further address for these subclasses a computation problem that is to synthesise the
set of parameter values for which a state is reachable. Finally, we apply our work to
the security and safety of cyber-physical systems and infrastructure: we extend with
parameters a classic formalism to model attack and failure scenarios called attack-fault
trees, and propose an implementation of the translation of parametric attack-fault trees
to parametric timed automata. This allows us to leverage the verification techniques
and tools available for the latter for the analysis of (parametric) attack-fault trees.
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Sur la théorie et l’application des automates
paramétrés temporisés avec mises à jour.

Mots-clés: automate temporisé paramétré, synthèse de paramètres, accessibilité,
décidabilité, arbres d’attaque et de défaillance.

Résumé

À mesure que les systèmes cyber-physiques deviennent de plus en plus complexes,
le débogage humain ne suffit plus pour analyser le grand nombre de comportements
possibles. Pour les systèmes critiques coûteux où des vies humaines peuvent être mises
en danger, il est encore plus crucial de prouver formellement la sécurité d’un système.
Pour ce faire, on définit une spécification formelle pour le système, puis on vérifie
algorithmiquement que le système satisfait à certaines propriétés spécifiées de manière
formelle. Avec cette description précise et exhaustive d’un système, le flou habituel du
langage humain est éliminé. Dans cette thèse, nous nous concentrons sur la vérification
des systèmes concurrents temporisés. Les systèmes dépendant du temps sont très diffi-
ciles à vérifier, en particulier lorsque la valeur exacte des constantes de synchronisation
reste inconnue. Ces constantes de synchronisation inconnues sont appelées paramètres.
Nous étudions plusieurs sous-classes d’une extension paramétrique d’un formalisme
bien connu, les automates temporisés. Nous nous concentrons principalement sur le
problème de décision de l’accessibilité, qui pose la question de l’existence de valeurs
concrètes pour ces paramètres telles qu’un état de bogue peut être atteint dans le
système. Nous abordons en outre pour ces sous-classes un problème de calcul consistant
à synthétiser l’ensemble des valeurs de paramètres pour lesquelles un état est accessible.
Enfin, nous appliquons nos travaux à la sécurité des infrastructures et des systèmes
cyber-physiques : nous étendons avec des paramètres un formalisme classique pour
modéliser des scénarios d’attaque et de défaillance, appelés arbres de défaillance et
d’attaque, et proposons une implémentation de la traduction d’arbres de défaillance et
d’attaque paramétriques en automates paramétrés temporisés. Cela nous permet de
tirer parti des techniques et des outils de vérification disponibles pour ce formalisme
pour l’analyse des arbres de défaillance et d’attaque (paramétriques).
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Chapter 1

Introduction

PASADENA, Calif. – NASA’s Mars rover Curiosity is expected to resume
science investigations in a few days, as engineers quickly diagnosed a software
issue that prompted the rover to put itself into a precautionary standby status
over the weekend.

Curiosity initiated this automated fault-protection action, entering “safe
mode” at about 8 p.m. PDT (11 p.m. EDT) on March 16, while operating
on the B-side computer, one of its two main computers that are redundant to
each other. It did not switch to the A-side computer, which was restored last
week and is available as a back-up if needed. The rover is stable, healthy and in
communication with engineers.

The safe-mode entry was triggered when a command file failed a size-check by
the rover’s protective software. Engineers diagnosed a software bug that appended
an unrelated file to the file being checked, causing the size mismatch. NASA,
March 18, 2013.

“I tested several configurations, there is no bug. My software is safe”. Perhaps
this is a sentence you already said. Not much to worry about in case you are
wrong, as you just coded a calculator for your weekly expenses. Much more
if you are working on a 2.5 billion USD NASA rover. It is supposed to work
24/7 at approximatively 76 million kilometers from Earth, and embeds a lot of
different softwares, components, tools, hardwares that must work together like a
symphony. These are developed by different teams of different people from all
around the world.

Several safety questions have to be answered. How can we be sure that the
brake is functional? That there is no flaw in a hardware component? That there
is no bug in the code? Or, as we have seen in the above text, how can we be
sure that a unrelated file will not be added to the current checked file, causing a
memory overflow?

Of course, in most cases given a system there is an infinite number of possible
behaviors so it is impossible to test them all. Moreover, as systems become more
and more complex, human debugging is not sufficient anymore. Curiosity rover is
one perfectly fitting example. This is where formal methods come on track. It is
a mathematical way to model some system and properties often using a temporal
logic. With this precise and exhaustive description of a system, usual vagueness
of human language is eliminated. For instance, abstract interpretation [Cou12]
allows to verify the semantics of programming languages as well as to program
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static analysis.
Besides, theorem proving allows to formally prove mathematical theorems

using computer science. Many tools exist, including ISABELLE/HOL [NPW02]
and COQ [HH14].

Further, model-checking is an automated way, given as an input a model of a
system and a property, to decide in human language whether the system satisfies
the property. Many tools exist such as NuSMV [CCGR00] and are used in the
industry. This work mainly focuses on models of timed systems, also called
formalisms, that is, the way to express as accurately as possible a system with
timing constraints—critical deadlines, periods—so that usual properties usually
defined with a temporal logic in classical literature can be checked. This results in
timed model-checking, and parametric timed model-checking when some timing
constants are not precisely known, as we will present in the following.

A well-known formalism is Timed Automaton [AD94] that has been widely
studied for nearly 30 years.

Timed automata (TAs) [AD94] represent a powerful formalism to model
and verify systems where concurrency is mixed with hard timing constraints.
Practical applications include verification of security protocols [CEHM04, JP07]
and securiy analysis [KPS14].

TAs are an extension of finite-state automata with clocks, i. e., real-valued
variables, that can be compared to integer constants and updated to 0 along
edges (called reset in the literature). TAs benefit from many decidability results
such as the reachability of a discrete location which is PSPACE-complete [AD94],
or the emptiness of its accepted language (and some undecidability results too,
such as language inclusion). Decision problems in TAs is still a topical research
subject [HSTW16, HSW16].

Although TAs seem to be able to model many interesting problems related
to timed concurrent systems, several extensions were studied. For instance,
TAs where clocks can be updated to integer constants have been introduced
in [BDFP04] and interesting decidability results have been obtained, depending
amongst other restrictions of the nature of the clock constraints (e. g., diagonal-
free, i. e., whether clocks are compared to each other) and the updates of clocks
(e. g., whether it is allowed to update a clock to its current value increased by
some rational constant).

In a different direction, stopping the time elapsing of at least one clock in
a TA gives stopwatch automata, for which the reachability problem becomes
undecidable [CL00].

Moreover, TAs are supported by many state-of-the-art model-checkers such
as UPPAAL [LPY97] and PAT [SLDP09].

Timed automata may turn inappropriate to verify systems where the timing
constants are subject to some uncertainty or can range in intervals, where clocks
suffer from imprecision—often studied as robustness problems [BMS13]—or
when they are simply not known at an early design stage. TAs cannot be used
when constants are taken from a dense interval, particularly when it is a real
value. In addition, if we want to verify a property for a set of constants using
traditional model checking, we have check the property for each value of the set,
which can be very efficient for a small set of values but becomes very expensive
for larger ones. Finally, when a constant is supposed to be 5, what if it is
practically encoded as 4.99... This highlights the need of unknown constants in
our formalism, also called parameters.
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Extending timed automata with parameters in guards in place of integers
gives parametric timed automata (PTAs) [AHV93] and alleviates this drawback
by allowing parameters (unknown constants) in the timing constraints. In
the PTA literature, the main problem studied is the reachability emptiness,
or EF-emptiness (“is the set of timing parameter valuations for which a given
location is reachable empty?”). Nonetheless, all non-trivial problems are unde-
cidable for PTAs (see [And19] for a survey), especially AF-emptiness (“is the
set of timing parameter valuations such that a given location is unavoidable
empty?”) [ALR16a].

Only a few decidability results have been shown for subclasses of PTAs, such as
L/U-PTAs [HRSV02, BL09, AL17] and reset-PTAs [ALR16a]. These parametric
models can be checked using model-checkers such as IMITATOR [AFKS12]. Other
formalisms with parameters are studied in the literature, such as Parametric
Timed Petri Nets [VP99, TLR09] and are supported in model checkers such as
Roméo [GLMR05].

A more detailed section presenting decision problems considered in PTAs
is Section 2.4.2 and formal definitions of the aforementioned problems are given
in Section 2.3.

Research goal In this thesis we will define several new subclasses of PTAs,
augmented with parametric updates and focus on fresh aspects: the ability
to set a clock to a parameter i. e., an unknown constant that can be further
instantiated i. e., assigned to a concrete value (integer or rational). We will
also study L/U-PTAs without invariants. For these subclasses, we will mainly
focus on the decidability or undecidability of common classical properties of the
literature expressed in a temporal logic. Moreover the ultimate goal will be a a
computational problem that we are going to solve for a few of our subclasses: the
synthesis of the set of “good” parameter valuations for which, once instantiated,
a given property is satisfied. Following the initial inspiration of [CEHM04], we
will try to apply these formalisms with parameters to security, through modeling
timed attack scenarios.

PACS project My PhD was supported by national project ANR PACS (Para-
metric Analyses of Concurrent Systems). ANR PACS involves four laboratories:
LIPN (Paris 13), IRIF (Paris 7), LS2N (Laboratoire des Sciences du Numérique
de Nantes, formerly IRCCyN (École Centrale Nantes) and LINA (Université
de Nantes)). In addition, Kim Larsen’s group in Aalborg (Denmark) acts as a
foreign partner. This project aims to study parameters in the context of discrete
and timed/hybrid systems, both of them possibly augmented with quantita-
tive information relating to costs (e. g., energy consumption), giving cost-based
models, and probabilities in discrete or timed models.

Overview of this thesis Chapter 2 introduces the notations, defines for-
malisms and recalls problems that constitute the basis of this thesis.

In Chapter 3 we will study the ability to update clocks to parameters in TAs, a
concept we published in [ALR18b]. This work brings two new subclasses of PTAs.
One with integer-valued parameters, for which we obtain decidability results for
the EF, AF-emptiness/universality problems. In fact, we enumerate and even
synthesize parameter valuations. Another one with rational-valued parameters,
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for which the EF, AF-emptiness/universality problems become undecidable. This
proof uses the reduction of the halting problem of a two counter machine.

In Chapter 4 we will study the ability to update clocks to parameters in
PTAs [ALR19]. This works brings a new subclass of PTAs for which the EF-
emptiness problem is decidable under the restriction that all clocks are updates
whenever a clock is compared to a parameter in a guard, or updated to a
parameter. This is an improvement of Chapter 3: we also use parameters in
guards, but add more syntactic restrictions. The proof uses a refinement of
clock regions [AD94] combined with a structure inspired of parametric bound
matrices [HRSV02] in order to obtain a finite number of sets of parameters.
Therefore, we are also able to synthesize parametric values we are interested in.

In Chapter 5 we will prove that the full TCTL logic is undecidable for U-
PTAs without invariant i. e., that one level of nesting in the formula brings
undecidability, but that flat TCTL is decidable for L/U-PTAs without invariants,
by resolving the last non-investigated liveness properties, resulting in [ALR18a].

In Chapter 6 we will define and implement the translation of attack-fault trees
(AFTs) to a new extension of timed automata, called parametric weighted timed
automata. This allows us to parametrize constants such as time and discrete
costs in an AFT and then, using the model-checker IMITATOR, to compute
the set of parameter values such that a successful attack is possible. Using the
different sets of parameter values computed, different attack and fault scenarios
can be deduced depending on the budget, time or computation power of the
attacker, providing helpful data to select the most efficient counter-measure. We
will present case studies. This work was published in [ALRS19].

Chapter 7 summarizes the thesis and concludes with a discussion on perspec-
tives.

Accepted paper in international conferences resulting from these works
are [ALR18b, ALR18a, ALR19, ALRS19].
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Chapter 2

Preliminaries

Let N, Z, Q+ and R+ denote the sets of non-negative integers, integers, non-
negative rational numbers and non-negative real numbers respectively.

Throughout this thesis, we assume a set X = {x1, . . . , xH} of clocks, i. e.,
real-valued variables evolving at the same rate. A clock valuation is w : X→ R+.
We write ~0 for the clock valuation that assigns 0 to all clocks. Given d ∈ R+,
w + d (resp. w − d) denotes the valuation such that (w + d)(x) = w(x) + d
(resp. (w − d)(x) = w(x) − d if w(x) − d > 0, 0 otherwise), for all x ∈ X.
We assume a set P = {p1, . . . , pM} of parameters, i. e., unknown constants.
A parameter valuation v is a function v : P → Q+. Note that we consider
positive parameter valuations only as usually done in the literature [And19]. We
identify a valuation v with the point (v(p1), . . . , v(pM )) of QM+ . Given d ∈ N,
v + d (resp. v − d) denotes the valuation such that (v + d)(p) = v(p) + d (resp.
(v − d)(p) = v(p)− d if v(p)− d > 0, 0 otherwise), for all p ∈ P.

In the following, we assume / ∈ {<,≤} and ./ ∈ {<,≤,≥, >}.
A parametric guard g is a constraint over X∪ P defined as the conjunction of

inequalities of the form x ./ z, where x is a clock and z is either a parameter
or a constant in Z. A non-parametric guard is a parametric guard without
parameters (i. e., over X).

Given a parameter valuation v, v(g) denotes the constraint over X obtained
by replacing in g each parameter p with v(p). We extend this notation to an
expression: a sum or difference of parameters and constants. Likewise, given a
clock valuation w, w(v(g)) denotes the expression obtained by replacing in v(g)
each clock x with w(x). A clock valuation w satisfies constraint v(g) (denoted
by w |= v(g)) if w(v(g)) evaluates to true. We say that v satisfies g, denoted by
v |= g, if the set of clock valuations satisfying v(g) is nonempty. We say that g
is satisfiable if ∃w, v s.t. w |= v(g).

A parametric update is a partial function u : X ⇀ N ∪ P which assigns
to some of the clocks an integer constant or a parameter. For v a parameter
valuation, we define a partial function v(u) : X⇀ Q+ as follows: for each clock
x ∈ X, v(u)(x) = k ∈ N if u(x) = k and v(u)(x) = v(p) ∈ Q+ if u(x) = p a
parameter. A non-parametric update is unp : X⇀ N and a clock reset [AD94] is
unp→0 : X⇀ 0. For a clock valuation w and a parameter valuation v, we denote
by [w]v(u) the clock valuation obtained after applying v(u).
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2.1 Timed Automata and Parametric Timed Au-
tomata

In this first section, we are going to define the formalisms we will use and extend
in this thesis.

2.1.1 Syntax

First we give the syntax of Timed Automata (TA) and an example.

2.1.1.1 Timed Automata

Definition 1 (Timed Automaton [AD94]). A TA A is a tuple A = (Σ, L, l0,X, ζ),
where: i) Σ is a finite set of actions, ii) L is a finite set of locations, iii) l0 ∈ L
is the initial location, iv) X is a finite set of clocks, v) ζ is a finite set of edges
e = 〈l, g, a, unp→0, l

′〉 where l, l′ ∈ L are the source and target locations, g is a
non parametric guard, a ∈ Σ and unp→0 : X⇀ 0 is a reset function.

In a concurrent setting, timed automata can be synchronized on shared
actions. It is well-known that the product of several TAs gives a TA (see
e. g., [Mil00]). Moreover, real-time physical systems modeled with TAs can
be implemented and timed properties checked using e. g., Uppaal [BLL+95] or
IMITATOR [AFKS12].

Also note that we do not add invariants in our definition of TA, as we
will mainly focus on the state reachability property. Invariants will be added
when relevant in the definitions further chapters of this thesis. Likewise, note
that we consider only diagonal-free constraints as it is as expressive as classical
TA [BDFP04, BC13].

In order to illustrate Definition 1, we give the following example.

l1 l2 l3
press:
x := 0
y := 0

prepare:
y = 5

press again:
y ≤ 5, x > 1

x := 0

serve:
y = 8

Figure 2.1: A timed automaton modelling a coffee machine

Where we have the following elements: L = {l1, l2, l3}, l0 = l1, X = {x, y},
and Σ = {press, press again, prepare, serve}. There is four edges:

• e1 = 〈l1, g, a, unp→0, l2〉 where unp→0 sets both x, y to 0,

• e2 = 〈l2, g, a, unp→0, l2〉 where g is y ≤ 5 ∧ x > 1 and unp→0 sets x to 0,

• e3 = 〈l2, g, a, unp→0, l3〉 where g is y = 5 and

• e4 = 〈l3, g, a, unp→0, l1〉 where g is y = 8.
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2.1.1.2 Parametric Timed Automata

As done above, we define Parametric Timed Automata (PTA) and give an
example. The definition is similar but adds a set of parameters (unknown
constants) P, and allows parameters to be used in guards, therefore becoming
parametric guards.

Definition 2 (Parametric Timed Automaton [AHV93]). A PTA A is a tuple
A = (Σ, L, l0,X,P, ζ), where: i) Σ is a finite set of actions, ii) L is a finite set
of locations, iii) l0 ∈ L is the initial location, iv) X is a finite set of clocks, v) P
is a finite set of parameters, vi) ζ is a finite set of edges e = 〈l, g, a, unp→0, l

′〉
where l, l′ ∈ L are the source and target locations, g is a parametric guard, a ∈ Σ
and unp→0 : X⇀ 0 is a reset function.

l1 l2 l3
press:
x := 0
y := 0

prepare:
y = p1

press again:
y ≤ 5, x > 1

x := 0

serve:
y = p2

Figure 2.2: A Parametric Timed Automaton modelling a coffee machine

We have the same elements as in Figure 2.1, with the additional set P =
{p1, p2}. The two last edges become:

• e3 = 〈l2, g, a, unp→0, l3〉 where g is y = p1 and

• e4 = 〈l3, g, a, unp→0, l1〉 where g is y = p2.

Given a parameter valuation v, we denote by v(A) the structure where all
occurrences of a parameter pi have been replaced by v(pi). If v(A) is such that
all constants in guards and updates are integers, then v(A) is an updatable timed
automaton [BDFP04] but will be called timed automaton (TA) for the sake of
simplicity in this thesis. In the following, we may denote as a timed automaton
any structure v(A), by assuming a rescaling of the constants: by multiplying all
constants in v(A) by their least common denominator, we obtain an equivalent
timed automaton (with integer constants), as defined in [AD94].

A bounded PTA is a PTA with a bounded parameter domain that assigns
to each parameter a minimum integer bound and a maximum integer bound.
That is, each parameter pi ranges in an interval [ai, bi], with ai, bi ∈ N. Hence,
a bounded parameter domain is a hyperrectangle of dimension M .

2.1.1.3 Lower/Upper bound Parametric Timed Automata

A famous subclass of PTA is Lower/Upper bound Parametric Timed Automata
(L/U-PTAs) [BL09]:
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Definition 3 (L/U-PTA). An L/U-PTA is a PTA where the set of parameters
is partitioned into lower-bound parameters and upper-bound parameters, i. e.,
parameters that appear in guards are inequalities of the form p ≤ x or p < x,
and of the form p ≥ x or p > x respectively.

Note that our definition does not include invariants as the L/U-PTAs
of [HRSV02].

2.1.2 Concrete Semantics

Definition 4 (Concrete semantics of a TA). Given a PTA A = (Σ, L, l0,X,P, ζ),
and a parameter valuation v, the concrete semantics of v(A) is given by the
timed transition system (S, s0,→), with

• S = {(l, w) ∈ L× RH+} , s0 = (l0,~0)

• → consists of the discrete and (continuous) delay transition relations:

– discrete transitions: (l, w)
e7→ (l′, w′), if (l, w), (l′, w′) ∈ S, there exists

e = 〈l, g, a, u, l′〉 ∈ ζ, w′ = [w]v(u), and w |= v(g).

– delay transitions: (l, w)
d7→ (l, w + d), with d ∈ R+.

Moreover we write (l, w)
e−→ (l′, w′) for a combination of a delay and discrete

transitions where ((l, w), e, (l′, w′)) ∈ → if ∃d,w′′ : (l, w)
d7→ (l, w′′)

e7→ (l′, w′).
For instance in the TA of Figure 2.1, a possible run is :

(
l1, (0, 0)

) press−→
2.1(

l2, (0, 0)
) press again−→

1.2

(
l2, (0, 1.2)

) prepare−→
3.8

(
l3, (3.8, 5)

) serve−→
3

(
l1, (6.8, 8)

)
, where the

delay and the action of each transition has been combined for the sake of
simplicity.

In the PTA of Figure 6.3, a possible run if p1 = 2, p2 = 3:
(
l1, (0, 0)

) press−→
2(

l2, (0, 0)
) press again−→

1

(
l2, (0, 1)

) prepare−→
1

(
l3, (1, 2)

) serve−→
1

(
l1, (2, 3)

)
, where the delay

and the action of each transition has been combined for the sake of simplicity.
The same run is impossible if p1 = 5, p2 = 2, or p1 < 1.

Given a TA v(A) with concrete semantics (S, s0,→), we refer to the states
of S as the concrete states of v(A). A (concrete) run of v(A) is a possibly infinite
alternating sequence of concrete states of v(A) and edges starting from s0 of

the form s0
e0−→ s1

e1−→ · · · em−1−→ sm
em−→ · · · , such that for all i = 0, 1, . . . , ei ∈ ζ,

and (si, ei, si+1) ∈ →.
Given a state s = (l, w), we say that s is reachable (or that v(A) reaches s)

if s belongs to a run of v(A). By extension, we say that l is reachable in v(A), if
there exists a state (l, w) that is reachable. Given a run ρ of v(A), time(ρ) gives
the total sum of the delays d along ρ.

2.2 Timed CTL

TCTL [ACD93] is the quantitative extension of CTL where temporal modalities
are augmented with constraints on duration. Formulae are interpreted over
timed transition systems (TTS).

12



Given ap ∈ AP and c ∈ N, a TCTL formula is given by the following
grammar:

ϕ ::= > | ap | ¬ϕ | ϕ ∧ ϕ | EϕU./cϕ | AϕU./cϕ

A reads “always”, E reads “exists”, and U reads “until”.
Standard abbreviations include Boolean operators as well as EF./cϕ for

E>U./cϕ, AF./cϕ for A>U./cϕ and EG./cϕ for ¬AF./c¬ϕ. (F reads “eventually”
while G reads “globally”.)

Definition 5 (Semantics of TCTL). Given a TA v(A), the following clauses
define when a state si of its TTS (S, s0,→) satisfies a TCTL formula ϕ, denoted
by si |= ϕ, by induction over the structure of ϕ (semantics of Boolean operators
is omitted):

1. si |= EϕU./cΨ if there is a maximal run ρ in v(A) with σ = si
ei−→

· · · ej−1−→ sj (i < j) a prefix of ρ s.t. sj |= Ψ, time(σ) ./ c, and if ∀k s.t.
i ≤ k < j, sk |= ϕ, and

2. si |= AϕU./cΨ if for each maximal run ρ in v(A) there exists σ = si
ei−→

· · · ej−1−→ sj (i < j) a prefix of ρ s.t. sj |= Ψ, time(σ) ./ c, and if ∀k s.t.
i ≤ k < j, sk |= ϕ.

In EϕU./cϕ the classical until is extended by requiring that ϕ be satisfied
within a duration (from the current state) verifying the constraint “./ c”. Given v,
a PTA A and a TCTL formula ϕ, we write v(A) |= ϕ when s0 |= ϕ.

We define flat TCTL as the subset of TCTL where, in EϕU./cϕ and AϕU./cϕ,
ϕ must be a formula of propositional logic (a Boolean combination of atomic
propositions).

2.3 Problems

In this thesis, we address the following two families of decision problems, given P
a class of problems (e. g., reachability, unavoidability, TCTL model-checking):

P-emptiness problem:
Input: a PTA A and an instance φ of P
Problem: is the set of valuations v such that v(A) satisfies φ empty?

P-universality problem:
Input: a PTA A and an instance φ of P
Problem: are all valuations v such that v(A) satisfies φ?

We mainly focus on reachability (EF) and unavoidability (AF) [JLR15], but
described several problem studied in the literature, that we are going to study
as well in this thesis.

• EF-emptiness asks, given a PTA A and a location l whether the set of
valuations v such that there is a run in v(A) reaching l is empty? It is
equivalent to AG-universality [And19]. More formally, the problem can be

written as {v | ∃s0
e0−→ (l1, w1)

e1−→ · · · em−1−→ (l, w) a run of v(A)} = ∅?

13



• AF-emptiness asks, given a PTA A and a location l whether the set
of valuations v such that all maximal runs in v(A) reach l is empty?

More formally, the problem can be written as {v | ∀s0
e0−→ (l1, w1)

e1−→
· · · em−1−→ (l, w) · · · maximal runs of v(A)} = ∅? It is equivalent to EG-
universality [And19].

• EF-universality asks, given a PTA A and a location l whether all valuations
v are such that there is a run in v(A) reaching l? More formally, the

problem can be written as {v | ∃s0
e0−→ (l1, w1)

e1−→ · · · em−1−→ (l, w) a run of
v(A)} = Q+? It is equivalent to AG-emptiness [And19].

• Finally, AF-universality asks, given a PTA A and a location l whether all
valuations v are such that all maximal runs in v(A) reach l? More formally,

the problem can be written as {v | ∀s0
e0−→ (l1, w1)

e1−→ · · · em−1−→ (l, w) · · ·
maximal runs of v(A)} = Q+? It is equivalent to EG-emptiness [And19].

Beyond the theoretical decision problems above, a ultimate goal is the
following computation problem.

P-synthesis problem:
Input: a PTA A and an instance φ of P
Problem: compute the set of valuations v such that v(A) satisfies φ

Note that if P-emptiness is undecidable, there is no hope for a useful and
effective P-synthesis procedure.

2.4 Related work

2.4.1 Updatable Timed Automata

Updatable Timed Automata (UTA), which are TAs where clocks can be updated
to integer constants have been introduced in [BDFP04]. Many interesting
decidability results have been obtained, depending amongst other restrictions of
the nature of the clock constraints (e. g., diagonal-free, i. e., whether clocks are
compared to each other) and the updates of clocks (e. g., whether it is allowed
to update a clock to its current value increased by some rational constant).

The following table summarises some results of [BDFP04]: x, y, z are clocks,
c is an integer constant. x := c reinitializes x to c, when x := y transfers the
value of y to x. x :∈ (c; +∞) reinitilizes randomly x within the described interval,
as does x :./ y + c where ./ ∈ {<,≤,≥, >}.

simple constraints and diagonal constraints
x := c, x := y

decidable
decidable

x := x+ 1
undecidablex := y + c

x := x− 1 undecidable
x :∈ [0; c)

decidable

decidable
x :∈ (c; +∞)

undecidable
x :./ y + c

x :∈ (y + c; y + d)
x :∈ (y + c; z + d) undecidable
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UTAs will be the working base of the first two chapters of this thesis in which
we extend UTAs with parameters in guards and in clock updates.

2.4.2 Parametric Timed Automata

In the PTA literature, the main problem studied is the reachability emptiness,
or EF-emptiness : it is “robustly” undecidable in the sense that, even when
varying the setting, undecidability is preserved. For example, EF-emptiness
is undecidable even for a single bounded parameter [Mil00], even for a sin-
gle rational-valued or integer-valued parameter [BBLS15], even with only one
clock compared to parameters [Mil00], or with strict constraints only [Doy07].
More generally, all non-trivial problems are undecidable for PTAs (see [And19]
for a survey). The unavoidability emptiness where we seek for valuations for
which some location will always eventually be reached, or AF-emptiness is also
undecidable [JLR15]. Similarly EF-universality and AF-universality are undecid-
able [ALR16a] for the general class of PTAs, while decidability results have been
shown for L/U-PTAs [HRSV02, BL09, AL17]. Sometimes, the border between
decidability and undecidability is quite thin: EF-synthesis is possible for bounded
integer-valued PTAs, while EF-emptiness becomes undecidable if boundedness
is removed [JLR15]. Other techniques are developed in order to study L/U-
PTAs [KP12b]. Another subclass of PTAs named reset-PTA [ALR16a] comes
with the decidability of EF-emptiness with the additional restriction that clocks
are reset to 0 whenever a clock is compared to a parameter in a guard. PTAs
are also studied over bounded time [KP12a]. Optimisation of time runs is also
studied through e. g., minimal-time reachability: synthesising a single parameter
valuation for which the goal location can be reached in minimal (lower-bound)
time [ABPvdP19].

2.4.3 Other formalisms using parameters

Parameters are also used in other formalisms in the literature: hybrid systems
are similar to TAs but clocks can evolve at different rates. Both theory and
practical applications of Parametric Hybrid Systems have been studied [Fre08,
FK11, AK12].

Other formalisms with parameters are studied in the literature, such as
Parametric Timed Petri Nets [VP99, TLR09] and Parametric Timed Kripke
Structures [KP14].

Parametric Timed Communicating Sequential Processes (PTCSP) have also
been studied in [ALS+13, ALSD14] as an extension of CSP [Hoa78] with timing
parameters, a process algebra used in concurrency modeling.

Parametric Task Automata, an extension of Task Automata [NWY99, FKPY07]
in which we include a list of tasks in the concrete states of a Timed Automaton
have been studied in [And17], in order to model e. g., periodic real-time systems.

Parametric Interrupt Timed Automata [BHJL13, BHJL16] and Polynomial
Interrupt Times Automata [BHP+15] also represent an active field of research
as extensions of timed automata where reachability and some variants of timed
model-checking are decidable even in presence of parameters.
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2.4.4 Applications of timed automata to security

Timed automata are used in the verification of security protocols by translating
a language specification of a security protocol into timed automata [JP07] or
to model directly protocols with timed automata [CEHM04]. Moreover, timed
automata and its extensions are widely used in securiy analysis [KPS14].
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Chapter 3

Timed automata with
parametric updates

3.1 Introduction

In this first technical chapter, we consider an extension of TAs where we allow
parameterized updates of clock variables. The key contribution is to characterize
a decidability boundary for the reachability problem for this class of timed
automata: the problem is undecidable when parameters are (bounded) ratio-
nals and decidable (PSPACE-complete) when parameters are restricted to be
(unbounded) integers.

3.1.1 Contribution

We show that extending timed automata with parametric updates, i. e., the ability
to update a clock to an unknown rational constant, leads to the undecidability
of the four following problems: EF-emptiness, AF-emptiness, EF-universality,
AF-universality. That is, it is undecidable to determine:

• whether the set of parameter valuations for which a run leads to a given
location is empty;

• whether for all parameter valuations there is a run that leads to a given
location;

• whether the set of parameter valuations for which a given location is
unavoidable empty;

• whether for all parameter valuations a given location is unavoidable.

In contrast, when we restrict the parameters domain to (unbounded) integers, all
four problems do not only become decidable, but we can achieve exact synthesis,
i. e., represent the full set of valuations for which a run or all runs lead(s) to a
given location.

On the one hand, our undecidability results adds to the long list of undecidable
parametric extensions of timed automata.
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On the other hand, our decidability result enriches the notably short list
of decidable such parametric extensions: the exact synthesis of integer-valued
parameters compared as upper-bounds to clocks can be achieved [BL09]; the
emptiness of the valuations set for which a location is reachable is decidable
both for rational-valued L/U-PTAs [HRSV02], and for rational-valued integer-
point PTAs, a semantic class for which the membership is however undecidable,
although [ALR16a] exhibited a syntactic subclass, namely reset-PTAs. And
AF-universality is decidable for L/U-PTAs only if the parameters are bounded
with closed bounds (i. e., of the form p ∈ [a, b]). In the three latter cases
(i. e., L/U-PTAs and integer-point PTAs), exact synthesis cannot be achieved
though [JLR15, ALR16a], which makes our synthesis result a rarity, together
with only [BL09].

Finally, our formalism is supported by the parametric model checker IMITA-
TOR [AFKS12].

3.1.2 Outline

Section 3.2 introduces our formalism of update-to-parameter timed automata.
Section 3.3 proves our general undecidability result, while Section 3.4 proves the
decidability when parameters become integer-valued. Section 3.5 concludes the
chapter and outlines future research directions.

3.2 Update-to-parameter Timed Automata

Timed automata [AD94] are an extension of finite-state automata augmented
with clocks that can be compared to (usually) integer constants in guards (along
edges), and that can be updated (usually) to 0 along edges. We extend this
formalism by allowing clocks to be updated to parameters.

3.2.1 Syntax

Definition 6 (U2P-TA). An update-to-parameter timed automaton (U2P-TA)
A is a tuple A = (Σ, L, l0,X,P, ζ), where:

1. Σ is a finite set of actions,

2. L is a finite set of locations,

3. l0 ∈ L is the initial location,

4. X is a finite set of clocks,

5. P is a finite set of parameters,

6. ζ is a finite set of edges e = (l, g, a, u, l′) where l, l′ ∈ L are the source and
target locations, g is a non-parametric guard, a ∈ Σ and u : X⇀ N ∪ P is
a parametric update function.

Similarly to TAs, our U2P-TAs can be synchronized on shared actions, and
the product of several U2P-TAs gives a U2P-TA. Their implementation within
IMITATOR [AFKS12] is discussed in Section 6.5. In fact, we forbid concurrent
updates of a shared clock. Note that IMITATOR does not forbid concurrent
updates but will take into account only the last update written in the input file.
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lA

x = 2
comA
x := 0

(a) Committee
A

lB

y = 3
comB
y := 0

(b) Committee
B

l0 l1 l2 l3 l4
t := pm
x := pA
y := pB

start

comB

comA

comA

comB

z := 0

comA, comB z ≥ 2
∧t = 12
defend

(c) A PhD student’s defense workflow

Figure 3.1: A motivating example of U2iP-TA

Example 1. Consider the U2P-TA in Figure 3.1c with five locations, four
clocks (x, y, z and t) and three parameters (pm, pA, pB). Observe that all three
parameters are used in an update along the edge from l0 and l1.

As a motivating toy example, consider the case of a PhD student aiming
at obtaining the authorization of her/his university in order to defend before
December (assuming the system is starting at any moment). Two committees
need to give their authorization sequentially (A then B), and the student must
bring both authorizations to the administration two months ahead of the defense.
Committee A (resp. B) meets periodically every two (resp. three) months, which
is depicted in Figures 3.1a and 3.1b, assuming time units are months.

The student workflow is modeled by the U2P-TA in Figure 3.1c, synchronizing
with both committees using actions comA and comB (clock x is shared between
committee A and the student automaton, while y is shared between B and the
student). First, the student starts the process at time pm, using the parametric
update t := pm. At the same time, we set the current clock of both committees
to an unknown time; that is, assuming pA ∈ [0, 2] and pB ∈ [0, 3], the last
occurrence of committee A (resp. B) is pA (resp. pB) or, put differently, the next
occurrence of committee A is 2− pA (resp. 3− pB). This allows us to analyze
symbolically the system, by setting the clock t, that acts as a global timer, to
the accurate student start date pm, while assuming an unknown situation of the
two periodic committees. Then, the student waits for the next commission A,
and gets the authorization, moving to location l2; then, (s)he waits for the next
commission B, and gets the authorization, moving to location l3. Finally, (s)he
waits two more months (using z ≥ 2) and defends in December (encoded by
t = 12) in location l4. The synchronization on comA and/or comB on self-loops
allows the system to remain non-blocking.

The purpose of this analysis is to understand when in the year the student
may start the workflow in order to be able to defend in December, depending
on the current “offset” of the committees. That is, we want to synthesize the
parameter valuations for pm, pA and pB such that the system may eventually
reach l4.

Throughout this section, let K denote the largest constant in a given U2P-TA,
i. e., the maximum of the largest constant compared to a clock in a guard or used
in an update, and the largest bound of a parameter (if the U2P-TA is bounded).
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l0 l1 l2 l3 l4 l5
x ≤ 3

y := 0 x := 0

x < 5 x ≤ p1
y ≥ 10
∧x = p2

l′0 l0 l1 l2 l3 l4 l5
x := 0

xp1 := p1x
xp2

:= p2x

x = 0 x ≤ 3

y := 0 x := 0
xp1 := p1x
xp2

:= p2x

x < 5 xp1
≤ 12

y ≥ 10
∧xp2

= 12

Figure 3.2: A bounded PTA A (above) and its equivalent UtP(A) (below)

3.3 Undecidability

In this section, we show that our extension of TAs with parametric updates leads
to the undecidability of the EF-emptiness problem.

We show that any bounded (rational-valued) PTA [AHV93] can be trans-
formed into a U2P-TA, and therefore that U2P-TAs are at least as expressive as
(bounded) PTAs for which the EF-emptiness is known to be undecidable [Mil00].

The main idea of our proof is as follows: suppose that, in a PTA, we want
to measure a (parametric) duration p. Then we can update a clock x to 0 and
then test it with a guard x = p. But provided we know an upper bound K on
p, we could, with a U2P-TA, update clock x to K − p and test it with a guard
x = K instead. Now, since we do not allow linear expressions in updates, we
instead replace K − p with a new parameter p′ and prove that the existence
of a valuation for p′ in the U2P-TA such that the property holds, is equivalent
to that of a valuation for p in the initial PTA. This idea extends to other
comparison operators than = and its practical development requires a few clock
and parameter duplications.

Let A = (Σ, L, l0,X,P, ζ) be a bounded PTA and K its largest constant. Let
us define the following U2P-TA: A′ = (Σ, L ∪ {l′0}, l′0,X′,P′, ζ ′), which has the
same actions as A. For each x ∈ X, X′ contains x and a duplicate xp for each
parameter p to which x is compared in A. P′ contains all parameters in P, as
well as one extra parameter per clock in X; given a clock x ∈ X, we denote by
px its corresponding extra parameter in P′.

Let us now build ζ ′, initially containing all edges of ζ, and then modified as
follows. Let x be a clock. Let e = (l1, g, a, u, l2) be an edge of A. If u(x) = 0, we
perform the following modifications: first, we also update xp to px along e, i. e.,
u(xp) = px. In addition, for any edge e′ comparing clock x to parameter p in
its guard, we replace x ./ p with x ./ K. All other updates and non-parametric
guards remain unchanged. Finally, we add one additional location l′0 to the
locations L of A, which will be the new initial location, and one new additional
edge from l′0 to the former inital location l0 of A, with guard x = 0 for any
clock x ∈ X and which updates for all clock x ∈ X, xp to px.

Example 2. An example of this construction is shown in Figure 3.2, where
we assume that p1 is bounded in [2, 5] and p2 ∈ [0, 12]—therefore K = 12. For
example, 12− p1x plays the role of p1, and 12− p2x plays the role of p2.

Since the initial sets of clocks X and P are finite and our set of linear
constraints is finite, we only add a finite number of clocks and parameters to the
new automaton. Finally, ARtP is a U2P-TA. We denote by ARtP = UtP(A) this

20



transformation.
Note that our transformation adds to the initial system in the worst case one

parameter and one clock for each comparison to a parameter, i. e., |P′|+ |X′| ≤
|P|+ |X|+ 2× |P| × |X|.

In order to show that EF-emptiness is undecidable for U2P-TA, we prove the
following behavior: a goal location is reached by a run in a U2P-TA A, if and
only if there is a run in UtP(A) reaching it.

Consider the automaton presented in Figure 3.3a. Given a parameter valua-
tion v(p), we duplicate the clock x to xp and update it to px where x is updated
to 0. When x is compared to p, we replace this comparison by xp compared
to px, providing the automaton presented in Figure 3.3b. During an execution
of Figure 3.3a accessing l2, the time elapsed since the update of x until its
comparison to p is v(p). During an execution of Figure 3.3b accessing l2, the
time elapsed since the update of xp until its comparison to px is K − v(px). We
define the parameter valuation v′(p) = K − v(px). With this construction, there
is a parameter valuation v such that there is a run from l0 to l2 in Figure 3.3a
iff there is a parameter valuation v′ as defined such that there is a run from l0
to l2 in Figure 3.3b.

l0 l1 l2
x := 0

x = p

(a) A PTA A

l0 l1 l2
xp := px, x := 0

xp = K

(b) An U2P-
TA UtP(A)

Figure 3.3: A PTA A and its equivalent UtP(A)

Proposition 1. Let A be a bounded PTA, K its maximum constant, v be a
parameter valuation, and v′ = K − v. Let l be a goal location.

There is a run in v(A) reaching l iff there is a run in v′(UtP(A)) reaching l.

Proof. Let ρ be a finite run of v(A) ending in a concrete state (l, w) and let
σ = e1 . . . en be the corresponding sequence of edges taken by ρ. We build by
induction on n, a run ρ′ in v′(UtP(A)) ending in a concrete state (l, w′) such that
for all x ∈ X, w′(x) = w(x) and for all clock x′ ∈ X′\X, w′(xp) = K−v(p)+w(x).

If n = 0, then ρ′ consists only of the additional initial edge of UtP(A), which
clearly sets all clocks to the adequate values.

Suppose now that we have built ρ′ for size n and consider a run ρ with
n + 1 edges. Then ρ consists of a run ρ1, ending in (l1, w1) with n edges
followed by a delay d and finally a discrete transition along the last edge e.
From the induction hypothesis, we can build an equivalent run ρ′1 in UtP(A)
ending in (l1, w

′
1), such that for all x ∈ X, w′1(x) = w1(x) and for all clock

xp ∈ X′ \X, w′1(xp) = K−v(p)+w1(x). Let w2 (resp. w′2) be the clock valuation
obtained in A (resp. UtP(A)) after the delay d. By construction, the part of the
guard of e comparing clocks in X to constants is satisfied by w′2 since it is the same
as in A. Further, for each clock x ∈ X, such that x ./ p along e in A, we have
instead xp ./ K along the modified e in UtP(A). But w′2(xp) = K−v(p)+w2(x),
so the latter comparison is equivalent to K−v(p)+w2(x) ./ K, i. e., w2(x) ./ v(p).
So, since the guard is satisfied in A by w2, the corresponding guard is satisfied
in UtP(A) by w′2. Then clocks in X are updated normally, and for all clocks

21



l0 l1 l2
x := p, y := 0

min ≤ x ≤ max , y = 0

x := 0

Figure 3.4: A gadget that ensures a parameter p is bounded by min and max

xp ∈ X′ \ X, we have an update to v′(px) = K − v(p), which concludes the
induction.

The other direction, starting from a run in UtP(A), is similar.

Theorem 1. The EF-emptiness problem is undecidable for bounded U2P-TAs.

Proof. From the undecidability of EF-emptiness for bounded PTAs [Mil00].

We now show that this result can be extended to the full class of (unbounded)
U2P-TAs.

Theorem 2. The EF-emptiness problem is undecidable for U2P-TAs.

Proof. Similarly to the proof of [ALR16b, Proposition 8], we claim that a
bounded U2P-TA can be easily simulated using an unbounded U2P-TA. We
present a gadget in Figure 3.4 that uses two clocks (that can be clocks used by
the PTA) and two transitions that can be added before the initial location of
any unbounded U2P-TA, and ensures a parameter p is bounded, i. e., given two
integer constants min and max we have p ∈ [min,max ]. We need one gadget
per parameter; these gadgets can be branched sequentially before the initial
location of an unbounded U2P-TA, and all clocks must be updated to 0 before
entering the original initial location.

The gadget works as follows: when taking the first transition from l0 to l1,
clock x is updated to p and clock y to 0. The transition from l1 to l2 can be taken
if and only if in a 0-delay ensured by the guard y = 0, we have that x ≤ max
and min ≤ x. This means there is a run from l0 to l2 if and only if there is
a parameter valuation v such that min ≤ v(p) ≤ max , which in other words
means that the parametric domain is bounded.

As from Theorem 1 the EF-emptiness problem is undecidable for bounded
U2P-TA, and as any bounded U2P-TA can be expressed using a U2P-TA, we
conclude that the EF-emptiness problem is undecidable for unbounded U2P-TA.

Corollary 1. The AF-emptiness problem is undecidable for U2P-TAs.

Proof. The AF-emptiness problem is undecidable for PTAs as it is proven unde-
cidable for one of its subclasses in [JLR15]. Since we can encode a PTA into a
U2P-TA, it is undecidable for the former.

Corollary 2. AF, EF-universality problems are undecidable for U2P-TAs.

Proof. In [ALR16a], EG, AG-emptiness problems are proven undecidable for
PTAs. As AF, EF-universality are their equivalent respectively, they are also
undecidable for PTAs, and therefore for U2P-TAs.
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3.4 Decidability

Let us now show that, when parameters are restricted to (unbounded) integers,
the EF-emptiness problem becomes PSPACE-complete.

If parameters in an U2P-TA only have (possibly unbounded) integer valua-
tions, we say it is an U2iP-TA. Note that once valuated by an integer parameter
valuation v, an U2iP-TA is an updatable timed automaton with updates to
integer constants, as defined in [BDFP04, Section 3.1]. Hence clock regions are
still topical in this context [BDFP04, Section 5.1]. Let us recall the notion of
clock region [AD94]. Given a clock x and a clock valuation w, recall that bw(x)c
denotes the integer part of w(x) while frac(w(x)) denotes its fractional part.

Definition 7 (clock region). For two clock valuations w and w′, ∼ is an
equivalence relation defined by: w ∼ w′ iff

1. for all clock x, either bw(x)c = bw′(x)c or w(x), w′(x) > K;

2. for all clocks x, y with w(x), w(y) ≤ K, frac(w(x)) ≤ frac(w(y)) iff
frac(w′(x)) ≤ frac(w′(y));

3. for all clock x with w(x) ≤ K, frac(w(x)) = 0 iff frac(w′(x)) = 0.

A clock region Rc is an equivalence class of ∼.

Two clock valuations in the same clock region reach the same region by time
elapsing, satisfy the same guards and thus can take the same transitions [AD94].
It is a bisimulation relation.

Theorem 3. The set of parameter valuations for which a given location is
reachable is effectively computable for U2iP-TA.

Proof. We first need an intermediate lemma:

Lemma 1. Let A be an U2iP-TA. Let K be the greatest constant in A. Let
l be a goal location. Let v, v′ be two rational parameter valuations s.t. for all
parameter p, either v(p) = v′(p) or v(p) > K and v′(p) > K. There is a run in
v(A) reaching (l, w) iff there is a run in v′(A) reaching (l, w′) s.t. at each state,
two clock valuations of ρ and ρ′ are in the same clock region and location.

Proof. By induction on the length of the run. Let v, v′ be such parameter
valuations.

For a run of length 0 of v(A), there is a run of length 0 of v′(A) reaching the
initial location. If there is a run of length 0 of v′(A), there is a run of length 0
of v(A) reaching the initial location.

Now, suppose the result holds for every run of length i. Assume a run of
v(A) of length i+ 1, with a prefix ρ of length i reaching (li, wi) followed by a
state obtained using edge e = (li, g, a, u, li+1). That is, the run is of the form

ρ
e−→ (li+1, wi+1).
By induction hypothesis, let ρ′ be a run of v′(A) reaching (li, w

′
i) s.t. at each

state, two clock valuations of ρ and ρ′ are in the same clock region and location.
Now if for all clock x, no wi(x) is the result of a parametric update, then

trivially wi |= g and as wi ∼ w′i, w
′
i |= g. Alternatively, suppose for some x

and parameter p, we have wi(x) = v(p). If v(p) < K + 1 and wi |= g,
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since v′(p) = v(p) then as wi ∼ w′i, w
′
i |= g. If v(p) ≥ K + 1 and wi |= g,

since v′(p) ≥ K + 1 then as wi ∼ w′i, w
′
i |= g. We treat the case of multiple

updates of clocks to parameters in e the same way. Finally, we can take the
transition e with the same delay. Hence

e−→ (li+1, w
′
i+1) is a run of v′(A) of

length i+ 1 reaching li+1 with the same actions, locations, delays and at each
state, two clock valuations of ρ and ρ′ are in the same clock region and location.

The other way is a direct consequence of the previous paragraph and the
definition of the clock regions.

We can now go back to the proof of Theorem 3. Let A be an U2iP-TA and
K be the greatest constant in A. Now let v be a (integer) parameter valuation.
Since v(A) is an updatable timed automaton, the reachability of a given state
(l, w) is decidable [BDFP04, Section 5]. It is sufficient to enumerate all integer
valuations s.t. for each parameter p, v(p) ≤ K + 1. Indeed, from Lemma 1 a
parameter valuation v with v(p) > K + 1 allows to take the same transitions
and reach the same guards as the parameter valuation v′ s.t. for all p′ 6= p,
v(p′) = v′(p′) and v′(p) = K + 1 so we can replace such parameter valuations by
a valuation v′ as defined previously. In conclusion, there is a finite number of
parameter valuations to test to obtain the full set of valuations for which the
goal location is reachable.

Proposition 2. The EF-emptiness problem is PSPACE-complete for U2iP-TAs.

Proof. Since we can synthesize exactly the set of parameter valuations for
which the goal location is reachable using Theorem 3, the decidability of the
EF-emptiness follows immediately.

Let us now have a look at the complexity of the EF-emptiness problem for
U2iP-TA. First, since a TA is a special case of U2iP-TA with no parametric
update, we have the PSPACE-hardness for EF-emptiness in our U2iP-TA [AD94].
Now, let G be a set of goal locations of A. Consider the non-deterministic Turing
machine that:

1. takes A, G and K as input

2. non-deterministically “guesses” an integer valuation v bounded by K + 1
and writes it to the tape

3. overwrite on the tape each parameter p by v(p), giving the updatable TA
v(A)

4. solves reachability in v(A) for G

5. accepts iff the result of the previous step is “yes”.

The machine accepts iff there is an integer valuation v bounded by K + 1 and a
run in v(A) reaching a location l ∈ G.

The size of the input is |A|+ |G|+ |K|, using |.| to denote the size in bits of
the different objects. There are at most (K + 1)M possible valuations, where
M is the number of parameters in A. Storing the valuation at step 2 uses
at most M × |K + 1| additional bits, which is polynomial w.r.t. the size of
the input. Step 4 also needs polynomial space from [BDFP04]. So globally
this non-deterministic machine runs in polynomial space. Finally, by Savitch’s
theorem we have PSPACE = NPSPACE [Sav70], and the expected result.
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The following result is direct from Theorem 3:

Corollary 3. The EF-universality problem is decidable for U2iP-TAs.

Proof. Using Lemma 1 (see proof of Theorem 3) given an U2iP-TA A and its
greatest constant in A, there is a finite number of parameter valuations to test.
Therefore given a goal location l, it is sufficient to test whether for all parameter
valuations, there is a run reaching l in the valuated instance of A.

We state also the two following corollaries that fulfill the last unknown
decision problems considered in this chapter for U2P-TAs.

Corollary 4. The set of parameter valuations for which a given location is
unavoidable is effectively computable for U2iP-TA.

Proof. Let A be an U2iP-TA and v a parameter valuation. As we use in our
construction the same clock regions as in [AD94], suppose there is a run in v(A)
reaching a location l, then all runs going through the same clock regions are
equivalent—they satisfy the same guards, and end in the same region after an
update and after letting time elapse. Moreover, using the construction of the
region automaton of [AD94], it is sufficient to test whether all runs in the region
automaton of A reach l, which are a finite number. Using the same reasoning as
in the proof of Theorem 3 we obtain our result.

Corollary 4 leads to the decidability of the AF-emptiness problem. Following
the same reasoning as in Theorem 3, we state the last but not least result of this
chapter:

Corollary 5. The AF-emptiness and AF-universality problems are decidable for
U2iP-TAs.

Proof. Given an U2iP-TA A and using the same reasoning as in the previous
proof and the region automaton of [AD94], we can test whether all runs in this
region automaton reach l, which are a finite number. As there is a finite number
of parameter valuations to test, we can compute the set of parameter valuations
such that all runs reach l (i. e.,, AF-synthesis) from Corollary 4. Testing the
emptiness of the obtained set of parameter valuations gives AF-emptiness. Given
a goal location l, it is sufficient to test whether for all parameter valuations, there
is a run reaching l in the valuated instance of A to decide AF-universality.

Implementation in IMITATOR

U2P-TAs (and naturally U2iP-TA) are natively supported by IMITATOR [AFKS12],
a parametric model checker taking as input extensions of parametric timed au-
tomata.

Passing Example 1 as input and using the reachability synthesis algorithm,
IMITATOR synthesizes the following constraint:

pB + 4 ≥ pm ∧ pB ≥ pA + 1 ∧ pB ≤ 3

∨
pm ≤ pB + 7 ∧ pA ≤ 2 ∧ pB ≤ pA + 1
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(a) pm = 6 (b) pm = 9

Figure 3.5: Graphical visualization in two dimensions of the parameter synthesis
of Example 1

The first conjunction of inequalities states that, if the committee B is the
next to meet (which is encoded by pB ≥ pA + 1, and could also be written as
3− pB ≤ 2− pA), then the month pm at which the student starts the process
should be less than 4 plus the number of months since the last occurrence of
committee B. (The last inequality simply recalls that pB is less than or equal
to 3). The second conjunction of inequalities states that, if the committee A is
the next to meet, then the month pm at which the student starts the process
should be less than 7 plus the number of months since the last occurrence of
committee B.

For any such valuation, there exists a run of the system (i. e., a configuration
of the committees dates respecting their respective periods) such that the student
may defend in December. Also note that, if we add proper invariants1, then
the system becomes completely deterministic and the valuations for which there
exists a run reaching l4 are also such that all runs reach l4 (since there exists
only one run), and therefore the student is guaranteed to be able to defend in
December for any of these valuations.

We can also study a situation where the system is only partially parameterized:
assume pm = 6, i. e., the student will start the process in June in any case. The
constraint encoding the current state of committees A and B is given by:

pA ≤ 2 ∧ pB ≤ pA + 1

∨
pB ≥ 2 ∧ pB ≤ 3 ∧ pB ≥ pA + 1

A graphical visualization (output by IMITATOR) is given in Figure 3.5a (plain red
depicts good valuations, i. e., for which the student may defend in December).

Alternatively, if pm = 9 (i. e., the student starts the process in September),
then the constraint on pA and pB is as follows:

pB ≥ 2 ∧ pA ≤ 2 ∧ pA + 1 ≥ pB

A graphical visualization is given in Figure 3.5b.
Finally note that this entire example is not restricted to integer-valued

parameters (rational-valued months can be used to denote finer time grain, e. g.,

1Precisely, x ≤ 2 in committee A, y ≤ 3 in committee B, and t ≤ 12 in the student
automaton.

26



days or even hours), and it therefore falls in the undecidable case of Theorem 1.
Nevertheless, IMITATOR terminates here with an exact (sound and complete)
result.

3.5 Conclusion

In this chapter we defined two new formalisms to model concurrent timed
systems with uncertainty: U2P-TA for which we proved that the EF-emptiness
problem is undecidable, even for bounded parameters, and U2iP-TA for which we
proved that the EF-emptiness problem is PSPACE-complete. This discrepancy
between integer-valued and rational-valued was already spotted in parametric
timed automata: the EF-emptiness is decidable for integer-valued parameters
with 1 parametric clock (i. e., a clock compared to a parameter in at least one
guard) and 3 non-parametric clocks [AHV93], while it becomes undecidable
over rational-valued parameters [Mil00]. Similarly, the discrepancy between
(rational-valued) bounded parameters and unbounded parameters is reminiscent
of the recent result we showed for EG-emptiness (“is the set of valuations for
which at least one maximal run remains in a given set of locations empty?”): this
problem is decidable for bounded L/U-PTAs (a parameter is either used as an
upper bound or a lower bound in guards) with rational-valued parameters, while
it becomes undecidable for the full class of L/U-PTAs [AL17]. Furthermore,
we extended our undecidability results to the EF-universality, AF-emptiness
and AF-universality problems for U2P-TA, but also our decidability results to
these same problems for U2iP-TA. This chapter therefore handles a wide range
of decision problems for U2P-TA. We assume that the decidability could be
extended to the full TCTL model checking following a similar reasoning.

The fact that we allow update to parameters in the (possibly parametric)
timed extensions of finite-state automata is quite new and, to the best of our
knowledge, has not been investigated until now. Despite having an undecidability
result when the parameter domain is rational, we believe this new formalism,
improved with parameters allowed in guards, could become decidable even over
rational-parameters if we add a few semantic restrictions. Indeed, reset-PTAs
have been studied in [ALR16a] and are a promising subclass of PTA to extend.
For this purpose, we would like to explore PTAs in which update to parameters
is also allowed, and under which conditions the EF-emptiness problem could
become decidable. Moreover, the semantic restrictions of reset-PTAs (a clock is
updated to 0 whenever it is compared to a parameter) is in a way reminiscent
to initialized rectangular hybrid automata (a variable is updated whenever its
dynamic changes) presented in [HKPV98] and it would be interesting to study
these systems in which we involve parameters. Therefore, extending our result
to hybrid automata is also an interesting perspective.

Finally, beyond the toy aspect of Example 1, we believe that U2iP-TAs can be
used to model scheduling problems for real-time systems subject to uncertainty,
notably in the tasks offsets, as this is where we used parameters in Figure 3.1.

Now that we have studied parametric updates in TAs, naturally we will try
to add parametric updates in PTAs, as PTAs are a powerful extension of TAs.
This is the subject of the next Chapter 4.
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Chapter 4

Parametric updates in
parametric timed automata

4.1 Introduction

In this chapter, we consider an extension of PTAs and establish the decidability of
the EF-emptiness problem (that asks if the set of parameter valuations for which
a given location is reachable in the resulting TA is empty), and the corresponding
parameter synthesis problem EF-synthesis. The key to the decidability is to
impose a restriction on the transitions in the PTA in which a clock is compared
to a parameter in the guard, or a clock is updated to a parameter in the update.

Recall that the EF-emptiness problem is decidable for L/U-PTAs [HRSV02,
BL09] and for PTAs under several restrictions [BO14]; however, most other
problems are undecidable (e. g., [BL09, Qua14, JLR15, ALR16a, AL17]).

4.1.1 Contribution

We investigate parametric updates, which can model an unknown timing config-
uration in a system where processes need to synchronise together on common
events, as in e. g., programmable controller logic programs with concurrent tasks
execution. We show that the EF-emptiness problem is decidable for PTAs aug-
mented with parametric updates (i. e., U2P-PTA), with the additional condition
that whenever a clock is compared to a parameter in a guard or updated to a
parameter, all clocks must be updated (possibly to parameters)—this gives R-
U2P-PTA. This result holds when the parameters are bounded rationals in guards,
and possibly unbounded rationals in updates. Non-trivial decidable subclasses
of PTAs are a rarity (to the best of our knowledge, only L/U-PTAs [HRSV02]
and integer-points (IP-)PTAs [ALR16a]); this makes our positive result very
welcome. In addition, not only the emptiness is decidable, but exact synthesis
for bounded rational-valued parameters can be performed—which contrasts with
L/U-PTAs and IP-PTAs as synthesis was shown intractable [JLR15, ALR16a].
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4.1.2 Related Work

Our construction is reminiscent of the parametric difference bound matrices
(PDBMs) defined in [QSW17, section III.C] where the author revisit the result of
the binary reachability relation over both locations and clock valuations in TAs;
however, parameters of [QSW17] are used to bound in time a run that reaches a
given location, while we use parameters directly in guards and resets along the
run, which make them active components of the run specifically for intersection
with parametric guards, key point not tackled in [QSW17]. Related DBMs with
an additional parameter are studied such as shrunk DBMs [SBM14, BMRS19]
and infinitesimally enlarged DBMs [San15].

Allowing parameters in clock updates is inspired by the updatable TA for-
malism defined in [BDFP04] where clocks can be updated not only to 0 (“reset”)
but also to rational constants (“update”). In [ALR18b], we extended the result
of [BDFP04] by allowing parametric updates (and no parameter elsewhere, e. g.,
in guards): the EF-emptiness is undecidable even in the restricted setting of
bounded rational-valued parameters, but becomes decidable when parameters
are restricted to (unbounded) integers.

Synthesis is obviously harder than EF-emptiness: only three results have been
proposed to synthesize the exact set of valuations for subclasses of PTAs, but they
are all concerned with integer -valued parameters [BL09, JLR15, ALR18b]. In
contrast, we deal here with (bounded) rational-valued parameters—which makes
this result the first of its kind. The idea of updating all clocks when compared to
parameters comes from our class of reset-PTAs briefly mentioned in [ALR16a],
but not thoroughly studied. Finally, updating clocks on each transition in
which a parameter appears is reminiscent of the initialized rectangular hybrid
automata [HKPV98], which remains one of the few decidable subclasses of hybrid
automata.
Section 4.2 recalls preliminaries. Section 4.3 presents R-U2P-PTA along with
our decidability result. Section 4.7 gives a concrete application of our result.

4.2 Preliminaries

Throughout this chapter, we assume / ∈ {<,≤} and ./ ∈ {<,≤,≥, >}.
Given a clock x and a clock valuation w, recall that bw(x)c denotes the

integer part of w(x) while frac(w(x)) denotes its fractional part. We define the
same notation for parameter valuations.

We first define a new class of parametric timed automata.

Definition 8. An update-to-parameter PTA (U2P-PTA) A is a tuple A = (Σ, L, l0,X,P, ζ),
where: i) Σ is a finite set of actions, ii) L is a finite set of locations, iii) l0 ∈ L is
the initial location, iv) X is a finite set of clocks, v) P is a finite set of parameters,
vi) ζ is a finite set of edges e = 〈l, g, a, u, l′〉 where l, l′ ∈ L are the source and
target locations, g is a parametric guard, a ∈ Σ and u : X⇀ N∪P is a parametric
update function.

An U2P-PTA is depicted in Figure 4.1. Note that all clocks are updated
whenever there is a comparison with a parameter (as in newBlock) or a clock is
updated to a parameter (as in blockSolutionx).

Recall that K denotes the largest constant in a given U2P-PTA, i. e., the
maximum of the largest constant compared to a clock in a guard and the largest
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idle mine

checkx

checky

rewardx

rewardy

newTx

t = p
newBlock
x := p1
y := p2
t := 0

x = max ∧ y < max
blockSolutionx

x := 0
y := pv2
t := 0

y = max ∧ x < max
blockSolutiony

x := pv1
y := 0
t := 0

y ≤ v
okBlock

x := 0
y := 0
t := 0y > v

fakeBlock
x := p1
y := p2
t := 0

x ≤ v
okBlock

x := 0
y := 0
t := 0

x > v
fakeBlock
x := p1
y := p2
t := 0

addBlock

t := 0

addBlock

t := 0

Figure 4.1: A proof-of-work modeled with a bounded R-U2P-PTA.

upper bound of a parameter (if the U2P-PTA is bounded). Also recall that
two clock valuations in the same clock region (cf. Definition 7) and reach the
same regions by time elapsing, satisfy the same guards and can take the same
transitions [AD94]. In this chapter, we address the EF-emptiness problem.

4.3 A decidable subclass of U2P-PTAs

We now impose that, whenever a guard or an update along an edge contains
parameters, then all clocks must be updated (to constants or parameters). Our
main contribution is to prove that this restriction makes EF-emptiness decidable.

Definition 9. An R-U2P-PTA is a U2P-PTA where for any edge 〈l, g, a, u, l′〉 ∈
ζ, u is a total function whenever:1

1. g is a parametric guard, or

2. u(x) ∈ P for some x ∈ X.

1In the following we only consider either non-parametric, or (necessarily total) fully para-
metric update functions. A total update function which is not fully parametric (i. e., an update
of some clocks to parameters and all others to constants) can be encoded as a total fully
parametric update immediately followed by a (partial) non-parametric update function.
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The main idea for proving decidability is the following: given an R-U2P-
PTA A we will construct a finite region automaton that bisimulates A, as in
TA [AD94]. Our regions will contain both clocks and parameters, and will be
a finite number. Since parameters are allowed in guards, we need to construct
parameter regions and more restricted clock regions.

We will define a form of Parametric Difference Bound Matrices (viz., p–
PDBMs for precise PDBMs, inspired by [HRSV02]) in which, once valuated by
a parameter valuation, two clock valuations have the same discrete behavior and
satisfy the same non-parametric guards. A p–PDBM will define the set of clocks
and parameter valuations that satisfies it, while once valuated by a parameter
valuation, a valuated p–PDBM will define the set of clock valuations that satisfies
it. A key point is that in our p–PDBMs the parametric constraints used in
the matrix will be defined from a finite set of predefined expressions involving
parameters and constants, and we will prove that this defines a finite number
of p–PDBMs. Decidability will come from this fact. We define this set (PLT
for parametric linear term) as follows: PLT = {frac(pi), 1− frac(pi), frac(pi)−
frac(pj), frac(pj)+1−frac(pi), 1, 0, frac(pi)−1−frac(pj),−frac(pi), frac(pi)−1},
for all 1 ≤ i, j ≤ M . Given a parameter valuation v and d ∈ PLT , we denote
by v(d) the term obtained by replacing in d each parameter p by v(p). Let us
now define an equivalence relation between parameter valuations v and v′.

Definition 10 (regions of parameters). We write that v _ v′ if

1. for all parameter p, bv(p)c = bv′(p)c;

2. for all d1, d2, d3 ∈ PLT , v(d1) ≤ v(d2) + v(d3) iff v′(d1) ≤ v′(d2) + v′(d3);

Parameter regions are defined as the equivalence classes of _, and we will
use the notation Rp for parameter regions. The set of all parameter regions
is denoted by Rp. The definition is in a way similar to Definition 7 but also
involves comparisons of sums of elements of PLT . In fact, we will need this
kind of comparisons to define our p–PDBMs. Nonetheless we do not need more
complicated comparisons as in R-U2P-PTA whenever a parametric guard or
updated is met the update is a total function: this preserves us from the parameter
accumulation, e. g., obtaining expressions of the form 5frac(pi)− 1− 3frac(pj)
(that may occur in usual PTAs).

In the following, our p–PDBMs will contain pairs of the form D = (d, /),
where d ∈ PLT . We therefore need to define comparisons on these pairs.

We define an associative and commutative operator ⊕ as /1 ⊕ /2 = < if
/1 6= /2, or /1 if /1 = /2. We define D1 +D2 = (d1 + d2, /1 ⊕ /2). Following the
idea of parameter regions, we define the validity of a comparison between pairs of
the form (di, /i) within a given parameter region, i. e., whether the comparison
is true for all parameter valuations v in the parameter region Rp.

Definition 11 (validity of comparison). Let Rp be a parameter region. Given
any two linear terms d1, d2 over P (i. e., of the form

∑
i αipi + d with αi, d ∈ Z),

the comparison (d1, /1) / (d2, /2) is valid for Rp if:

1. / = <, and either

(a) for all v ∈ Rp, v(d1) < v(d2) evaluates to true regardless of /1, /2, or

(b) for all v ∈ Rp, v(d1) ≤ v(d2) evaluates to true, /1 = < and /2 = ≤;
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2. / = ≤, and either

(a) for all v ∈ Rp, v(d1) < v(d2) evaluates to true regardless of /1, /2, or

(b) for all v ∈ Rp, v(d1) ≤ v(d2) evaluates to true, and /1 = /2, or
/1 = <.

Transitivity is immediate from the definition: if D1 /1 D2 and D2 /2 D3 are
valid for Rp, D1(/1 ⊕ /2)D3 is valid for Rp.

The following lemma derives from Definition 11:

Lemma 2 (validity of addition). Let d1, d2, d3, d4 ∈ PLT . Let Rp be a parameter
region. If (d1, /1) ≤ (d2, /2) and (d3, /3) ≤ (d4, /4) are valid for Rp then
(d1, /1) + (d3, /3) ≤ (d2, /2) + (d4, /4) is valid for Rp.

Proof. Four cases show up: for all v ∈ Rp,

• v(d1) < v(d2) and v(d3) < v(d4), then clearly v(d1) +v(d3) < v(d2) +v(d4)
and we have our result from Definition 11 (2a).

• v(d1) < v(d2) and v(d3) ≤ v(d4), then v(d1) + v(d3) < v(d2) + v(d4) and
we have our result from Definition 11 (2a).

• v(d1) ≤ v(d2) and v(d3) < v(d4), then v(d1) + v(d3) < v(d2) + v(d4) and
we have our result from Definition 11 (2a).

• v(d1) ≤ v(d2) and v(d3) ≤ v(d4), then v(d1) + v(d3) ≤ v(d2) + v(d4) and

1. if /1 = /2 and /3 = /4 then /1 ⊕ /3 = /2 ⊕ /4 and we have our result
from Definition 11 (2b).

2. if /1 = /2 and /3 = <, /4 = ≤ then /1 ⊕ /3 = < and /2 ⊕ /4 is either
< or ≤ and we have our result from Definition 11 (2b).

3. if /1 = <, /2 = ≤ and /3 = /4 then /1 ⊕ /3 = < and /2 ⊕ /4 is either
< or ≤ and we have our result from Definition 11 (2b).

4. if /1 = /3 =< and /2 = /4 =≤ then /1 ⊕ /3 =< and /2 ⊕ /4 =≤ and
we have our result from Definition 11 (2b).

From Definition 11 (2a, 2b) we have that (d1, /1) + (d3, /3) ≤ (d2, /2) + (d4, /4)
is valid for Rp.

We can now define our data structure, namely p–PDBMs (for precise Paramet-
ric Difference Bound Matrices), inspired by the PDBMs of [HRSV02] themselves
inspired by DBMs [Dil89]. However, our p–PDBM compare differences of frac-
tional parts of clocks, instead of clocks as in classical DBMs; therefore, our
p–PDBMs are closer to clock regions than to DBMs and fully contained into
clock regions of [AD94]. A p–PDBM is a pair made of an integer vector (encod-
ing the clocks integer part), and a matrix (encoding the parametric differences
between any two clock fractional parts). Their interpretation also follows that
of PDBMs and DBMs: for i 6= 0, the matrix cell Di,0 = (di,0, /i0) is inter-
preted as the constraint frac(xi) /i0 di,0, and D0,i = (d0,i, /0i) as the constraint
−frac(xi) /0i d0,i. For i 6= 0 and j 6= 0, the matrix cell Di,j = (di,j , /ij) is
interpreted as frac(xi)− frac(xj) /ij di,j . Finally for all i, Di,i = (0,≤).

Our p–PDBMs are partitioned into two types: open–p–PDBMs and point–p–
PDBMs. A point–p–PDBM is a clock region defined by only parameters which
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contains only one clock valuation; that is, it corresponds to a set of inequalities
of the form xi = pj . In contrast, an open–p–PDBM is a clock region which can
contain several clock valuations satisfying some possibly parametric constraints,
or contain at least one clock valuation satisfying non-parametric constraints (as
the corner-point of [AD94]). In particular, the initial clock region {0H} and any
clock region {EHi } where Ei is an integer for all clock xi, is an open–p–PDBM.

Basically, only the first p–PDBM after a (necessarily total) parametric clock
update will be a point–p–PDBM; any following p–PDBM will be an open–p–
PDBM until the next (total) parametric update.

Definition 12 (open–p–PDBM). Let Rp be a parameter region. An open–p–
PDBM for Rp is a pair (E,D) with E = (E1, · · · , EH) a vector of H integers (or
∞) which is the integer part of each clock, and D is an (H + 1)2 matrix where
each element Di,j is a pair (di,j , /ij) for all 0 ≤ i, j ≤ H, where di,j ∈ PLT .
Moreover, for all 0 ≤ i ≤ H, Di,i = (0,≤). In addition:

1. For all i, (−1, <) ≤ D0,i ≤ (0,≤) and (0,≤) ≤ Di,0 ≤ (1, <) are valid for
Rp,

2. For all i 6= 0, j 6= 0, either (0,≤) ≤ Di,j ≤ (1, <) is valid for Rp and
(−1, <) ≤ Dj,i ≤ (0,≤) is valid for Rp or (0,≤) ≤ Dj,i ≤ (1, <) is valid
for Rp and (−1, <) ≤ Di,j ≤ (0,≤) is valid for Rp.rr

3. For all i, j, if di,j = −dj,i and is different from 1 then /ij = /ji = ≤, else
/ij = /ji = <,

4. For all i, j, k, Di,j ≤ Di,k +Dk,j is valid for Rp (canonical form), and

5. (a) There is at least one i s.t. Di,0 = D0,i = (0,≤), or

(b) there is at least one i s.t. Di,0 = (1, <) and for all j s.t. D0,j =
(0, /0j), then we have /0j = <.

An open–p–PDBM satisfying condition 5a can be seen as a subregion of an
open line segment or a corner point region of [AD94, fig. 9 example 4.4] (it can
be seen as a border region) and one satisfying condition 5b can be seen as a
subregion of an open region of [AD94, fig. 9 example 4.4] (it can be seen as a
center region). Remark that sets of the form {frac(w(x)) | 0 ≤ frac(w(x)) ≤ 1}
are forbidden by Definition 12 (3), as in the regions of [AD94].

Let Rp be a parameter region. In the following, p–PDBM�(Rp) is the set
of all possible open–p–PDBMs (E,D) for Rp.

The second type is the point–p–PDBM. It represents the unique clock valua-
tion (for a given parameter valuation) obtained after a total parametric update
in an U2P-PTA.

Definition 13 (point–p–PDBM). Let Rp be a parameter region. A point–p–
PDBM for Rp is a pair (E,D) where D is an (H + 1)2 matrix where each
element Di,j is a pair (di,j ,≤) and for all 0 ≤ i, j ≤ H, di,0 = frac(p1) = −d0,i,
and di,j = frac(p1)− frac(p2) = −dj,i, for any p1, p2 ∈ P. and for all 1 ≤ i ≤ H,
Ei = bpkc if di,0 = frac(pk), for 1 ≤ k ≤M . In addition:

1. For all i, (−1, <) ≤ D0,i ≤ (0,≤) and (0,≤) ≤ Di,0 ≤ (1, <) are valid for
Rp,
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2. For all i, j, k, Di,j ≤ Di,k +Dk,j is valid for Rp (canonical form).

The fact that D is antisymmetric i. e., for all i, j, Di,j = −Dj,i, means that
each clock is valuated to a parameter and each difference of clocks is valuated to
a difference of parameters.

The set of all point–p–PDBM for Rp is denoted by p–PDBM�(Rp), and
the set of all p–PDBMs for Rp by p–PDBM(Rp) (hence p–PDBM(Rp) =
p–PDBM�(Rp) ∪ p–PDBM�(Rp)).

The use of validity ensures the consistency of the p–PDBM. We denote
the set of all p–PDBMs that are valid for Rp by p–PDBM(Rp). Given a
p–PDBM (E,D), it defines the subset of RH ∪ QM satisfying the constraints∧
i,j∈[0,H] frac(xi)−frac(xj)/i,jdi,j∧

∧
i∈[1,H]bxic = Ei. Given a p–PDBM (E,D)

and a parameter valuation v, we denote by (E, v(D)) the valuated p–PDBM,
i. e., the set of clock valuations defined by:∧

i,j∈[0,H]

frac(xi)− frac(xj) /i,j v(di,j) ∧
∧

i∈[1,H]

bxic = Ei.

For a clock valuation w, we write w ∈ (E, v(D)) if it satisfies all constraints
of (E, v(D)).

The following two lemmas derive from the above definitions of point–p–PDBM
and p–PDBMs:

Lemma 3 (positivity of reflexivity). Let Rp be a parameter region and (E,D)
be a p–PDBM for Rp. For all clocks i, j, (0,≤) ≤ Di,j +Dj,i is valid for Rp.

Proof. By condition (4) in Definition 12 and Definition 13 (2), we have that
Di,i ≤ Di,j+Dj,i is valid for Rp; the result follows from the fact that Di,i = (0,≤)
(again from Definition 12 and Definition 13).

Lemma 4 (neutral element of the set of cells). Let Rp be a parameter region
and (E,D) be a p–PDBM for Rp. For all clocks i, j, Di,j ≤ Di,j + Dj,j and
Di,j ≤ Di,i +Di,j are valid for Rp.

Proof. Let Rp be a parameter region and (E,D) be a p–PDBM for Rp. LetDi,j =
(di,j , /ij) with di,j ∈ PLT . By Definition 12 and Definition 13 for all clock i,
Di,i = (0,≤). We have Dj,i +Di,i = (dj,i + 0, /ij⊕ ≤) = Dj,i. Moreover from
Definition 11 (2b) Di,j ≤ Di,j is valid for Rp. Hence Di,j ≤ Di,i +Di,j is valid
for Rp. The same way we prove Di,j ≤ Di,j +Dj,j is valid for Rp.

But let us first clarify our needs graphically. Intuitively, our p–PDBMs are
partitioned into three types.

(1) The point–p–PDBM is a clock region defined by only parameters which
contains only one clock valuation; it represents the unique clock valuation (for a
given parameter valuation) obtained after a total parametric update in an U2P-
PTA. Each clock is valuated to a parameter and each difference of clocks is
valuated to a difference of parameters (it corresponds to constraints of the form
x = p and x− y = pi − pj).

Let v be a parameter valuation. We assume bv(p2)c = bv(p1)c = k ∈ N and
frac(v(p1)) > frac(v(p2)). The p–PDBM obtained after an update u(x) = v(p2)
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and u(y) = v(p1) is represented using the following pair (where the indices 0,x,y
are shown for the sake of comprehension)

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (−frac(p2),≤) (−frac(p1),≤)
x (frac(p2),≤) (0,≤) (frac(p2)− frac(p1),≤)
y (frac(p1),≤) (frac(p1)− frac(p2),≤) (0,≤)

)
y

(k, k + 1)

frac(v(p1))

(k, k)
frac(v(p2)) (k + 1, k) x

1− frac(v(p1))

Figure 4.2: Graphical representa-
tions of p–PDBMs and [AD94] re-
gions

Once valuated with v, it contains a unique
clock valuation. We represent it as the black
dot in Figure 4.2.

(2) In contrast, an open–p–PDBM satis-
fying condition (5a) is a clock region which
can contain several clock valuations satis-
fying some possibly parametric constraints,
or contain at least one clock valuation sat-
isfying non-parametric constraints (as the
corner-point region of [AD94]). In par-
ticular, the initial clock region {0H} and
any clock region that is a single integer
clock valuation is a p–PDBM. An open–p–
PDBM satisfying condition 5a is characterized by at least one clock x s.t.
Dx,0 = D0,x = (0,≤) and can be seen as a subregion of an open line segment or
a corner point region of [AD94, fig. 9 example 4.4]. After an immediate update
of x to k, the above p–PDBM (E,D) becomes

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (0,≤) (−frac(p1),≤)
x (0,≤) (0,≤) (−frac(p1),≤)
y (frac(p1),≤) (frac(p1),≤) (0,≤)

)

We represent it once valuated with v as the blue dot in Figure 4.2. The open
line segment of [AD94, fig. 9 example 4.4] can be represented as

((
k
k

)
,

 0 x y
0 (0,≤) (0,≤) (0, <)
x (0,≤) (0,≤) (0, <)
y (1, <) (1, <) (0,≤)

)

and is depicted as the vertical left black line in Figure 4.2.
(3) An open–p–PDBM satisfying condition (5b) is a clock region which can

contain several clock valuations satisfying some possibly parametric constraints
(as the open region of [AD94]). An open–p–PDBM satisfying condition (5b)
is characterized by at least one clock y s.t. Dy,0 = (1, <) and for all x s.t.
D0,x = (0, /ox), then we have /ox = < and can be seen as a subregion of an open
region of [AD94, fig. 9 example 4.4]. After some time elapsing, and before any
clock valuation reaches the next integer k+1—therefore the next open–p–PDBM
satisfying condition 5a—, the above p–PDBM (E,D) becomes

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (0, <) (−frac(p1), <)
x (1− frac(p1), <) (0,≤) (−frac(p1),≤)
y (1, <) (frac(p1),≤) (0,≤)

)

We represent it once valuated with v as the red line in Figure 4.2. The open
region of [AD94, fig. 9 example 4.4] can be represented as

((
k
k

)
,

 0 x y
0 (0,≤) (0, <) (0, <)
x (1, <) (0,≤) (0, <)
y (1, <) (1, <) (0,≤)

)

and is depicted as the top left black triangle in Figure 4.2.
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Remark that sets of the form {frac(w(x)) | 0 ≤ frac(w(x)) ≤ 1} are in
contradiction with Definition 12 (3) and therefore cannot be part of a p–PDBM,
as in the regions of [AD94]. Basically, only the first p–PDBM after a (necessarily
total) parametric clock update will be a point–p–PDBM; any following p–PDBM
will be a open–p–PDBM satisfying condition 5a or 5b until the next (total)
parametric update.

The differentiation made in the previous paragraph between open–p–PDBMs
satisfying condition 5a and 5b is intended to give an intuition to the reader
about the inclusion of p–PDBMs into [AD94] clock regions. Technical details
are given in the following Section 4.4. In the following subsections Sections 4.4.1
to 4.4.5, we are going to define operations on p–PDBMs (i. e., update of clocks,
time elapsing and guards satisfaction), and will show that the set of p–PDBMs
is stable under these operations.

4.4 Operations on p–PDBMs

4.4.1 Non-parametric update

To apply a non-parametric update on a p–PDBM, following classical algorithms
for DBMs [BY03], we define an update operator, given in Algorithm Algorithm 1.

Given a p–PDBM (E,D) and unp a non-parametric update function that
updates a clock x to k ∈ N, update((E,D), unp) defines a new p–PDBM by

1. updating Ex to k;

2. setting the fractional part of x to 0: Dx,0 := D0,x := (0,≤);

3. updating the new difference between fractional parts with all other clocks i,
which is the range of values i can currently take: Dx,i := D0,i and Di,x :=
Di,0.

Intuitively, we update in (E,D) the lower and upper bounds of some clocks
to (0,≤) and the difference between two clocks Di,j to D0,j if xi is updated:
that is, the new difference between two clocks if one has been updated is just the
lower/upper bound of the one that is not updated. This allows us to conserve
the canonical form as we only “moved” some cells in D that already verified the
canonical form. Therefore update((E,D), unp) is a p–PDBM.

Algorithm 1: update(D,unp): for all clock xi where unp is defined,
update frac(xi) := 0

1 foreach xi where unp(xi) is defined do
2 Di,0 := D0,i = (0,≤)
3 for j from 1 to H do
4 Di,j = D0,j

5 Dj,i = Dj,0

6 end

7 end

Definition 14 (update of a p–PDBM). Let unp be a non-parametric update func-
tion. Given (E,D) ∈ p–PDBM(Rp), we define the update of (E,D), denoted
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by (E′, D′) = update((E,D), unp) as: D′ is the result of Algorithm Algorithm 1
and for each clock x if unp(x) is defined E′x := unp(x), E′x := Ex otherwise.

Lemma 5 (stability under update). Let Rp be a parameter region and (E,D) ∈
p–PDBM(Rp). Let unp be a non-trivial non-parametric update. Then update((E,D), unp) ∈
p–PDBM�(Rp).

Proof. We split this proof in two parts: the first one treats the case of point–p–
PDBMs and the second one of open–p–PDBMs.

The following lemma shows that applying a update on any point–p–PDBM
transforms it into an open–p–PDBM.

Lemma 6 (p–PDBM�(Rp) becomes p–PDBM�(Rp) after update). Let Rp be
a parameter region and (E,D) ∈ p–PDBM�(Rp). Let unp be a non-parametric
update. Then update((E,D), unp) ∈ p–PDBM�(Rp).

Proof. Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Consider
(E′, D′) = update((E,D), unp). After applying Algorithm 1, for all clock xi
of (E,D) where unp is defined, E′i = unp(xi); moreover for all clock j, D′i,j = D0,j

and D′j,i = Dj,0. First note that if xi, xj have been updated, D′i,j = D′j,i =
D′0,j = D′j,0 = D′0,i = D′i,0 = (0,≤) = D0,0. For all clocks i, j, k, the following
inequalities are valid for Rp:

1. (a) if xi is updated: D′i,0 = (0,≤) = D′0,i and therefore trivially it holds
that −1 ≤ D′0,i ≤ 0 and 0 ≤ D′i,0 ≤ 1 are valid for Rp;

(b) if xi is not updated: D′i,0 = Di,0 and therefore −1 ≤ D′0,i ≤ 0 and
0 ≤ D′i,0 ≤ 1 are valid for Rp because these constraints were already
satisfied in (E,D).

2. For all xi, xj , if neither xi nor xj is updated, Di,j and Dj,i are not modified
so condition Definition 12 (2) still holds. If either xi is updated, as D′i,j =
D0,j and D′j,i = Dj,0 condition Definition 12 (2) still holds as it holds
for D0,j and Dj,0 and we apply the same reasoning if xj is updated. If
both xi, xj are updated, condition Definition 12 (2) trivially holds.

3. For all xi, if it is updated then D′0,i = D′i,0 = (0,≤), hence d0,i = −di,0 = 0
and /0i = /i0 =≤; condition Definition 12 (3) holds. For all xi, xj , if
neither xi nor xj is updated, D′i,j = Di,j and D′j,i = Dj,i so condition
Definition 12 (3) holds as it holds for Di,j and Dj,i . If either xi is updated,
as D′i,j = D0,j and D′j,i = Dj,0, condition Definition 12 (3) holds as it
holds for D0,j and Dj,0. We treat the case where xj is updated similarly.
If both xi, xj are updated, condition Definition 12 (3) trivially holds.

4. Canonical form is preserved:

(a) if xi, xj , xk are not updated: since no clock is updated we have D′i,j =
Di,j , D

′
j,k = Dj,k and D′i,k = Di,k since (E,D) ∈ p–PDBM�(Rp)

from Definition 13 (2), we know that Di,k ≤ Di,j+Dj,k is valid for Rp;
therefore it remains valid.

(b) if xk is updated and xi, xj are not updated: D′i,j = Di,j and D′j,k =
Dj,0, D′i,k = Di,0 because xk is updated. Since (E,D) ∈ p–PDBM�(Rp)
from Definition 13 (2), we know that Di,0 ≤ Di,j+Dj,0 is valid for Rp;
therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.
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(c) if xj is updated and xi, xk are not updated: then D′i,k = Di,k because
neither xi nor xk are updated; since xk is updated we haveD′j,k = D0,k

and D′i,j = Di,0; since (E,D) ∈ p–PDBM�(Rp) from Definition 13
(2), we know that Di,k ≤ Di,0 + D0,k is valid for Rp; therefore,
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

(d) if xj , xk are updated and xi is not updated: then D′i,k = Di,0 be-
cause xk is updated; since xj is updated we have D′i,j = Di,0 and
D′j,k = D0,0; since (E,D) ∈ p–PDBM�(Rp) from Definition 13 (2)
and Lemma 4, we know that Di,0 ≤ Di,0 + D0,0 is valid for Rp;
therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

(e) if xi is updated and xj , xk are not updated: then D′i,k = D0,k,
D′i,j = D0,j because xi is updated; since xj , xk are not updated, we
have D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp) from Definition 13
(2), we know that D0,k ≤ D0,j + Dj,k is valid for Rp; therefore
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

(f) if xi, xk are updated and xj is not updated: we have D′i,k = (0,≤
) = D0,0, D′i,j = D0,j and D′j,k = Dj,0 because xi, xk are updated.
Since (E,D) ∈ p–PDBM�(Rp) from Definition 13 (2), we know
that D0,0 ≤ D0,j +Dj,0 is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

(g) if xi, xj are updated and xk is not updated: we have D′i,k = D0,k,
D′i,j = (0 <≤) = D0,0 and D′j,k = D0,k because xi, xj are updated.
Since (E,D) ∈ p–PDBM�(Rp) from Definition 13 (2) and Lemma 4,
we know that D0,k ≤ D0,0 + D0,k is valid for Rp; therefore, D′i,k ≤
D′i,j +D′j,k is valid for Rp.

(h) if xi, xj , xk are updated: we have D′i,k = D0,0, D′i,j = D0,0 and D′j,k =
D0,0 because xi, xj , xk are updated. Since (E,D) ∈ p–PDBM�(Rp)
from Definition 13 (2) and Lemma 4, we know that D0,0 ≤ D0,0+D0,0

is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

5. there is at least one clock x s.t. D′x,0 = D′0,x = (0,≤).

Therefore, (E′, D′) ∈ p–PDBM�(Rp).

The following lemma shows that applying a update on any open–p–PDBM
transforms it into an open–p–PDBM respecting Definition 12 (2).

Lemma 7 (stability of p–PDBM�(Rp) under update). Let Rp be a parameter
region and (E,D) ∈ p–PDBM�(Rp). Let unp be a non-parametric update. Then
update((E,D), unp) ∈ p–PDBM�(Rp).

Proof. Most cases are similar to the proof of Lemma 6.
The remaining cases to treat are the cases of Definition 12 (2). If i, j are

different from 0, and

1. if i, j are not updated then D′i,j = Di,j and since it is the case in (E,D),
condition Definition 12 (2) holds.

2. if j is updated and i is not updated then D′i,j = Di,0 and D′j,i = D0,i and
as condition Definition 13 (1) holds for Di,0 and D0,i in (E,D), condition
Definition 12 (2) holds in (E′, D′).
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3. if i is updated and j is not updated then D′i,j = D0,j and D′j,i = Dj,0 and
as condition Definition 13 (1) holds for Dj,0 and D0,j in (E,D), condition
Definition 12 (2) holds in (E′, D′).

4. if i, j are updated then trivially D′i,j = D′j,i = (0,≤) and condition Defini-
tion 12 (2) holds.

Applying a non-parametric update on any point–p–PDBM transforms it
into an open–p–PDBM, and open–p–PDBMs are stable under update. It can
seem a paradox that the (non-parametric) update of a point–p–PDBM becomes
an open–p–PDBM; in fact, it remains geometrically speaking a point, i. e., a
singleton containing one clock valuation. Recall that our open–p–PDBMs include
p–PDBMs geometrically corresponding to a point for each valuation. In contrast,
point–p–PDBMs are also punctual (for each valuation), but are fully parametric.

The following lemma states that the update operator behaves as expected.

Lemma 8 (semantics of update on p–PDBM(Rp)). Let Rp be a parameter
region and (E,D) ∈ p–PDBM(Rp). Let v ∈ Rp. Let unp be a non-parametric
update. For all w, [w]unp ∈ update((E, v(D)), unp) iff w ∈ (E, v(D)).

Proof. We first treat the case of the p–PDBM�(Rp) (the case of the p–PDBM�(Rp)
will be handled similarly at the end). We also prove this lemma for a singleton
update (only one clock, say xi) since updating several clocks can be done by
applying several singleton updates in a 0 delay.

4.4.1.1 (E,D) ∈ p–PDBM�(Rp), (⇒)

Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Let v ∈ Rp. Let
unp be a non-parametric update which updates xi to an integer n and lets the
value of other clocks unchanged. Consider (E′, D′) = update((E, v(D)), unp)
and suppose w′ ∈ (E′, D′). We want to construct a valuation w ∈ (E, v(D)) s.t.
w′ = unp(w).

Let w be a clock valuation s.t. for all clock xj where i 6= j, w(xj) = w′(xj) .
That means that for all j 6= i,

frac(w(xj)) /j0 v(dj,0), −frac(w(xj)) /0j v(d0,j) and bw(xj)c = Ej

hold from Definition 14 since it is the case in (E′, D′) and these values are left
untouched by the update. Moreover for all j 6= i, k 6= i,

frac(w(xj))−frac(w(xk))/jk v(dj,k) and frac(w(xk))−frac(w(xj))/kj v(dk,j)

again hold from Definition 14 since it is the case in (E′, D′) and these values are
left untouched by the update.

We want a valuation for w(xi) s.t.

frac(w(xi)) /i0 v(di,0) − frac(w(xi)) /0i v(d0,i) and bw(xi)c = Ei
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hold, and for all j 6= i, k 6= i,

frac(w(xi))−frac(w(xj))/ijv(di,j) and frac(w(xk))−frac(w(xi))/kiv(dk,i)
(4.1)

hold. Let us prove that such a valuation w exists. We set bw(xi)c = Ei.
The following lemma proves transitivity of constraints on clocks with respect

to constraints in a p–PDBM.

Lemma 9. Let Rp be a parameter region and (E,D) ∈ p–PDBM(Rp). Let
v ∈ Rp. Let w ∈ (E, v(D)). For all clocks i, j, k, frac(w(xj))− frac(w(xk))(/ji⊕
/ik)v(dj,i) + v(di,k).

Proof. Let Rp be a parameter region and (E,D) ∈ p–PDBM(Rp). Let v ∈ Rp.
Let w ∈ (E, v(D)).

Since (E,D) ∈ p–PDBM(Rp), for all i, j, k we have from Definition 12 (4),

Dj,k ≤ Dj,i +Di,k

is valid for Rp hence since v ∈ Rp, we have v(Dj,k) ≤ v(Dj,i)+v(Di,k). Precisely
that is (v(dj,k), /jk) ≤ (v(dj,i), /ji) + (v(di,k), /ik) i. e.,

(v(dj,k), /jk) ≤ (v(dj,i) + v(di,k), /ji ⊕ /ik).

For all clocks j, k satisfying constraints of (E,D),

frac(w(xj))− frac(w(xk)) /jk v(dj,k).

Then for all i, j, k, either:

• from Definition 11 (2a): v(dj,k) < v(dj,i) + v(di,k) and then, regardless of
/jk and /ji⊕/ik we have frac(w(xj))−frac(w(xk))(/ji⊕/ik)v(dj,i)+v(di,k),
or

• from Definition 11 (2b):

– v(dj,k) ≤ v(dj,i) + v(di,k) and /jk = <, /ji ⊕ /ik = ≤ and then we
have frac(w(xj))− frac(w(xk))(/ji ⊕ /ik)v(dj,i) + v(di,k), or

– v(dj,k) ≤ v(dj,i) + v(di,k) and /jk = /ji ⊕ /ik and then we have
frac(w(xj))− frac(w(xk))(/ji ⊕ /ik)v(dj,i) + v(di,k) which completes
the proof.

This completes the proof of Lemma 9.

For all j 6= i and k 6= i, since v(Dj,k) ≤ v(Dj,i)+v(Di,k) from Definition 12 (4),
we have frac(w(xj))− frac(w(xk)) /jk v(dj,k) and

frac(w(xj))− frac(w(xk))(/ji ⊕ /ik)v(dj,i) + v(di,k)

holds from Lemma 9. Hence

frac(w(xj))− v(dj,i)(/ji ⊕ /ik)frac(w(xk)) + v(di,k) (4.2)

holds. Note that /ji ⊕ /ik is either ≤ or <. Note the following trick is inspired
by [HRSV02, Proof of Lemma 3.5] and [HRSV02, Proof of Lemma 3.13]. Hence

I = {t ∈ R+ | frac(w(xj))− v(dj,i) ≤ t ≤ frac(w(xk)) + v(di,k) for all clocks j, k}
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is a non empty set. That means that choosing a frac(w(xi)) with respect to
constraints (4.1), recall that they are

frac(w(xj))− frac(w(xi)) /ji v(dj,i) and frac(w(xi))− frac(w(xk)) /ik v(di,k)

is equivalent to choose a frac(w(xi)) s.t.

frac(w(xj))− v(dj,i) /ji frac(w(xi)) and frac(w(xi)) /ik frac(w(xk)) + v(di,k)

which is a nonempty set from formula (4.2). Finally we choose a frac(w(xi)) ∈ I,
then w ∈ (E, v(D)) and it completes the proof.

4.4.1.2 (E,D) ∈ p–PDBM�(Rp), (⇐)

Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Let v ∈ Rp. Let
unp be a non-parametric update which updates xi to an integer n and lets the
value of other clocks unchanged. Consider (E′, D′) = update((E, v(D)), unp).
Now suppose w ∈ (E, v(D)) and let w′ = [w]unp

.

• for xi, since unp is defined, w′(xi) = unp(xi) = E′xi
(i. e., frac(w′(xi)) = 0)

by applying update as defined in Definition 14. By applying update as
defined in Definition 14, D′i,0 = D′0,i = (0,≤), hence

−frac(w′(xi)) /0i v(d′0,i) and frac(w′(xi)) /i0 v(d′i,0)

hold from Definition 14 and Lemma 6. Moreover we know that for all j 6= i

− v(D′i,j) = −v(D′0,j) and v(D′j,i) = v(D′j,0) (4.3)

holds from Definition 14, and we also know that

frac(w′(xj))− frac(w′(xi)) = frac(w′(xj)) (4.4)

since frac(w′(xi)) = 0. Hence, combining (4.3) and (4.4), clearly since

−frac(w′(xj)) /0j v(d′0,j) and frac(w′(xj)) /j0 v(d′j,0)

hold in (E′, D′),

frac(w′(xj))−frac(w′(xi))/jiv(d′j,i) and frac(w′(xi))−frac(w′(xj))/ijv(d′i,j)

hold.

• for any two clocks xj , xk where unp is not defined, w(xj) = w′(xj) and
w(xk) = w′(xk). Hence

−v(D′0,j) /0j frac(w′(xj)) /j0 v(D′j,0)

and
−v(D′k,j) /kj frac(w′(xj))− frac(w′(xk)) /jk v(D′j,k)

hold from Definition 14 and Lemma 6 since bounds remain unchanged.

Then w′ ∈ update((E, v(D)), unp).
This concludes the case (E,D) ∈ p–PDBM�(Rp).

Let us now treat the case (E,D) ∈ p–PDBM�(Rp).
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4.4.1.3 (E,D) ∈ p–PDBM�(Rp), (⇒)

Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Let v ∈ Rp. Let
unp be a non-parametric update which updates xi to an integer n and lets the
value of other clocks unchanged. Consider (E′, D′) = update((E, v(D)), unp)
and suppose w′ ∈ (E′, D′). We want to construct a valuation

w ∈ (E, v(D)) s.t. w′ = unp(w)

Let w be a clock valuation s.t. for all clock xj where j 6= i, w(xj) = w′(xj).
That means for all j 6= i,

frac(w(xj)) /j0 v(dj,0), −frac(w(xj)) /0j v(d0,j) and bw(xj)c = Ej

hold from Definition 14 since it is the case in (E′, D′) and bounds remain
unchanged i. e., D0,j = D′0,j and Dj,0 = D′j,0. Moreover for all k 6= i and k 6= j,

frac(w(xj))−frac(w(xk))/jk v(dj,k) and frac(w(xk))−frac(w(xj))/kj v(dk,j)

also hold from Definition 14 since it is the case in (E′, D′) and bounds remain
unchanged i. e., Dk,j = D′k,j and Dj,k = D′j,k.

Recall that (E,D) contains only one clock valuation for each parameter
valuation v ∈ Rp.

Let frac(w(xi)) = v(di,0) (or equivalently frac(w(xi)) = −v(d0,i) since by
Definition 13 we have (di,0, /i0) = (−d0,i, /0i)). Then, as it is the case in (E,D),

frac(w(xi)) /i0 v(di,0), −frac(w(xi)) /0i v(d0,i) and bw(xi)c = Ei

hold, and for all j 6= i, k 6= i,

frac(w(xi))− frac(w(xj)) /ij v(di,j) and frac(w(xk))− frac(w(xi)) /ki v(dk,i)

hold, which completes the proof, as w ∈ (E, v(D)) and w′ = unp(w).

4.4.1.4 (E,D) ∈ p–PDBM�(Rp), (⇐)

This case is straightforward and similar to the case (⇐) above of open–p–PDBMs.

4.4.2 Parametric update

Given (E,D) ∈ p–PDBM(Rp) we write update((E,D), u) to denote the update
of (E,D) by u, when u is a total parametric update function, i. e., updating the
set of clocks exclusively to parameters. We therefore obtain a point–p–PDBM,
containing the parametric set of constraints defining a unique clock valuation.
The semantics is straightforward. Recall that a total update function which is
not fully parametric (i. e., an update of some clocks to parameters and some
others to constants) can be encoded as a total parametric update immediately
followed by a partial non-parametric update function.
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4.4.3 Time elapsing

Given a parameter region Rp, recall that constraints satisfied by parameters
are known, and we can order elements of PLT . Thanks to this order, within
a p–PDBM (E,D) the clocks with the (possibly parametric) largest fractional
part i. e., the clocks that have a larger fractional part than any other clock, can
always be identified by their bounds in D. For a p–PDBM (E,D), we define the
set of clocks with the largest fractional part (LFP) as LFPRp

(D) = {x ∈ [1, H] |
0 ≤ Dx,i is valid for Rp, for all 0 ≤ i ≤ H}. Clocks belonging to LFP are the
first to reach the upper bound 1 by letting time elapse.

Definition 15 (clocks with the largest fractional part in a p–PDBM). Let
Rp be a parameter region and (E,D) ∈ p–PDBM(Rp). A clock with the
(possibly parametric) largest fractional part is a clock x s.t. for all 0 ≤ i ≤ H,
(0,≤) ≤ Dx,i is valid for Rp.

There is at least one clock with the (possibly parametric) largest fractional
part:

Lemma 10 (existence of a clock with the largest fractional part). Let Rp be a
parameter region and (E,D) ∈ p–PDBM(Rp). There is at least one clock x s.t.
for all 0 ≤ i ≤ H, (0,≤) ≤ Dx,i is valid for Rp.

Proof. Reductio ad absurdum: Let Rp be a parameter region and (E,D) ∈
p–PDBM�(Rp) with at least 2 clocks i, j. Suppose for all clock xi there is
another clock xj s.t. Di,j < 0 is valid for Rp. Let v ∈ Rp. Then v(Di,j) < 0.

• Suppose for xj , xi is the clock s.t. Dj,i < 0 is valid for Rp. Then v(Dj,i) < 0.
We have v(Di,j) + v(Dj,i) < 0 holds, therefore 0 ≤ v(Di,j) + v(Dj,i) does
not hold, and hence 0 ≤ Di,j + Dj,i is not valid for Rp. Then (E,D)
does not respect Lemma 3 and violates condition (4) of Definition 12.
So (E,D) 6∈ p–PDBM�(Rp).

• Suppose for xj , a third clock xk is the clock s.t. Dj,k < 0 is valid for Rp.
Then v(Dj,k) < 0. Suppose we have only three clocks. Then for xk, either
xi or xj is the clock s.t. Dk,i < 0 is valid for Rp.

– Assume this is xi. Then v(Dk,i) < 0. We have v(Dk,i) + v(Di,j) < 0
and v(Dk,j) ≤ v(Dk,i) + v(Di,j) by Definition 12 (4). Follows that
v(Dk,j) + v(Dj,k) < 0 and 0 ≤ Dk,j + Dj,k is not valid for Rp.
Then (E,D) does not respect Lemma 3 and violates condition (4) of
Definition 12. So (E,D) 6∈ p–PDBM�(Rp).

– Assume this is xj . This case is similar (and simpler).

We apply the same reasoning for more than 3 clocks. Now suppose (E,D) ∈
p–PDBM�(Rp). We apply the same reasoning, replacing the argument of
condition (4) of Definition 12 by the fact from Definition 13 that D is antisym-
metric.

Note that several clocks may have the largest fractional parts (up to some
syntactic replacements 2, in that case they satisfy the same constraints in (E,D)).

2Let v ∈ Rp and suppose, we have two different syntactic expressions, such as p, 1− p that
are equal once valuated i. e., v(p) = 1− v(p). From Definition 10 remark that if it is for v, it
is for any v′ ∈ Rp. We choose one e. g., 1− v(p) and replace the second, v(p), everywhere it
appears.
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For a p–PDBM (E,D), we define the set of clocks with the largest fractional
part (LFP) as LFPRp

(D) = {x ∈ X | 0 ≤ Dx,i is valid for Rp, for all 0 ≤ i ≤ H}.
As we are able, thanks to the parameter regions, to order our parameter valu-

ations (i. e., whether one is greater or less than another one), we can define LFP
from the constraints defined in the point–p–PDBM. We will define and apply suc-
cessively two time-elapsing algorithms: the first one starts from a point–p–PDBM
or an open–p–PDBM respecting condition Definition 12 (5a). We will prove that
we obtain an open–p–PDBM respecting condition Definition 12 (5b). The second
one, starts from an open–p–PDBM respecting condition Definition 12 (5b) and
will define the set of constraints defining the possible clocks valuations exactly
when any clock of LFP has reached its upper bound 1. We will prove that we
obtain an open–p–PDBM respecting condition Definition 12 (5a). As we will
obtain at each iteration of the algorithm an open–p–PDBM respecting either
condition Definition 12 (5a) or (5b), this will prove we have a stable set of
open–p–PDBMs. Now we explain our algorithms more precisely.

Clocks belonging to LFP are the first to reach the upper bound 1 by letting
time elapse. Since LFP can contain multiple clocks and they have the same
fractional part, we can consider any x ∈ LFP.

Let (E,D) ∈ p–PDBM(Rp) and x ∈ LFPRp
(D). To formalize time elapsing

until the largest fractional part frac(x) reaches 1, we define a time elapsing
operator that will decline in two variants depending on the input: open–p–PDBM
(Definition 12) satisfying condition (5a) and point–p–PDBM (Definition 13) or
open–p–PDBM (Definition 12 satisfying condition (5b)).

Given an open–p–PDBM satisfying condition 5a or a point–p–PDBM (E,D)
with Ex = k, TE ((E,D)) described in Algorithm 9 and named TE<, defines a
new open–p–PDBM satisfying condition 5b by

1. setting Dx,0 := (1, <) as x is the first one that will reach k + 1;

2. updating the upper bound of all other clocks i, which has increased:
Di,0 := Di,x + (1, <);

3. updating all lower bounds as they have to leave the border : D0,i :=
D0,i + (0, <) (x included).

This gives the range of possible clock valuations before frac(x) reaches 1. In-
tuitively it represents the transformation from an open line segment or the
corner-point region of [AD94] into an open region of [AD94].

Algorithm 2: TE<((E,D)): set upper bound of all frac(xi) ∈
LFPRp

(D) to 1

1 pick xi ∈ LFPRp
(D)

2 for j from 1 to H do
3 if j ∈ LFPRp

(D) then
4 Dj,0 := (1, <)
5 else
6 Dj,0 := Dj,i + (1, <)
7 end
8 D0,j := D0,j + (0, <)

9 end
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TE< is applied to point–p–PDBMs and open–p–PDBMs respecting condi-
tion 5a; it sets Dx,0 := (1, <) and D0,x := D0,x + (0, <) for all x ∈ LFPRp

(D).
Then, for all clocks 1 ≤ j ≤ H not in LFP sets Dj,0 := Dj,i + (1, <) and
D0,j := D0,j + (0, <). This gives the range of possible clock valuations before
frac(xi) reaches 1. The obtained result is denoted by TE<((E,D)), and it
leaves E unchanged.

The time elapsing operator also operates the transformation from an open
region of [AD94] to the upper open line segment or the corner-point region
of [AD94], given in the algorithm Algorithm 15 as TE=. Given an open–p–
PDBM satisfying condition 5b (E,D) where Ex = k, TE ((E,D)) defines a new
open–p–PDBM satisfying condition 5a by

1. setting Dx,0 := D0,x := (0,≤) (intuitively both became (1,≤)) and Ex =
k + 1 (if Ex ≤ K + 1), as x is now in the upper border ;

2. updating the upper and lower bounds of all other clocks i: Di,0 := Di,x +
(1,≤) and D0,i := Dx,i + (−1,≤);

3. updating the new difference between fractional parts with all other clocks i,
which is the range of values i can currently take (as in the update operator):
Dx,i := D0,i and Di,x := Di,0.

Although we perform some additions such as Dj,i + (1, <), we do not create
new expressions that are not in PLT . In fact, this addition is performed on
a negative term (e. g., frac(p)− 1), as xi is a clock with the largest fractional
part and adding 1 transforms it into another term of PLT . The intuition is
similar when performing additions such as Di,j + (−1,≤): as xi is a clock with
the largest fractional part, di,j is a positive term. The canonical form is also
preserved by the last setting operations of the algorithm, as in the update
operator. Therefore TE ((E,D)) is a p–PDBM.

Algorithm 3: TE=((E,D)): set upper and lower bound of
all frac(xi) ∈ LFPRp

(D) to 1

1 pick xi ∈ LFPRp
(D)

2 for j from 1 to H do
3 if j ∈ LFPRp(D) then
4 Dj,0 := (0,≤)
5 D0,j := (0,≤)
6 Ej := Ej + 1

7 else
8 Dj,0 := Dj,i + (1,≤)
9 D0,j := Di,j + (−1,≤)

10 end

11 end
12 for j from 1 to H do
13 Dj,i := Dj,0

14 Di,j := D0,j

15 end

TE= is applied to open–p–PDBMs respecting condition 5b and sets Dx,0 :=
(0,≤) and D0,x := (0,≤) for all x ∈ LFPRp

(D). Then, for all clocks xj ∈
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H \ LFPRp
(D) sets D0,j := (−1,≤) + Di,j and Dj,0 := Dj,i + (1,≤); it gives

the range of clock valuations when frac(x) reaches 1, and increments Ex, for
x ∈ LFPRp

(D) if Ex is not greater that K+ 1. It then sets, regardless of whether
xj ∈ LFPRp(D) Di,j := D0,j and Dj,i := Dj,0. Finally, for x ∈ LFPRp(D) it sets
Ex := Ex + 1. The obtained result is denoted by TE=((E,D)).

Definition 16 (time elapsing in a p–PDBM). Let Rp be a parameter re-
gion and (E,D) ∈ p–PDBM�(Rp) ∪ p–PDBM�(Rp). We define (E′, D′) =
TE ((E,D)) as applying either TE< if (E,D) respects condition 5a or (E,D) ∈
p–PDBM�(Rp), or TE= if (E,D) respects condition 5b.

Lemma 11 (stability under time elapsing). Let Rp be a parameter region.
Let (E,D) ∈ p–PDBM(Rp). Then TE ((E,D)) ∈ p–PDBM(Rp).

Proof. We prove our lemma for the two types of open–p–PDBMs and for point–
p–PDBMs, and split this proof in three lemmas.

4.4.3.1 Definition 12 type (5a) to (5b)

Lemma 12 (modification of an open–p–PDBM respecting condition 5a un-
der TE<). Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp) respect-
ing condition 5a, then TE<((E,D)) ∈ p–PDBM�(Rp) respecting condition 5b.

Proof of Lemma 12. Suppose (E,D) ∈ p–PDBM�(Rp) respects condition (5a)
of Definition 12, i. e., we have at least an x s.t. Dx,0 = D0,x = (0,≤). Since,
in Rp, we know which parameters have the largest fractional part, we can
determine LFPRp

(D) from Lemma 10. If more than one clock belong to LFPRp
(D)

then their valuations have the same fractional part. Indeed, from Definition 15
if xi, xj ∈ LFPRp

(D) then both (0,≤) ≤ Di,j and (0,≤) ≤ Dj,i are valid for Rp,
and from Definition 12 (2) we must have Di,j = Dj,i = (0,≤)(?).

Let v ∈ Rp. Assume xi ∈ LFPRp(D) and w ∈ (E, v(D)), by letting time
elapse, frac(w(xi)) is the first that might reach 1. Moreover, for all xj ∈
X \ LFPRp

(D), frac(w(xj)) cannot reach 1 before frac(w(xi)). We are going
to construct a new (E′, D′) = TE<((E,D)), which will be an open–p–PDBM
respecting condition 5b of Definition 12. While detailing the procedure of TE<,
we are going to prove that Definition 12 (1) and (2) hold for (E′, D′). Further
we will prove that (4) and (5b) also hold.

proof that Definition 12 (1) holds According to the definition of TE<

(Algorithm 9), the first step is to set a new upper bound

D′i,0 = (1, <) for all xi ∈ LFPRp
(D)

and obviously (0,≤) ≤ D′i,0 ≤ (1,≤) is valid for Rp. Then we set new upper
bounds for all other clock xj ∈ X \ LFPRp

(D) by setting

D′j,0 = Dj,i + (1, <).

Indeed, Dj,i is the constraint on the lower bound of frac(w(xj))− frac(w(xi))
and since the upper bound of xi has increased, this gives the new upper bound
of xj . Note that since xi ∈ LFPRp

(D), from Definition 15 and Definition 12 (2)
we have that −1 ≤ Dj,i ≤ 0 is valid for Rp for all clock xj . Precisely, dj,i ∈
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{0,−p1, p2 − p1, p1 − 1− p2, p1 − 1} for some p1, p2 ∈ P where p2 ≤ p1 is valid
for Rp. Hence as dj,i + 1 ∈ {1, 1 − p1, p2 + 1 − p1, p1 − p2, p1}, we have that
d′j,0 ∈ PLT , /ji′ = /ji ⊕< = < so (0,≤) ≤ D′j,0 ≤ (1, <) is valid for Rp.

Note that we cannot have (dj,i, /ji) = (−1, <) because even if (di,j , /ij) =
(1, <), since (E,D) ∈ p–PDBM�(Rp) we do not have have 0 ≤ Dj,i + Di,j is
valid for Rp from Definition 12 (4) and Lemma 3.

Secondary we set for all clock x regardless of whether they are in LFPRp
(D)

D′0,x = D0,x + (0, <).

Since some time elapsed, lower bounds of all clocks are increased. Moreover,
as (−1, <) ≤ D0,x ≤ (0,≤) is valid for Rp from Definition 12 (1), (−1,≤) ≤
D′0,x ≤ (0,≤) is also valid for Rp.

Therefore, Definition 12 (1) holds.

proof that Definition 12 (2) holds Third we set for all clocks x, y regardless
of whether they are in LFPRp

(D)

D′x,y = Dx,y

so as Definition 12 (2) holds in (E,D), it still does. More intuitively since no
fractional part has reached 1, constraints on differences of clocks and integer
parts remain unchanged.

proof that Definition 12 (3) holds For all xi:

• if xi ∈ LFPRp
(D), D′i,0 = (1, <), D′0,i = D0,i + (0, <) hence d′i,0 6= d′0,i

and /i0′/0i′ = <, condition Definition 12 (3) holds;

• if xi ∈ X \ LFPRp
(D), x ∈ LFPRp

(D), D′i,0 = Di,x + (1, <), D′0,i =
D0,i+(0, <) hence as (0,≤) ≤ D′i,0 is valid for Rp and D′0,i ≤ (0,≤) is valid
for Rp, we have d′i,0 6= d′0,i and /i0′/0i′ = < and condition Definition 12 (3)
holds.

For all xi, xj :

• if xi, xj ∈ X \ LFPRp
(D), D′i,j = Di,j and D′j,i = Dj,i, condition Defini-

tion 12 (3) holds as it holds for Di,j and Dj,i.

• if xi ∈ X \ LFPRp
(D), xj ∈ LFPRp

(D), D′i,0 = Di,j + (1, <), D′0,i =
D0,i + (0, <) hence as (0,≤) ≤ D′i,0 is valid for Rp and D′0,i ≤ (0,≤) is
valid for Rp, we have d′i,0 6= d′0,i and /i0′/0i′ = <, condition Definition 12 (3)
holds. The case xj ∈ X \ LFPRp

(D), xi ∈ LFPRp
(D) is treated similarly.

• if xi, xj ∈ LFPRp
(D), D′i,j = D′j,i = (0,≤), hence d′i,j = −d′j,i = 0

and /ij′/ji′ =≤ and condition Definition 12 (3) holds.

proof that Definition 12 (4) holds Now we prove that Definition 12 (4)
holds, i. e., for all clocks xi, xj , xk, valid conditions such as D′i,j ≤ D′i,k +D′k,j
remain valid in Rp. Indeed, when time elapses, all clocks have the same behavior,
hence the difference between two clocks does not change without an update.
Precisely, for all clocks xi, xj , xk, are valid for Rp:
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1. if xi, xj , xk ∈ X \ LFPRp
(D): let x ∈ LFPRp

(D) and

• if i, j, k are different from 0, we have D′i,k = Di,k, D′i,j = Di,j

andD′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4),
we know that Di,k ≤ Di,j + Dj,k is valid for Rp; therefore, D′i,k ≤
D′i,j +D′j,k is valid for Rp.

• if i, j are different from 0, k = 0, we have D′i,0 = Di,x + (1, <),
D′i,j = Di,j and D′j,0 = Dj,x + (1, <); since (E,D) ∈ p–PDBM�(Rp)
from Definition 12 (4), we know that Di,x ≤ Di,j + Dj,x is valid
for Rp; then Di,x + (1, <) ≤ Di,j +Dj,x + (1, <) is valid for Rp from
Lemma 2 and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

• if i, k are different from 0, j = 0, we have D′i,k = Di,k, D′i,0 =
Di,x + (1, <) and D′0,k = D0,k + (0, <); we claim that

Di,k ≤ Di,x + (1, <) +D0,k + (0, <) (4.5)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. Since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (1), we
know that

Dx,0 ≤ (1, <); (4.6)

moreover we have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <) (4.7)

Since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we know
that Dx,k ≤ Dx,0 + D0,k is valid for Rp; combining with (4.6) and
(4.7) we obtain

Dx,k ≤ (1, <) +D0,k + (0, <). (4.8)

Now, since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we know
that Di,k ≤ Di,x +Dx,k is valid for Rp and combining with (4.8) we
obtain (4.5) and therefore our result.

• if i is different from 0, j = k = 0, we have D′i,0 = Di,x + (1, <); from
Definition 11 (2b) we have that

Di,x + (1, <) ≤ Di,x + (1, <)

is valid for Rp. Hence from Lemma 4

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.

• if j, k are different from 0, i = 0, we have D′0,k = D0,k + (0, <),
D′0,j = D0,j+(0, <) and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp),
from Definition 12 (4) we know that D0,k ≤ D0,j+Dj,k is valid for Rp.
Moreover we have that

D0,k+(0, <) = (d0,k, <) and D0,j+(0, <)+Dj,k = (d0,j+dj,k, <)

so we have from Definition 11 (2b)

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.
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• if j is different from 0, i = k = 0, we have D′0,0 = (0,≤), D′0,j =
D0,j+(0, <) and D′j,0 = Dj,x+(1, <); since (E,D) ∈ p–PDBM�(Rp),
from Definition 12 (4) we know that D0,x ≤ D0,j+Dj,x is valid for Rp;
moreover, from Definition 11 (2b) and Lemma 2,

D0,x + (0, <) ≤ D0,j + (0, <) +Dj,x

is valid for Rp. Recall that from Lemma 3 (0,≤) ≤ D0,x + Dx,0 is
valid for Rp and since Dx,0 ≤ (1, <) from Definition 12 (1), we have

(0,≤) ≤ D0,x + (1, <)

is valid for Rp. As we have (1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <),
we obtain that

D0,x + (1, <) ≤ D0,j +Dj,x + (1, <)

is valid for Rp and therefore D′0,0 ≤ D′0,j +D′j,0 is valid for Rp.

• if k is different from 0, i = j = 0, we have D′0,k = D0,k + (0, <); From
Definition 11 (2b) and Lemma 2 we have that

D0,k + (0, <) ≤ D0,k + (0, <)

is valid for Rp. Hence from Lemma 4

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.

• if i = j = k = 0, from Definition 12 (4) and Lemma 4 we trivially
have

D′0,0 ≤ D′0,0 +D′0,0

is valid for Rp.

2. if xk ∈ LFPRp(D) and xi, xj ∈ X \ LFPRp(D): k 6= 0 and

• if i, j are different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we know
that Di,k ≤ Di,j +Dj,k; therefore, D′i,k ≤ D′i,j +D′j,k.

• if i 6= 0, j = 0, we have D′i,k = Di,k, D′i,0 = Di,k + (1, <) and D′0,k =
D0,k + (0, <); we claim that Di,k ≤ Di,k + (1, <) + D0,k + (0, <) is
valid for Rp, i. e.,

(0,≤) ≤ (1, <) +D0,k + (0, <) (4.9)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <). (4.10)

Since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that (0,≤) ≤ D0,k +Dk,0 is valid for Rp and from Definition 12 (1)
that Dk,0 ≤ (1, <) is valid for Rp; combining with (4.9) and (4.10)
we obtain our result.
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• if i = 0, j 6= 0, we have D′0,k = D0,k+(0, <), D′0,j = D0,j +(0, <) and
D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4)
we know that D0,k ≤ D0,j +Dj,k. Moreover we have that

D0,k+(0, <) = (d0,k, <) and D0,j+(0, <)+Dj,k = (d0,j+dj,k, <)

so we have from Definition 11 (2b)

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if i = j = 0, from Definition 12 (4) and Lemma 4 we trivially have

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.

3. if xj ∈ LFPRp(D) and xi, xk ∈ X \ LFPRp(D): j 6= 0 and

• if i, k are different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if i 6= 0, k = 0, we have D′i,0 = Di,j + (1, <), D′i,j = Di,j and D′j,0 =
(1, <); From Definition 11 (2b) we trivially have that Di,j + (1, <) ≤
Di,j + (1, <) is valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid
for Rp.

• if i = 0, k 6= 0, we have D′0,k = D0,k+(0, <), D′0,j = D0,j +(0, <) and
D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4)
we know that D0,k ≤ D0,j +Dj,k is valid for Rp. Moreover we have
that

D0,k+(0, <) = (d0,k, <) and D0,j+(0, <)+Dj,k = (d0,j+dj,k, <)

so we have from Definition 11 (2b) and Lemma 2

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if i = k = 0, we have D′0,0 = (0,≤), D′0,j = D0,j + (0, <) and
D′j,0 = (1, <); since (E,D) ∈ p–PDBM�(Rp), from Lemma 3 we
know that (0,≤) ≤ D0,j + Dj,0 is valid for Rp, and since from Def-
inition 12 (1) Dj,0 ≤ (1,≤) is valid for Rp, that means (0,≤) ≤
D0,j + (1, <) is valid for Rp. As we have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

we obtain that

(0,≤) ≤ D0,j + (0, <) + (1, <)

is valid for Rp and therefore D′0,0 ≤ D′0,j +D′j,0 is valid for Rp.

50



4. if xj , xk ∈ LFPRp
(D) and xi ∈ X \ LFPRp

(D): j 6= 0, k 6= 0 and

• if i is different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that Di,k ≤ Di,j +Dj,k; therefore, D′i,k ≤ D′i,j +D′j,k.

• if i = 0, we have D′0,k = D0,k + (0, <), D′0,j = D0,j + (0, <) and
D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4)
we know that D0,k ≤ D0,j +Dj,k. Moreover we have that

D0,k+(0, <) = (d0,k, <) and D0,j+(0, <)+Dj,k = (d0,j+dj,k, <)

so we have from Definition 11 (2b) and Lemma 2

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

5. if xi ∈ LFPRp
(D) and xj , xk ∈ X \ LFPRp

(D): i 6= 0 and

• if j, k are different from 0, we haveD′i,k = Di,k, D′i,j = Di,j andD′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that Di,k ≤ Di,j +Dj,k; therefore, D′i,k ≤ D′i,j +D′j,k.

• if j 6= 0, k = 0, we have D′i,0 = (1, <), D′i,j = Di,j and D′j,0 =
Dj,i + (1, <); from Definition 12 (4) and Lemma 3 we know that
(0,≤) ≤ Di,j + Dj,i is valid for Rp. Since, from Definition 11 (2b)
(1, <) ≤ (1, <) is valid for Rp, then from Lemma 2

(1, <) ≤ Di,j +Dj,i + (1, <)

is valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

• if j = 0, k 6= 0, we have D′i,k = Di,k, D′i,0 = (1, <) and D′0,k =
D0,k + (0, <); we claim that

Di,k ≤ (1, <) +D0,k + (0, <)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. Since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we
know that Di,k ≤ Di,0 +D0,k is valid for Rp; moreover, from Defini-
tion 12 (1), we know that Di,0 ≤ (1, <) is valid for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

so we obtain that

Di,k ≤ Di,0 +D0,k ≤ (1, <) +D0,k = (1, <) +D0,k + (0, <)

is valid for Rp and therefore our result.

• if i is different from 0, j = k = 0, we have D′i,0 = (1, <), D′0,0 = (0,≤);
from Definition 11 (2b) we have that

(1, <) ≤ (1, <)

is valid for Rp. Hence from Lemma 4

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.
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6. if xi, xk ∈ LFPRp
(D) and xj ∈ X \ LFPRp

(D): i 6= 0, k 6= 0 and

• if j 6= 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k = Dj,k;
since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that Di,k ≤ Di,j +Dj,k; therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if j = 0, we have D′i,k = Di,k, D′i,0 = (1, <) and D′0,k = D0,k + (0, <);
we claim that

Di,k ≤ (1, <) +D0,k + (0, <)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. Since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we
know that Di,k ≤ Di,0 +D0,k is valid for Rp; moreover, from Defini-
tion 12 (1), we know that Di,0 ≤ (1, <) is valid for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

so we obtain that

Di,k ≤ Di,0 +D0,k ≤ (1, <) +D0,k = (1, <) +D0,k + (0, <)

is valid for Rp and therefore our result.

7. if xi, xj ∈ LFPRp
(D) and xk ∈ X \ LFPRp

(D): i 6= 0, j 6= 0 and

• if k 6= 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k = Dj,k;
since (E,D) ∈ p–PDBM�(Rp), from Definition 12 (4) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if k = 0, we have D′i,0 = (1, <), D′i,j = Di,j = (0,≤) since both
xi, xj ∈ LFPRp

(D) (cf.(?)) and D′j,0 = (1, <); then (1, <) ≤ (0,≤
) + (1, <) is valid for Rp and therefore, D′i,0 ≤ D′i,j + D′j,0 is valid
for Rp.

8. if xi, xj , xk ∈ LFPRp
(D): i, j, k are different from 0, we have D′i,k = Di,k,

D′i,j = Di,j and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from
Definition 12 (4) we know that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore,
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

proof that Definition 12 (5b) holds Finally, for xi ∈ LFPRp
(D), D′i,0 =

(1, <) and for all clock j s.t. D′0,j = (0, /0j′), then we have /0j′ = <. Condition
Definition 12 (5b) is satisfied.

We denote by (E,D′) the obtained p–PDBM and (E,D′) ∈ p–PDBM�(Rp).

4.4.3.2 Definition 12 type 5b to (5a)

Lemma 13. Let (E,D) ∈ p–PDBM�(Rp); let xi ∈ LFPRp
(D), xj ∈ X \

LFPRp
(D). If (di,j , /ij) = (0, /), then / = <

Proof. Let xi ∈ LFPRp(D), xj ∈ X \ LFPRp(D). Suppose (di,j , /ij) = (0,≤).
From Definition 12 (2) we should have that (dj,i, /ji) = (0,≤) so Lemma 3 is
satisfied, and then xj ∈ LFPRp

(D).
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Lemma 14 (modification of an open–p–PDBM respecting condition 5b un-
der TE=). Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp) respect-
ing condition 5b, then TE=(E,D) ∈ p–PDBM�(Rp) respecting condition 5a.

Proof. Suppose (E,D) ∈ p–PDBM�(Rp) respects condition (5a) of Defini-
tion 12 i. e., we have at least an x s.t. Dx,0 = (1, <) and for all other j s.t.
D0,j = (0, /0j), /0j = <. First we can determine LFPRp

(D). Let x ∈ LFPRp
(D).

If more than one clock belong to LFPRp
(D) then their valuations have the

same fractional part. Indeed, from Definition 15 if xi, xj ∈ LFPRp(D) then
both (0,≤) ≤ Di,j and (0,≤) ≤ Dj,i are valid for Rp, and from Definition 12 (2)
we must have Di,j = Dj,i = (0,≤).

Let v ∈ Rp. Let xi ∈ LFPRp
(D) and w ∈ (E, v(D)). By letting time elapse,

frac(w(x)) is the first to actually reach 1. Moreover, for all xj ∈ X \ LFPRp
(D),

frac(w(xj)) cannot reach 1 before frac(w(xi)). We are going to construct a
new (E′, D′) = TE=((E,D)) which is an open–p–PDBM respecting condition 5b.
While detailing the procedure of TE=, we are going to prove that Definition 12 (1)
and (2) hold for (E′, D′). Further we will prove that (4) and (5a) also hold.

proof that Definition 12 (1) holds According to the definition of TE=

(Algorithm 15), the first step is to fix the value of frac(xi) to 0 by setting

D′i,0 = (0,≤) and D′0,i = (0,≤) for all xi ∈ LFPRp
(D).

Indeed, when frac(xi) reaches 1, in the constraints expressed by (E, v(D))
we have to increase the integer part by 1 and set the new constraints on the
fractional part to 0.

Secondary we set new upper and lower bound for all other clock xj ∈
X \ LFPRp(D)

D′0,j = Di,j + (−1,≤) and D′j,0 = Dj,i + (1,≤).

We have to force now upper and lower bounds for other clocks since we know
the interval of time that elapsed when xi reached 1.

Note that since xi ∈ LFPRp(D), xj ∈ X \ LFPRp(D) from Definition 15 we
have that (0,≤) ≤ Di,j ≤ (1, <) is valid for Rp for all clock xj . Nonetheless,
since xj ∈ X\LFPRp(D), we even have Di,j 6= (0,≤): suppose (di,j , /ij) = (0,≤):
from Definition 12 (2) we should have that (dj,i, /ji) = (0,≤) so Lemma 3 is
satisfied, and then xj ∈ LFPRp

(D). The same reasoning leads to Dj,i 6= (0,≤).
Obviously, we have Di,j 6= (0, <): suppose Di,j = (0, <), since xi ∈ LFPRp

(D)
then from Definition 15 (0,≤) ≤ Di,j should be valid for Rp, which is not from
Definition 11 (2b).

Precisely, di,j∈{1, 1−p1, p2 + 1−p1, p1−p2, p1} for any two p1, p2 ∈ P where
p2 ≤ p1 is valid for Rp. Hence as −1 + di,j∈{0,−p1, p2 − p1, p1 − 1− p2, p1 − 1},
we have that D′0,j ∈ PLT and (−1, <) ≤ D′0,j ≤ (0,≤) is valid for Rpfrom
Lemma 13.

Also note that since xi ∈ LFPRp(D), from Definition 15 and Definition 12 (2)
we have that (−1, <) ≤ Dj,i ≤ (0,≤) is valid for Rp for all clock xj . Precisely,
dj,i ∈ {0,−p1, p2 − p1, p1 − 1− p2, p1 − 1} for some p1, p2 ∈ P where p2 ≤ p1 is
valid for Rp. Hence as dj,i + 1 ∈ {1, 1− p1, p2 + 1− p1, p1− p2, p1}, we have that
d′j,0 ∈ PLT and (0,≤) ≤ D′j,0 ≤ (1, <) is valid for Rp.

Clearly Definition 12 (1) holds.
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proof that Definition 12 (2) holds Third we set for all two clocks i, j where
xi ∈ LFPRp

(D), xj ∈ X \ LFPRp
(D)

D′i,j = D′0,j and D′j,i = D′j,0,

for all two clocks xj , xk ∈ X \ LFPRp
(D)

D′j,k = Dj,k

and for all two clocks x, y ∈ LFPRp(D)

D′x,y = D′y,x = (0,≤).

Here as we have already proven above that (−1, <) ≤ D′0,j ≤ (0,≤) and (0,≤
) ≤ D′0,j ≤ (1, <) are valid for Rp, Definition 12 (2) holds.

proof that Definition 12 (3) holds For all xi:

• if xi ∈ LFPRp
(D), D′i,0 = (0,≤), D′0,i = (0,≤) hence d′i,0 = −d′0,i

and /i0′/0i′ = ≤, condition Definition 12 (3) holds;

• if xi ∈ X \ LFPRp(D), x ∈ LFPRp(D), D′i,0 = Di,x + (1,≤), D′0,i =
Dx,i + (−1,≤) as condition Definition 12 (3) holds for Di,x and Dx,i

and /ij⊕ ≤= /ij , /ji⊕ ≤= /ji, condition Definition 12 (3) holds for D′i,0
and D′0,i.

For all xi, xj :

• if xi, xj ∈ X \ LFPRp
(D), D′i,j = Di,j and D′j,i = Dj,i, condition Defini-

tion 12 (3) holds as it holds for Di,j and Dj,i.

• if xi ∈ X \ LFPRp
(D), xj ∈ LFPRp

(D), D′i,j = Di,j + (1,≤), D′j,i = Dj,i +
(−1,≤) condition Definition 12 (3) holds for Di,j and Dj,i and /ij⊕ ≤= /ij ,
/ji⊕ ≤= /ji, condition Definition 12 (3) holds for D′i,j and D′j,i. The
case xj ∈ X \ LFPRp

(D), xi ∈ LFPRp
(D) is treated similarly.

• if xi, xj ∈ LFPRp
(D), D′i,j = D′j,i = (0,≤), hence d′i,j = −d′j,i = 0

and /ij′/ji′ =≤ and condition Definition 12 (3) holds.

proof that Definition 12 (4) holds Now we prove that Definition 12 (4)
holds, i. e., for all clocks xi, xj , xk, valid conditions such as D′i,j ≤ D′i,k +D′k,j
remain valid in Rp. This is not trivial since, in this construction some clocks
have been updated. Precisely, for all clocks xi, xj , xk, are valid for Rp:

1. if xi, xj , xk ∈ X \ LFPRp(D): let x ∈ LFPRp(D) and

• if i, j, k are different from 0, we have D′i,k = Di,k, D′i,j = Di,j

and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Defini-
tion 12 (4) we know that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore,
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if i, j are different from 0, k = 0, we have D′i,0 = Di,x + (1,≤),
D′i,j = Di,j and D′j,0 = Dj,x+(1,≤); since (E,D) ∈ p–PDBM�(Rp),
from Definition 12 (4) we know that Di,x ≤ Di,j +Dj,x is valid for Rp;
then from Lemma 2 Di,x+(1,≤) ≤ Di,j +Dj,x+(1,≤) is valid for Rp
and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp .
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• if i, k are different from 0, j = 0, we have D′i,k = Di,k, D′i,0 =
Di,x + (1,≤) and D′0,k = Dx,k + (−1,≤); we claim that

Di,k ≤ Di,x + (1,≤) +Dx,k + (−1,≤) (4.11)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. We have

(1,≤) + (−1,≤) = (1 +−1,≤ ⊕ ≤) = (0,≤) (4.12)

Since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we know
that Di,k ≤ Di,x + Dx,k is valid for Rp; combining with (4.12) and
since Dx,k + (0,≤) = Dx,k, we obtain (4.11) and therefore our result.

• if i is different from 0, j = k = 0, we have D′i,0 = Di,x + (1,≤),
D′j,k = D′0,0 = (0,≤); we have from Definition 11 (2b) that

Di,x + (1,≤) ≤ Di,x + (1,≤)

is valid for Rp. Hence Lemma 4 gives that

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.

• if j, k are different from 0, i = 0, we have D′0,k = Dx,k + (−1,≤),
D′0,j = Dx,j+(−1,≤) andD′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp),
from Definition 12 (4) we know that Dx,k ≤ Dx,j+Dj,k is valid for Rp.
Moreover we have that

(−1,≤) ≤ (−1,≤)

is valid for Rp so we have from Definition 11 (2b) and Lemma 2

Dx,k + (−1,≤) ≤ Dx,j + (−1,≤) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if j is different from 0, i = k = 0, we have D′0,j = Dx,j + (−1,≤) and
D′j,0 = Dj,x + (1,≤); since (E,D) ∈ p–PDBM�(Rp), from Lemma 3
we know that (0,≤) ≤ Dx,j +Dj,x is valid for Rp; moreover, we have
that

(1,≤) + (−1,≤) = (1 +−1,≤ ⊕ ≤) = (0,≤)

and Dj,x + (0,≤) = Dj,x. Then we have from Lemma 2

(0,≤) ≤ Dx,j + (−1,≤) +Dj,x + (1,≤)

is valid for Rp and therefore D′0,0 ≤ D′0,j +D′j,0 is valid for Rp.

• if k is different from 0, i = j = 0, we have D′0,k = Dx,k + (−1,≤),
D′i,j = D′0,0 = (0,≤); we have from Definition 11 (2b) that

Dx,k + (−1,≤) ≤ Dx,k + (−1,≤)

is valid for Rp. Hence, as Dx,k + (−1,≤) + (0,≤) = Dx,k + (−1,≤)
we have

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.
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• if i = j = k = 0, we trivially have from Definition 12 (4) and Lemma 4

D′0,0 ≤ D′0,0 +D′0,0

is valid for Rp.

2. if xk ∈ LFPRp
(D) and xi, xj ∈ X \ LFPRp

(D): k 6= 0 and

• if i, j are different from 0, we have D′i,k = D′i,0 = Di,k +(1,≤), D′i,j =
Di,j and D′j,k = D′j,0 = Dj,k+(1,≤); since (E,D) ∈ p–PDBM�(Rp),
from Definition 12 (4) we know that Di,k ≤ Di,j +Dj,k is valid for Rp;
moreover, since we have (1,≤) ≤ (1,≤) is valid for Rp then from
Lemma 2

Di,k + (1,≤) ≤ Di,j +Dj,k + (1,≤)

is valid for Rp, therefore we have D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if i 6= 0, j = 0, we have D′i,k = D′i,0 = Di,k+(1,≤), D′i,0 = Di,k+(1,≤)
and D′0,k = (0,≤); clearly

(1,≤) ≤ (1,≤) + (0,≤)

and
Di,k ≤ Di,k

are valid for Rp, then from Lemma 2 we obtain D′i,k ≤ D′i,0 +D′0,k is
valid for Rp.

• if i = 0, j 6= 0, we have D′0,k = (0,≤), D′0,j = Dk,j + (−1,≤) and
D′j,k = D′j,0 = Dj,k + (1,≤); since (E,D) ∈ p–PDBM�(Rp), from
Lemma 3 we know that (0,≤) ≤ Dk,j +Dj,k is valid for Rp. Moreover
we have that

(1,≤) + (−1,≤) = (1 +−1,≤ ⊕ ≤) = (0,≤)

so we have from Lemma 2

(0,≤) ≤ Dk,j +Dj,k + (0,≤)

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if i = j = 0, we trivially have from Definition 12 (4) and Lemma 4

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.

3. if xj ∈ LFPRp(D) and xi, xk ∈ X \ LFPRp(D): j 6= 0 and

• if i, k are different from 0, we have D′i,k = Di,k, D′i,j = D′i,0 =
Di,j + (1,≤) and D′j,k = D′0,k = Dj,k + (−1,≤); since (E,D) ∈
p–PDBM�(Rp), from Definition 12 (4) we know that Di,k ≤ Di,j +
Dj,k is valid for Rp; moreover, since we have

(1,≤) + (−1,≤) = (1 + (−1),≤ ⊕ ≤) = (0,≤)

then as Di,j +Dj,k + (0,≤) = Di,j +Dj,k, clearly D′i,k ≤ D′i,j +D′j,k
is valid for Rp.
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• if i 6= 0, k = 0, we have D′i,0 = Di,j+(1,≤), D′i,j = D′i,0 = Di,j+(1,≤)
and D′j,0 = (0,≤); From Definition 11 (2b) we trivially have that
Di,j + (1,≤) ≤ Di,j + (1,≤) is valid for Rp and therefore, D′i,0 ≤
D′i,j +D′j,0 is valid for Rp.

• if i = 0, k 6= 0, we have D′0,k = Dj,k + (−1,≤), D′0,j = (0,≤) and
D′j,k = D′0,k = Dj,k + (−1,≤); since (E,D) ∈ p–PDBM�(Rp), from
Definition 12 (4) we know that D0,k ≤ D0,j + Dj,k is valid for Rp.
From Definition 11 (2b) we trivially have that Dj,k + (−1,≤) ≤
Dj,k + (−1,≤) is valid for Rp. As (−1,≤) + (0,≤) = (−1,≤), we have
D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if i = k = 0, we have D′0,j = (0,≤) and D′j,0 = (0,≤); As we have

(0,≤) + (0,≤) = (0,≤)

we clearly have that D′0,0 ≤ D′0,j +D′j,0 is valid for Rp.

4. if xj , xk ∈ LFPRp
(D) and xi ∈ X \ LFPRp

(D): j 6= 0, k 6= 0 and

• if i is different from 0, we have D′i,k = D′i,0 = Di,k + (−1,≤), D′i,j =
D′i,0 = Di,k + (−1,≤) and D′j,k = (0,≤); we have that (−1,≤) + (0,≤
) = (−1,≤) and

Di,k + (−1,≤) ≤ Di,k + (−1,≤)

holds from Definition 11 (2b). Therefore, D′i,k ≤ D′i,j +D′j,k.

• if i = 0, we have D′0,k = (0,≤), D′0,j = (0,≤) and D′j,k = (0,≤);
since (E,D) ∈ p–PDBM�(Rp) from Definition 12 (4), we know
that D0,k ≤ D0,j +Dj,k. As we have

(0,≤) + (0,≤) = (0,≤)

we clearly have that D′0,k ≤ D′0,j +D′j,k is valid for Rp.

5. if xi ∈ LFPRp
(D) and xj , xk ∈ X \ LFPRp

(D): i 6= 0 and

• if j, k are different from 0, we have D′i,k = D′0,k = Di,k + (−1,≤),
D′i,j = D′0,j = Di,j + (−1,≤) and D′j,k = Dj,k; since (E,D) ∈
p–PDBM�(Rp), from Definition 12 (4) we know that Di,k ≤ Di,j +
Dj,k is valid for Rp; moreover, since we have

(−1,≤) ≤ (−1,≤)

is valid for Rp then from Lemma 2 we have D′i,k ≤ D′i,j +D′j,k is valid
for Rp.

• if j 6= 0, k = 0, we have D′i,0 = (0,≤), D′i,j = D′0,j = Di,j + (−1,≤)
and D′j,0 = Dj,i + (1,≤); from Lemma 3 we know that (0,≤) ≤
Di,j +Dj,i is valid for Rp. Moreover, we have

(1,≤) + (−1,≤) = (1 + (−1),≤ ⊕ ≤) = (0,≤)

then
(0,≤) ≤ Di,j +Dj,i + (0,≤)

is valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.
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• if j = 0, k 6= 0, we have D′i,k = Di,k, D′i,0 = (1,≤) and D′0,k =
Di,k + (−1,≤); we have that

(1,≤) + (−1,≤) = (1 + (−1),≤ ⊕ ≤) = (0,≤)

and from Definition 11 (2b) that

Di,k ≤ Di,k + (0,≤)

is valid for Rp, which gives us our result.

• if i is different from 0, j = k = 0, we have D′i,0 = (0,≤), D′j,k =
D′0,0 = (0,≤); we have from Definition 11 (2b) that

(0,≤) ≤ (0,≤)

is valid for Rp. Hence

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.

6. if xi, xk ∈ LFPRp
(D) and xj ∈ X \ LFPRp

(D): i 6= 0, k 6= 0 and

• if j 6= 0, we have D′i,k = (0,≤), D′i,j = D′0,j = Di,j + (−1,≤)
and D′j,k = D′j,0 = Dj,i + (1,≤); since (E,D) ∈ p–PDBM�(Rp),
from Lemma 3 we know that (0,≤) ≤ Di,j +Dj,i is valid for Rp; we
have

(1,≤) + (−1,≤) = (1 + (−1),≤ ⊕ ≤) = (0,≤)

and therefore from Lemma 2, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if j = 0, we have D′i,k = (0,≤), D′i,0 = (0,≤) and D′0,k = (0,≤); we
have that (0,≤) + (0,≤) = (0,≤) and from Definition 11 (2b)

(0,≤) ≤ (0,≤)

is valid for Rp. Therefore we obtain our result.

7. if xi, xj ∈ LFPRp
(D) and xk ∈ X \ LFPRp

(D): i 6= 0, j 6= 0 and

• if k 6= 0, we have D′i,k = D′0,k = Di,k + (−1,≤), D′i,j = (0,≤)
and D′j,k = D′0,k = Di,k + (−1,≤); we have that

Di,k ≤ Di,k

is valid for Rp and from Lemma 2

(−1,≤) ≤ (−1,≤)

is valid for Rp. Therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if k = 0, we have D′i,0 = (0,≤), D′i,j = (0,≤) and D′j,0 = (0,≤); we
have that (0,≤) + (0,≤) = (0,≤) and from Definition 11 (2b)

(0,≤) ≤ (0,≤)

is valid for Rp: therefore D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

8. if xi, xj , xk ∈ LFPRp
(D): i, j, k are different from 0, we have D′i,k = (0,≤),

D′i,j = (0,≤) and D′j,k = (0,≤); we have that (0,≤) + (0,≤) = (0,≤) and
from Definition 11 (2b)

(0,≤) ≤ (0,≤)

is valid for Rp: therefore, D′i,k ≤ D′i,j +D′j,k is valid for Rp.

58



proof that Definition 12 (5a) holds Finally, there is at least one clock xi ∈
LFPRp

(D) s.t. D0,i = Di,0 = (0,≤). Hence condition Definition 12 (5a) holds.
Finally, we set E′i = Ei+1 if xi ∈ LFPRp

(D) and E′j = Ej if xj ∈ X\LFPRp
(D)

We denote by (E,D′) the obtained p–PDBM and (E′, D′) ∈ p–PDBM�(Rp).

4.4.3.3 Definition 13 to Definition 12 type (5a)

Lemma 15 (p–PDBM�(Rp) becomes p–PDBM�(Rp) after TE<). Let Rp
be a parameter region and (E,D) ∈ p–PDBM�(Rp), then TE<

(
(E,D)

)
∈

p–PDBM�(Rp) respecting condition 5b.

Proof. Suppose (E,D) ∈ p–PDBM�(Rp). Since, in Rp, we know which pa-
rameters have the largest fractional part, we can determine LFPRp(D) from
Lemma 10. If more than one clock belong to LFPRp

(D) then their valuations
have the same fractional part.

Indeed, from Definition 15 if xi, xj ∈ LFPRp
(D) then both (0,≤) ≤ Di,j and

(0,≤) ≤ Dj,i are valid for Rp, and from Definition 12 (2) we must have Di,j =
Dj,i = (0,≤).

Let v ∈ Rp. Let xi ∈ LFPRp(D) and w ∈ (E, v(D)). By letting time elapse,
frac(w(xi)) is the first that might reach 1. Moreover, for all xj ∈ X \ LFPRp

(D),
frac(w(xj)) cannot reach 1 before frac(w(xi)). We are going to construct a
new (E′, D′) = TE<(E,D)) which is an open–p–PDBM respecting condition 5b.
While detailing the procedure of TE<, we are going to prove that Definition 12 (1)
and (2) hold for (E′, D′). Further we will prove that (4) and (5b) also hold.

proof that Definition 12 (1) holds According to the definition of TE<

(Algorithm 9), the first step is to set a new upper bound

D′i,0 = (1, <) for all xi ∈ LFPRp
(D)

and obviously (0,≤) ≤ D′i,0 ≤ (1, <) is valid for Rp. Then we set new upper
bounds for all other clock xj ∈ X \ LFPRp

(D) by setting

D′j,0 = Dj,i + (1, <).

Indeed, Dj,i is the constraint on the lower bound of w(xj)− w(xi) and since
the upper bound of xi has increased, this gives the new upper bound of xj .
Note that since xi ∈ LFPRp(D), from Definition 15 we have for all clock xj
that (−1, <) ≤ Dj,i ≤ (0,≤) is valid for Rp. Precisely, dj,i ∈ {0,−p1, p2 −
p1, p1 − 1 − p2, p1 − 1} for some p1, p2 ∈ P where p2 ≤ p1 is valid for Rp.
Hence as dj,i + 1 ∈ {1, 1 − p1, p2 + 1 − p1, p1 − p2, p1}, we have that d′j,0 ∈
PLT , /j0′ = /j0′ ⊕ < = < and (0,≤) ≤ D′j,0 ≤ (1, <) is valid for Rp. Note
that we cannot have (dj,i, /ji) = (−1, <) because even if (di,j , /ij) = (1, <),
since (E,D) ∈ p–PDBM�(Rp) we do not have have 0 ≤ Dj,i + Di,j is valid
for Rp from Definition 12 (4) and Lemma 3.

Secondary we set for all clock x regardless of whether they are in LFPRp
(D)

D′0,x = D0,x + (0, <).

Since some time elapsed, lower bounds of all clocks are increased. Moreover,
from Definition 13 (1) as (−1, <) ≤ D0,x ≤ (0,≤) is valid for Rp, (−1, <) ≤
D′0,x ≤ (0,≤) is also valid for Rp.
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proof that Definition 12 (2) holds Third we set for all clocks x, y regardless
of whether they are in LFPRp

(D)

D′x,y = Dx,y

since no fractional part has reached 1, constraints on differences of clocks and
integer parts remain unchanged. As it is the case in (E,D), Definition 12 (2)
holds.

proof that Definition 12 (3) holds For all xi:

• if xi ∈ LFPRp
(D), D′i,0 = (1, <), D′0,i = D0,i + (0, <) hence d′i,0 6= d′0,i

and /i0′/0i′ = <, condition Definition 12 (3) holds;

• if xi ∈ X \ LFPRp
(D), x ∈ LFPRp

(D), D′i,0 = Di,x + (1, <), D′0,i =
D0,i+(0, <) hence as (0,≤) ≤ D′i,0 is valid for Rp and D′0,i ≤ (0,≤) is valid
for Rp, we have d′i,0 6= d′0,i and /i0′/0i′ = < and condition Definition 12 (3)
holds.

For all xi, xj :

• if xi, xj ∈ X \ LFPRp
(D), D′i,j = Di,j and D′j,i = Dj,i, condition Defini-

tion 12 (3) holds as it holds for Di,j and Dj,i.

• if xi ∈ X \ LFPRp
(D), xj ∈ LFPRp

(D), D′i,0 = Di,j + (1, <), D′0,i =
D0,i + (0, <) hence as (0,≤) ≤ D′i,0 is valid for Rp and D′0,i ≤ (0,≤) is
valid for Rp, we have d′i,0 6= d′0,i and /i0′/0i′ = <, condition Definition 12 (3)
holds. The case xj ∈ X \ LFPRp

(D), xi ∈ LFPRp
(D) is treated similarly.

• if xi, xj ∈ LFPRp
(D), D′i,j = D′j,i = (0,≤), hence d′i,j = −d′j,i = 0

and /ij′/ji′ =≤ and condition Definition 12 (3) holds.

proof that Definition 12 (4) holds Now we prove that Definition 12 (4)
holds, i. e., for all clocks xi, xj , xk valid conditions such as D′i,j ≤ D′i,k +D′k,j
remain valid in Rp. Indeed, when time elapses, all clocks have the same behavior,
hence the difference between two clocks does not change without an update.
Precisely, for all clocks xi, xj , xk, are valid for Rp:

1. if xi, xj , xk ∈ X \ LFPRp
(D): let x ∈ LFPRp

(D) and

• if i, j, k are different from 0, we have D′i,k = Di,k, D′i,j = Di,j

and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp) from Definition 13
(2), we know that Di,k ≤ Di,j + Dj,k is valid for Rp; therefore,
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

• if i, j are different from 0, k = 0, we have D′i,0 = Di,x + (1, <),
D′i,j = Di,j and D′j,0 = Dj,x+(1, <); since (E,D) ∈ p–PDBM�(Rp),
from Definition 13 (2) we know that Di,x ≤ Di,j +Dj,x is valid for Rp;
then from Lemma 2 Di,x+(1, <) ≤ Di,j +Dj,x+(1, <) is valid for Rp
and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

• if i, k are different from 0, j = 0, we have D′i,k = Di,k, D′i,0 =
Di,x + (1, <) and D′0,k = D0,k + (0, <); we claim that

Di,k ≤ Di,x + (1, <) +D0,k + (0, <) (4.13)
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is valid for Rp, which is equivalent to D′i,k ≤ D′i,0 + D′0,k is valid
for Rp. Since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (1) we
know that

Dx,0 ≤ (1, <) (4.14)

is valid for Rp; moreover we have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <). (4.15)

Since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Dx,k ≤ Dx,0 + D0,k is valid for Rp; combining with (4.14)
and (4.15) we obtain Dx,k ≤ (1, <) + D0,k + (0, <) is valid for Rp.
As Di,x ≤ Di,x is valid for Rp, using Lemma 2 we obtain

Di,x +Dx,k ≤ Di,x + (1, <) +D0,k + (0, <) (4.16)

is valid for Rp. Now, since (E,D) ∈ p–PDBM�(Rp), from Defini-
tion 13 (2) we know that Di,k ≤ Di,x + Dx,k is valid for Rp and
combining with (4.16) we obtain (4.13) and therefore our result.

• if i is different from 0, j = k = 0, we have D′i,0 = Di,x + (1, <),
D′j,k = D′0,0 = (0,≤); we have from Definition 11 (2b) that

Di,x + (1, <) ≤ Di,x + (1, <)

is valid for Rp. Hence

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.

• if j, k are different from 0, i = 0, we have D′0,k = D0,k + (0, <),
D′0,j = D0,j+(0, <) and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp),
from Definition 13 (2) we know that D0,k ≤ D0,j+Dj,k is valid for Rp.
Moreover we have that

D0,k+(0, <) = (d0,k, <) and D0,j+(0, <)+Dj,k = (d0,j+dj,k, <)

so we have from Lemma 2

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.

• if j is different from 0, i = k = 0, we have D′i,k = D′0,0 = (0,≤), D′0,j =
D0,j+(0, <) and D′j,0 = Dj,x+(1, <); since (E,D) ∈ p–PDBM�(Rp),
from Definition 13 (2) we know that D0,x ≤ D0,j+Dj,x is valid for Rp;
moreover from Lemma 2,

D0,x + (0, <) ≤ D0,j + (0, <) +Dj,x

is valid for Rp. As we have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)
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we obtain from Lemma 2 that

D0,x + (1, <) ≤ D0,j +Dj,x + (1, <)

is valid for Rp. Recall that from Lemma 3 (0,≤) ≤ D0,x+Dx,0 is valid
for Rp. Since from Definition 13 (1) Dx,0 ≤ (1, <) is valid for Rp,
we have (0,≤) ≤ D0,x + (1, <) is valid for Rp. Therefore D′0,0 ≤
D′0,j +D′j,0 is valid for Rp.

• if k is different from 0, i = j = 0, we have D′i,k = D′j,k = D′0,k =
D0,k + (0, <), D′i,j = D′0,0 = (0,≤); we have from Definition 11 (2b)
that

D0,k + (0, <) ≤ D0,k + (0, <)

is valid for Rp. Hence from Lemma 4

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.

• if i = j = k = 0, we trivially have

D′0,0 ≤ D′0,0 +D′0,0

is valid for Rp.

2. if xk ∈ LFPRp
(D) and xi, xj ∈ X \ LFPRp

(D): k 6= 0 and

• if i, j are different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if i 6= 0, j = 0, we have D′i,k = Di,k, D′i,0 = Di,k + (1, <) and D′0,k =
D0,k + (0, <); we claim that Di,k ≤ Di,k + (1, <) +D0,k + (0, <), i. e.,

0 ≤ (1, <) +D0,k + (0, <) (4.17)

is valid for Rp, which is from Lemma 2 equivalent to D′i,k ≤ D′i,0+D′0,k
is valid for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <). (4.18)

Since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that 0 ≤ D0,k + Dk,0 is valid for Rp and from Definition 13 (1)
that Dk,0 ≤ (1, <) is valid for Rp; combining with (4.18) we obtain
(4.17) and therefore our result.

• if i = 0, j 6= 0, we have D′0,k = D0,k + (0, <), D′0,j = D0,j + (0, <)
and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13
(2) we know that D0,k ≤ D0,j + Dj,k is valid for Rp. Moreover we
have that (0, <) ≤ (0, <) is valid for Rp so we have from Lemma 2

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.
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• if i = j = 0, from Definition 13 (2) we trivially have

D′0,k ≤ D′0,0 +D′0,k

is valid for Rp.

3. if xj ∈ LFPRp(D) and xi, xk ∈ X \ LFPRp(D): j 6= 0 and

• if i, k are different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if i 6= 0, k = 0, we have D′i,0 = Di,j + (1, <), D′i,j = Di,j and D′j,0 =
(1, <); from Definition 11 (2b) we trivially have that Di,j + (1, <) ≤
Di,j + (1, <) is valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid
for Rp.

• if i = 0, k 6= 0, we have D′0,k = D0,k + (0, <), D′0,j = D0,j + (0, <)
and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13
(2) we know that D0,k ≤ D0,j + Dj,k is valid for Rp. Moreover we
have that (0, <) ≤ (0, <) is valid for Rp so we have

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

holds from Definition 11 (2b). Hence D′0,k ≤ D′0,j +D′j,k is valid for
Rp.

• if i = k = 0, we have D′0,j = D0,j + (0, <) and D′j,0 = (1, <);
since (E,D) ∈ p–PDBM�(Rp), from Lemma 3 we know that 0 ≤
D0,j + Dj,0 is valid for Rp, from Definition 13 (1) we know that
Dj,0 ≤ 1 is valid for Rp which means 0 ≤ D0,j + (1, <) is valid for Rp.
As we have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

we obtain that

(0,≤) ≤ D0,j + (0, <) + (1, <)

is valid for Rp and therefore D′0,0 ≤ D′0,j +D′j,0 is valid for Rp.

4. if xj , xk ∈ LFPRp
(D) and xi ∈ X \ LFPRp

(D): j 6= 0, k 6= 0 and

• if i is different from 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if i = 0, we have D′0,k = D0,k + (0, <), D′0,j = D0,j + (0, <) and
D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2)
we know that D0,k ≤ D0,j +Dj,k is valid for Rp. Moreover we have
that (0, <) ≤ (0, <) is valid for Rp so we have from Lemma 2

D0,k + (0, <) ≤ D0,j + (0, <) +Dj,k

is valid for Rp. Hence D′0,k ≤ D′0,j +D′j,k is valid for Rp.
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5. if xi ∈ LFPRp
(D) and xj , xk ∈ X \ LFPRp

(D): i 6= 0 and

• if j, k are different from 0, we haveD′i,k = Di,k, D′i,j = Di,j andD′j,k =
Dj,k; since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if j 6= 0, k = 0, we have D′i,0 = (1, <), D′i,j = Di,j and D′j,0 =
Dj,i + (1, <); since (E,D) ∈ p–PDBM�(Rp), from Lemma 3 we
know that 0 ≤ Di,j +Dj,i. Then from Lemma 2

(1, <) ≤ Di,j +Dj,i + (1, <)

is valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

• if j = 0, k 6= 0, we have D′i,k = Di,k, D′i,0 = (1, <) and D′0,k =
D0,k + (0, <); we claim that

Di,k ≤ (1, <) +D0,k + (0, <)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0+D′0,k is valid for Rp.
Since (E,D) ∈ p–PDBM�(Rp) from Definition 13 (2), we know
that Di,k ≤ Di,0 +D0,k is valid for Rp; moreover, from Definition 13
(1), we know that Di,0 ≤ (1, <) is valid for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

We obtain that

Di,k ≤ Di,0 +D0,k ≤ (1, <) +D0,k = (1, <) +D0,k + (0, <)

is valid for Rp and therefore our result.

• if i is different from 0, j = k = 0, we have D′i,0 = (1, <), D′j,k =
D′0,0 = (0,≤); from Definition 11 (2b) we have that

(1, <) ≤ (1, <)

is valid for Rp. Hence

D′i,0 ≤ D′i,0 +D′0,0

is valid for Rp.

6. if xi, xk ∈ LFPRp(D) and xj ∈ X \ LFPRp(D): i 6= 0, k 6= 0 and

• if j 6= 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k = Dj,k;
since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2) we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if j = 0, we have D′i,k = Di,k, D′i,0 = (1, <) and D′0,k = D0,k + (0, <);
we claim that

Di,k ≤ (1, <) +D0,k + (0, <)

is valid for Rp, which is equivalent to D′i,k ≤ D′i,0+D′0,k is valid for Rp.
Since (E,D) ∈ p–PDBM�(Rp) from Definition 13 (2), we know
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that Di,k ≤ Di,0 +D0,k is valid for Rp; moreover, from Definition 13
(1), we know that Di,0 ≤ (1, <) is valid for Rp. We have

(1, <) + (0, <) = (1 + 0, < ⊕ <) = (1, <)

We obtain that

Di,k ≤ Di,0 +D0,k ≤ (1, <) +D0,k = (1, <) +D0,k + (0, <)

is valid for Rp and therefore our result.

7. if xi, xj ∈ LFPRp(D) and xk ∈ X \ LFPRp(D): i 6= 0, j 6= 0 and

• if k 6= 0, we have D′i,k = Di,k, D′i,j = Di,j and D′j,k = Dj,k;
since (E,D) ∈ p–PDBM�(Rp), from Definition 13 (2), we know
that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore, D′i,k ≤ D′i,j +D′j,k
is valid for Rp.

• if k = 0, since both xi, xj ∈ LFPRp(D) we have D′i,j = Di,j = (0,≤),
D′i,0 = (1, <) and D′j,0 = (1, <); trivially (1, <) ≤ (0,≤) + (1, <) is
valid for Rp and therefore, D′i,0 ≤ D′i,j +D′j,0 is valid for Rp.

8. if xi, xj , xk ∈ LFPRp
(D): i, j, k are different from 0, we have D′i,k = Di,k,

D′i,j = Di,j and D′j,k = Dj,k; since (E,D) ∈ p–PDBM�(Rp), from
Definition 13 (2) we know that Di,k ≤ Di,j +Dj,k is valid for Rp; therefore,
D′i,k ≤ D′i,j +D′j,k is valid for Rp.

proof that Definition 12 (5b) holds Finally, for xi ∈ LFPRp(D), D′i,0 =
(1, <) and for all clock j s.t. D′0,j = (0, /), then we have / = <. Condition
Definition 12 (5b) is satisfied.

We set E′ = E and denote by (E,D′) the obtained p–PDBM, which is
(E,D′) ∈ p–PDBM�(Rp).

Note that, by Lemma 11 (E′, D′) is a p–PDBM. open–p–PDBMs are stable
under TE< and TE=, switching the condition they respect (5a, 5b). Applying
TE< on a point–p–PDBM transforms it into an open–p–PDBM.

The following proposition proves that time elapsing behaves as we expect.

Proposition 3 (semantics of p–PDBM under TE ). Let Rp be a parameter region
and (E,D) ∈ p–PDBM(Rp). Let v ∈ Rp. There exists w′ ∈ TE ((E, v(D))) iff
there exist w ∈ (E, v(D)) and a delay δ s.t. w′ = w + δ.

Proof. Note that this proof is inspired by [HRSV02, Proof of Lemma 3.13]

Lemma 16. Let (E,D) ∈ p–PDBM�(Rp). If (E,D) satisfies condition Def-
inition 12 (5b) it has been obtained after applying Algorithm 9 on another
open–p–PDBM satisfying condition Definition 12 (5a) or a point–p–PDBM.

Let (E,D) ∈ p–PDBM�(Rp). If (E,D) satisfies condition Definition 12 (5a)
it has been obtained after applying Algorithm 15 on another open–p–PDBM
satisfying condition Definition 12 (5b) or after a non-parametric update applied
on another open–p–PDBM or a point–p–PDBM.
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Proof. Let (E,D) ∈ p–PDBM�(Rp) and suppose (E,D) satisfies condition
Definition 12 (5b). Since for all y, if d0,y = 0 we have /0y = <, from Lemma 6
and Lemma 7 it cannot be the result of a non-parametric update where there
is at least a clock x update and Dx,0 = D0,x = (0,≤). From Lemma 14 it
cannot be the result of Algorithm 15, as there must be at least a clock x s.t.
Dx,0 = D0,x = (0,≤). Then it is the result either from Lemma 12 of Algorithm 9
applied on an open–p–PDBM satisfying condition Definition 12 (5a), or from
Lemma 15 of Algorithm 9 applied on a point–p–PDBM.

Let (E,D) ∈ p–PDBM�(Rp) and suppose (E,D) satisfies condition Def-
inition 12 (5a). Since there is at least a clock y s.t. Dy,0 = D0,y = (0,≤),
from Lemma 12 and Lemma 15 it cannot be the result of Algorithm 9, as for
all x, if d0,x = 0 we must have /ox = <. Then it is the result of either from
Lemma 14 of Algorithm 15 applied on an open–p–PDBM satisfying condition
Definition 12 (5b) or from Lemma 6 and Lemma 7 of Algorithm 1 applied on an
open–p–PDBM or a point–p–PDBM.

Let Rp be a parameter region and (E,D) ∈ p–PDBM(Rp). We have to con-
sider two different cases: (E,D) ∈ p–PDBM�(Rp) and (E,D) ∈ p–PDBM�(Rp).

Lemma 17. Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Let
v ∈ Rp. There is w′ ∈ TE ((E, v(D))) iff there is w ∈ (E, v(D)) and a delay δ
s.t. w′ = w + δ.

Proof. Let Rp a parameter region and (E,D) ∈ p–PDBM�(Rp). Let v ∈ Rp.

=⇒ open–p–PDBM respecting Definition 12 (5a)

Let v ∈ Rp. Consider (E′, D′) = TE ((E,D)) respecting condition Def-
inition 12 (5a), i. e., suppose there is xi s.t. D′i,0 = −D′0,i = (0,≤).
Let w′ ∈ (E′, v(D′)), for this xi we have w′(xi) = 0. We need to find a
value δ s.t. w′ − δ ∈ (E, v(D)) which is equivalent to prove for all xi, xj

frac(w′(xj))− δ − frac(w′(xi)) + δ /ji v(dj,i)

and
frac(w′(xi))− δ − frac(w′(xj)) + δ /ij v(di,j)

and

−frac(w′(xj)) + δ /0j v(d0,j) and frac(w′(xj))− δ /j0 v(dj,0).

In this proof we are going to define a δ which is different from 0, and give
it an upper bound in order to show that constraints in (E,D) are satisfied
while going backward of δ units of time from w′.

First we will prove that for all clock j, its constraints of lower bound D0,j

and upper bound Dj,0 are satisfied. Second we will prove that for all i,
bounds on their difference Di,j and Dj,i are also satisfied.

We want to show that we have to go a little backward in time from w′

to ensure the upper bounds Dj,0 of (E,D) hold. For this purpose, we are
going to prove that for all xj

Dj,0 ≤ D′j,0
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is valid for Rp. Intuitively this means upper bounds of clocks in (E′, D′)
are greater than in (E,D), which is consistent as time is elapsing.

As (E′, D′) respects Definition 12 (5a) and precisely (E′, D′) = TE=((E,D)),
we know (E,D) is respecting condition Definition 12 (5b) from Lemma 12.
As frac(w′(xi)) = 0 it was in (E,D) a clock with the largest fractional part,
i. e., xi ∈ LFPRp

(D) and Di,0 = (1, <).

By definition of TE< (cf. Algorithm 9), in (E,D) which is the open–p–
PDBM obtained after the application of TE< on another p–PDBM (see
Lemma 16), for each xj ∈ X \ LFPRp(D), Dj,0 = Dj,i + (1, <) and for
all xj ∈ X, we have Dj,0 is of the form (dj,0, <) for some dj,0.

By definition of TE= applied to (E,D) (cf. Algorithm 15), in (E′, D′), for
each xj ∈ X \ LFPRp

(D), D′j,0 = Dj,i + (1,≤), i. e., dj,0 = d′j,0. Hence by
Definition 11 (2b) and as /j0′ is either ≤ or <, we have

(dj,0, <) = Dj,0 ≤ D′j,0 = (dj,0, /j0′)

is valid for Rp. Next we define the largest amount of time so that all upper
bounds of (E,D) are satisfied.

We claim that for all xj , frac(w′(xj))− v(dj,0) ≤ 0. Indeed, remark that
by applying Algorithm 9 then Algorithm 15, constraints on upper bounds
of clocks in (E,D) and (E′, D′) differ only by their /. As for i ∈ LFPRp(D)
and j ∈ X \ LFPRp(D) it we have Dj,0 = Dj,i + (1, <) in (E,D) and D′j,0 =
Dj,i + (1,≤) in (E′, D′), so dj,0 = d′j,0. Since for any x, its fractional part
is less or equal to its upper bound in D and therefore in D′, any difference
between a fractional part and its upper bound is either negative or null.
For all x, since frac(w′(x)) /x0′ v(d′x,0) we have frac(w′(x))− v(d′x,0) /x0′ 0.
Since v(d′x,0) = v(dx,0), frac(w′(x))− v(dx,0) /x0′ 0, therefore we have our
result.

Now we claim that we have to go at least an ε > 0 backward in time to
ensure all bounds of (E,D) are met. Let xj ∈ X \ LFPRp

(D). As

frac(w′(xj)) /j0′ v(dj,0)

we have

– either /j0′ = < and we already have frac(w′(xj)) < v(dj,0),

– or /j0′ = ≤ and for any ε > 0 we have frac(w′(xj))− ε < v(dj,0).

It is also true for each xi ∈ LFPRp(D): after applying TE< recall that we
have Di,0 = (1, <). We can take ε > 0 and define frac(w(xi)) = 1 − ε, so
we have frac(w(xi)) < v(di,0).

Now that we know we have to go a little backward in time (at least an ε > 0)
so upper bounds of (E,D) are satisfied, we are going to give an upper bound
to ε so that all lower bounds D0,j of (E,D) are also satisfied.

Let
t1 = min

x∈X
{frac(w′(x)) + v(d0,x)}

We want to prove that t1 > 0.

67



Let us prove that for all xj , D
′
0,j ≤ D0,j is valid for Rp. Recall that for

xi ∈ LFPRp
(D), we have thatDi,0 = (1, <). Moreover, from Definition 12 (4)

Di,j ≤ Di,0 +D0,j is valid for Rp, then we have

Di,j ≤ (1, <) +D0,j

is valid for Rp. Recall that after applying Algorithm 15, D′0,j = Di,j+(−1,≤
). By Definition 11 (2b) we have (−1,≤) ≤ (−1,≤). We invoke Lemma 2
which gives

Di,j + (−1,≤) ≤ (1, <) +D0,j + (−1,≤) = D0,j + (0, <) is valid for Rp.
(4.19)

As, from Definition 11 (2b) we have D0,j + (0, <) ≤ D0,j is valid for Rp, we
infer (4.19) and it gives

D′0,j ≤ D0,j is valid for Rp.

Since w′ ∈ (E′, v(D′)) we have −frac(w′(xj)) /0j′ v(d′0,j),

0 /0j′ frac(w′(xj)) + v(d′0,j).

Then we have that

0 /0j′ frac(w′(xj)) + v(d′0,j) ≤ frac(w′(xj)) + v(d0,j)

where ,

– either from Definition 11 (2a) d′0,j < d0,j ;

– or from Definition 11 (2b), d′0,j ≤ d0,j and then /0j′ = /0j = <. Indeed
as D′0,j ≤ D0,j is valid for Rp, and since (E,D) is the open–p–PDBM
obtained after the application of TE< (cf. Algorithm 9) on another
p–PDBM (see Lemma 16), we have /0j = <.

To conclude we have that for all xj either

0 /0j′ frac(w′(xj)) + v(d′0,j) < frac(w′(xj)) + v(d0,j)

or
0 < frac(w′(xj)) + v(d′0,j) ≤ frac(w′(xj)) + v(d0,j).

As t1 is by definition the minimum value of an expression frac(w′(xj)) +
v(d0,j) for a given xj , which as we just proved are all strictly positive, we
have that for all xj

0 < t1 ≤ frac(w′(xj)) + v(d0,j).

We proved that t1 > 0, so we can set δ = t1
2 (therefore δ > 0).

More intuitively δ is the value right in the middle of the least and the largest
amount of time s.t. we can go backward in time from w′ and respect all
constraints defined in (E, v(D)).

Now we are going to prove that for any clock xj , its constraints on lower
and upper bounds are satisfied, i. e.,

−v(d0,j) /0j frac(w′(xj))− δ /j0 v(dj,0).

68



First as δ < t1, we have

−frac(w′(xj))+δ < −frac(w′(xj))+t1 ≤ −frac(w′(xj))+frac(w′(xj))+v(d0,j) = v(d0,j)

which is −v(d0,j) < frac(w′(xj)) − δ. Since (E,D) is the open–p–PDBM
obtained after the application of TE< (cf. Algorithm 15) on another p–
PDBM (see Lemma 16), we have /0j = < so −v(d0,j) /0j frac(w′(xj))− δ.
Secondary as 0 < δ, we have

frac(w′(xj))−δ < frac(w)′(xj)−0 ≤ frac(w′(xj))−frac(w′(xj))+v(dj,0) = v(dj,0)

which is frac(w′(xj)) − δ < v(dj,0). Since (E,D) is the open–p–PDBM
obtained after the application of TE< (cf. Algorithm 15) on another p–
PDBM (see Lemma 16), we have /j0 = < so frac(w′(xj))− δ /j0 v(dj,0)

Now we prove that constraints defined in (E,D) on differences of clocks are
also satisfied by going back of δ units of time from w′.

Recall that in (E′, D′) we have for all clock xj ,

D′j,i = D′j,0 = Dj,i + 1 and D′i,j = D′0,j = −1 +Di,j .

In addition by definition of TE=, for xi ∈ LFPRp(D), Exi = E′xi
− 1 and

for xj ∈ X \ LFPRp
(D), Exj

= E′xj
.

We already treated the case whether i or j are 0, now suppose i, j are both
different from 0.

– if xi, xj ∈ X \ LFPRp
(D): let x ∈ LFPRp

(D) and recall that af-
ter applying Algorithm 15, D′i,j = Di,j , D

′
j,i = Dj,i; we have that

frac(w′(xj))− frac(w′(xi)) /ij′ d
′
j,i = dj,i, and therefore frac(w′(xj))−

δ − frac(w′(xi)) + δ /ji dj,i.

We also have that frac(w′(xi))− frac(w′(xj)) /ij′ d
′
i,j = di,j , therefore

frac(w′(xi))− δ − frac(w′(xj)) + δ /ij di,j ;

– if xi ∈ LFPRp
(D) and xj ∈ X \ LFPRp

(D): recall that after applying
Algorithm 15, D′j,0 = Dj,i+(1,≤), and D′0,j = Di,j+(−1,≤). Observe
that as we added ≤ which is the neutral element of the addition ⊕
between two operators /, we have /j0′ = /ji and /0j′ = /ij . Note that
as xi ∈ LFPRp

(D), in (E′, D′) we have D′0,i = (0,≤) = D′i,0 which
means frac(w′(xi)) = 0. Going backward in time of δ units of time
from w′(xi) means that frac(w(xi)) = 1− δ.
We have that

frac(w′(xj)) /j0′ v(d′j,0) = v(dj,i) + 1

hence frac(w′(xj))− 1 /ji v(dj,i) which is equivalent to

frac(w′(xj))− δ − 1 + δ /ji v(dj,i).

The same way we have

−frac(w′(xj)) /0j′ v(d′0,j) = v(di,j)− 1

hence 1− frac(w′(xj)) /ij v(di,j) which is equivalent to

1− δ − frac(w′(xj)) + δ /ij v(di,j).

69



To conclude, we define for all xj s.t. D′0,j 6= (0,≤) and D′j,0 6= (0,≤)

w(xj) = w′(xj)− δ

and for all xi s.t. D′0,i = (0,≤) = D′i,0

w(xi) = (w′(xi)− 1) + 1− δ

and clearly, w ∈ (E, v(D)).

=⇒ open–p–PDBM respecting Definition 12 (5b)

Let v ∈ Rp. Consider (E′, D′) = TE ((E,D)) respecting condition Defini-
tion 12 (5b), i. e., suppose there is at least an xi s.t. D′i,0 = (1, <) and for
all j s.t. D0,j = (0, /0j), then we have /0j = <. Let w′ ∈ (E′, v(D′)).

We need to find a value δ s.t. w′ − δ ∈ (E, v(D)) which is equivalent to
prove for all xi, xj

frac(w′(xj))− δ − frac(w′(xi)) + δ /ji v(dj,i)

and
frac(w′(xi))− δ − frac(w′(xj)) + δ /ij v(di,j)

and

−frac(w′(xj)) + δ /0j v(d0,j) and frac(w′(xj))− δ /j0 v(dj,0).

As done previously we are going to define a δ which is different from 0 so
we satisfy condition Definition 12 (5a), and show that constraints in (E,D)
are satisfied while going backward of δ units of time from w′.

We define the largest and the least amount of time so that all upper bounds
of (E,D) are satisfied. Let

t0 = max
x∈X
{0, frac(w′(x))− v(dx,0)}

and
t1 = min

x∈X
{frac(w′(x)) + v(d0,x)}.

We want to prove that t0 = t1 > 0. For this purpose, let us first show that
for all i, j we have frac(w′(xj)) − v(d′j,0) ≤ frac(w′(xi)) + v(d′0,i), which
is t0 ≤ t1.

First note that for all i, j

frac(w′(xj))− frac(w′(xi)) /ji′ v(d′j,i).

By applying TE< (Algorithm 9) to (E,D), we have that D′j,i = Dj,i, i. e.,
(di,j , /ij) = (d′i,j , /ij′), and from Definition 12 (4) we have that Dj,i ≤
Dj,0 +D0,i is valid for Rp.

Hence, we have from Definition 11 (2b) that either v(dj,i) < v(dj,0) + v(d0,i)
or v(dj,i) ≤ v(dj,0)+v(d0,i) and /ji = /j0⊕/0i or /ji = < and /j0⊕/0i = ≤.

We can then write that

frac(w′(xj))− frac(w′(xi))(/j0 ⊕ /0i)v(dj,0) + v(d0,i)
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which is equivalent to

frac(w′(xj))− v(dj,0)(/j0 ⊕ /0i)frac(w′(xi)) + v(d0,i)

so we obtain our result, as (/j0 ⊕ /0i) is either ≤ or <.

Now, recall that (E,D) respects condition Definition 12 (5a) so we have at
least an x s.t. Dx,0 = D0,x = (0,≤).

For this clock x we have that frac(w′(x)) = frac(w′(x))− v(dx,0) ≤ t0 and
that t1 ≤ frac(w′(x)) + v(d0,x) = frac(w′(x)).

Hence t0 = t1 = frac(w′(x)).

As /x0 = ≤, we have (/x0 ⊕ /0i) = /0i and (/j0 ⊕ /0x) = /j0, which gives

frac(w′(x)) = frac(w′(x))− v(dx,0) /0i frac(w′(xi)) + v(d0,i)

and

frac(w′(xj))− v(dj,0) /j0 frac(w′(x)) + v(d0,x) = frac(w′(x)).

Moreover in (E′, D′) we have that frac(w′(x)) /0x′ v(d′0,x). Since (E′, D′)
respects condition Definition 12 (5b), if D′0,x = (0, /0x′) then /0x′ = <.
Hence 0 < frac(w′(x)) and

0 < t0 = t1.

Let δ = t0 = t1. More intuitively δ is the value right in the middle of the
least and the largest amount of time s.t. we can go backward in time from
w′ and respect all constraints defined in (E, v(D)).

First we have

−frac(w′(xj))+δ ≤ −frac(w′(xj))+t1/j0−frac(w′(xj))+frac(w′(xj))+v(d0,j) = v(d0,j)

which is −v(d0,j) /j0 frac(w′(xj))− δ.
Secondary we have

frac(w′(xj))−δ ≤ frac(w)′(xj)−t0/0jfrac(w′(xj))−frac(w′(xj))+v(dj,0) = v(dj,0)

which is frac(w′(xj))− δ /0j v(dj,0).

Now we prove that constraints defined in (E,D) on differences of clocks are
also satisfied by going back of δ units of time from w′

Recall that in (E′, D′) from the definition of Algorithm 9 we have for all
clocks xi, xj ,

D′j,i = Dj,i and D′i,j = Di,j .

Since we already treated the case whether i or j are 0, now suppose i, j are
both different from 0. We have that frac(w′(xj))− frac(w′(xi))/ji′ v(d′j,i) =
v(dj,i), and therefore as /ji′ = /ji,

frac(w′(xj))− δ − frac(w′(xi)) + δ /ji v(dj,i).

We also have that frac(w′(xi))− frac(w′(xj)) /ij′ v(d′i,j) = v(di,j), therefore
as /ij′ = /ij ,

frac(w′(xi))− δ − frac(w′(xj)) + δ /ij v(di,j).
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To conclude, we define for all xj

w(xj) = w′(xj)− δ

and clearly, w ∈ (E, v(D)).

Conversely, let w ∈ (E, v(D)),

⇐= open–p–PDBM respecting Definition 12 (5b)

Suppose in (E,D) there is at least an xi s.t. Di,0 = (1, <) and for all j s.t.
D0,j = (0, /), we have / = <. Let xi be such a clock and v ∈ Rp.
Now consider (E′, D′) = TE ((E,D)). We need to find a value δ s.t.
w + δ ∈ (E′, v(D′)). which is equivalent to prove for all xi, xj

frac(w(xj)) + δ − frac(w(xi))− δ /ji′ v(d′j,i)

and
frac(w(xi)) + δ − frac(w(xj))− δ /ij′ v(d′i,j)

and

−frac(w(xj))− δ /0j′ v(d′0,j) and frac(w(xj)) + δ /j0′ v(d′j,0).

As done previously we are going to define a δ which is different from 0, and
show that constraints in (E,D) are satisfied while going forward of δ units
of time from w.

Recall that xi ∈ LFPRp
(D) and let δ = 1− frac(w(xi) which we will prove is

the exact amount of time so that all upper bounds of (E′, D′) are satisfied.
Let

t0 = max
x∈X
{−frac(w(x))− frac(v(d′0,x))}

and
t1 = min

x∈X
{frac(v(d′x,0))− frac(w(x))}.

Recall that since (E,D) respects condition Definition 12 (5b), for all j
s.t. D0,j = (0, /0j), we have /0j = <. Hence as −frac(w(xi) < v(d0,j),
frac(w(xi)) 6= 0. Using the same reasoning as before, we are going to prove
that t0 ≤ δ ≤ t1.

First we will prove that t0 ≤ δ. Consider xi ∈ LFPRp(D). For all clock xj ,
since w ∈ (E, v(D)) we have frac(w(xi))− frac(w(xj)) /ij frac(v(di,j)).

From Algorithm 15 applied to (E,D) and since xi ∈ LFPRp
(D) we obtain

in (E′, D′) that D′0,j = Di,j +(−1,≤). Clearly we have /0j′ = /ij⊕≤ = /ij .
It gives that

frac(w(xi))− frac(w(xj))− 1(/ij⊕ ≤)frac(v(di,j))− 1

which is equivalent to frac(w(xi))− frac(w(xj))− 1 /0j′ frac(v(d′0,j)) which
is equivalent to

frac(w(xi))− 1 /0j′ frac(v(d′0,j)) + frac(w(xj)).
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This gives us our first result.

Second we will prove that δ ≤ t1. Consider xi ∈ LFPRp(D). For all clock xj ,
from Definition 12 (4) we have frac(w(xj)) − frac(w(xi)) /ji frac(v(dj,i)).
We have

frac(w(xj))− frac(w(xi)) + 1 /ji frac(v(dj,i)) + 1.

From Algorithm 15 applied to (E,D) and since xi ∈ LFPRp
(D) we obtain

in (E′, D′) that D′j,0 = Dj,i + (1,≤). Clearly we have /j0′ = /ji⊕ ≤= /ji.
Then we can write that frac(w(xj))− frac(w(xi))+1/j0′ frac(v(d′j,0)) which
is equivalent to

1− frac(w(xi)) /j0′ frac(v(d′j,0))− frac(w(xj)).

This gives us our second result.

Now for all clock xj , we obtain two results. First we have

−frac(w(xj))−δ/0j′−frac(w(xj))−t1 ≤ −frac(w(xj))+frac(w(xj))+v(d′0,j) = v(d′0,j)

which is −v(d′0,j) /0j′ frac(w(xj)) + δ.

Secondary we have

frac(w(xj))+δ/j0′ frac(w(xj))+t0 ≤ frac(w(xj))−frac(w(xj))+v(d′j,0) = v(d′j,0)

which is frac(w(xj)) + δ /j0′ v(d′j,0).

Since we already treated the case whether i or j are 0, now suppose i, j are
both different from 0.

Note that if both xi, xj ∈ LFPRp(D), as frac(w(xi)) = frac(w(xj)), Di,j =
D′i,j = (0,≤) andDj,i = D′j,i = (0,≤) from Definition 15. Hence frac(w(xi))+
δ − frac(w(xj)) − δ /ij′ frac(v(d′i,j)) and frac(w(xj)) + δ − frac(w(xj)) −
δ /ji′ frac(v(d′j,i)).

The same way, if both xi, xj 6∈ LFPRp(D) we have Di,j = D′i,j and Dj,i =
D′j,i and again our result. If either xi or xj is in LFPRp

(D), the case is
similar to D′0,j or D′i,0.

Finally, we define w′ = w + δ and w′ ∈ (E′, v(D′)).

⇐= open–p–PDBM respecting Definition 12 (5a)

Suppose in (E,D) there is at least an xj s.t. Dj,0 = D0,j = (0,≤) Let v ∈
Rp, and xi ∈ LFPRp

(D).

Now consider (E′, D′) = TE ((E,D)). We need to find a value δ s.t.
w + δ ∈ (E′, v(D′)). which is equivalent to prove for all xi, xj

frac(w(xj)) + δ − frac(w(xi))− δ /ji′ v(d′j,i)

and
frac(w(xi)) + δ − frac(w(xj))− δ /ij′ v(d′i,j)

and

−frac(w(xj))− δ /0j′ v(d′0,j) and frac(w(xj)) + δ /j0′ v(d′j,0).
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As done previously we are going to define a δ which is different from 0, and
show that constraints in (E,D) are satisfied while going forward of δ units
of time from w.

Let
t0 = max

x∈X
{0,−frac(w(x))− frac(v(d′0,x))}

and
t1 = min

x∈X
{frac(v(d′x,0))− frac(w(x))}.

We want to prove that t0 ≤ t1. For this purpose, we are going to prove for
all clocks i, j that −frac(w(xj))− v(d′j,0) ≤ v(d′0,i)− frac(w(xi)).

First note that

frac(w(xj))− frac(w(xi)) /ji v(dj,i)

By definition of TE< applied to (E,D), we have that D′j,i = Dj,i, and from
Definition 12 (4) we have that D′j,i ≤ D′j,0 +D′0,i.

Hence, we have from Definition 11 (2b) that either d′j,i < d′j,0 + d′0,i or
d′j,i = d′j,0 + d′0,i and /ji′ = /j0′ ⊕ /0i′ or /ji′ = < and /j0′ ⊕ /0i′ = ≤.

We can then write that

frac(w(xj))− frac(w(xi))(/j0′ ⊕ /0i′)v(d′j,0) + v(d′0,i)

which is equivalent to

−frac(w(xi))− v(d′0,i)(/j0′ ⊕ /0i′)v(d′j,0)− frac(w(xj))

Now we prove that t0 = 0. Clearly from Definition 12 for any clock i we have
that −frac(w(xi))/0iv(d0,i) which is equivalent to −frac(w(xi))−v(d0,i)/0i0.

Hence if as (E,D) there is at least an xj s.t. Dj,0 = D0,j = (0,≤), for this
clock j we have −frac(w(xj))− v(d0,j) = 0.

By definition of TE< applied to (E,D), we have that D′0,i = D0,i + (0, <).
In order to respect the constraint −frac(w(xi)) − δ /0i′ v(d′0,i) which is,
as /0i′ =<, −frac(w(xi))−δ < v(d′0,i) and especially for j where v(d′0,j) = 0
we have to find a δ > 0.

In order to find an upper bound for δ, we are going to prove that t1 > 0.
From Definition 12 (4) we have in (E,D) that for any clocks i, j Dj,0 ≤
Dj,i+Di,0. Let xi ∈ LFPRp

(D). From Definition 12 (1), we have that Di,0 ≤
(1, <). This gives that Dj,i +Di,0 ≤ Dj,i + (1, <).

By definition of TE< applied to (E,D), we have that D′j,0 = Dj,i + (1, <).
Hence we have Dj,0 ≤ D′j,0.

Now as frac(w(xi)) /i0 v(di,0) we can write frac(w(xi)) /i0′ v(d′i,0) and
then 0 /i0′ v(d′i,0)− frac(w(xi)) where /i0′ =<, which prove our result.

We define δ = t1
2 , therefore t0 < δ < t1. Now for all clock xj , we obtain two

results. First we have

−frac(w(xj))−δ < −frac(w(xj))−t1/0j′−frac(w(xj))+frac(w(xj))+v(d′0,j) = v(d′0,j)
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which is −v(d′0,j) /0j frac(w(xj)) + δ as /0j′ = <.

Secondary we have

frac(w(xj))+δ < frac(w(xj))+t0/j0′ frac(w(xj))−frac(w(xj))+v(d′j,0) = v(d′j,0)

which is frac(w(xj)) + δ /j0 v(d′j,0) as /0j′ = <.

Now we prove that constraints defined in (E′, D′) on differences of clocks
are also satisfied by going forward of δ units of time from w

Recall that in (E′, D′) from the definition of Algorithm 9 we have for all
clock xj ,

D′j,i = Dj,i and D′i,j = Di,j .

Since we already treated the case whether i or j are 0, now suppose i, j are
both different from 0. We have that frac(w(xj))− frac(w(xi)) /ji v(dj,i) =
v(d′j,i), and therefore as /ji′ = /ji,

frac(w(xj)) + δ − frac(w(xi))− δ /ji′ v(d′j,i).

We also have that frac(w(xi))− frac(w(xj)) /ij v(di,j) = v(d′i,j), therefore
as /ij′ = /ij ,

frac(w(xi)) + δ − frac(w(xj))− δ /ij′ v(d′i,j).

Finally, we define w′ = w + δ and w′ ∈ (E′, v(D′)).

Lemma 18. Let Rp be a parameter region and (E,D) ∈ p–PDBM�(Rp). Let
v ∈ Rp. There is w′ ∈ TE ((E, v(D))) iff there is w ∈ (E, v(D)) and a delay δ
s.t. w′ = w + δ.

Proof. ⇐= p–PDBM�(Rp)

Let v ∈ Rp. Consider (E′, D′) = TE ((E,D)) respecting condition Defini-
tion 12 (5b), i. e., suppose there is at least an xi s.t. D′i,0 = (1, <) and for
all j s.t. D0,j = (0, /0j), then we have /0j = <. Let w′ ∈ (E′, v(D′)).

We need to find a value δ s.t. w′ − δ ∈ (E, v(D)) which is equivalent to
prove for all xi, xj

frac(w′(xj))− δ − frac(w′(xi)) + δ /ji v(dj,i)

and
frac(w′(xi))− δ − frac(w′(xj)) + δ /ij v(di,j)

and

−frac(w′(xj)) + δ /0j v(d0,j) and frac(w′(xj))− δ /j0 v(dj,0).

As done previously we are going to define a δ which is different from 0,
and show that constraints in (E,D) are satisfied while going backward of δ
units of time from w′.

75



We define the largest and the least amount of time so that all upper bounds
of (E,D) are satisfied. Let

t0 = max
x∈X
{0, frac(w′(x))− v(dx,0)}

and
t1 = min

x∈X
{frac(w′(x)) + v(d0,x)}.

We want to prove that t0 = t1 > 0. For this purpose, let us first show that
for all i, j we have frac(w′(xj)) − v(d′j,0) ≤ frac(w′(xi)) + v(d′0,i), which
is t0 ≤ t1.

First note that for all i, j

frac(w′(xj))− frac(w′(xi)) /ji′ v(d′j,i).

By applying TE< (Algorithm 9) to (E,D), we have that D′j,i = Dj,i, i. e.,
(di,j , /ij) = (d′i,j , /ij′), and from Definition 13 (2) we have that Dj,i ≤
Dj,0 +D0,i is valid for Rp.

Hence, we have from Definition 11 (2b) that either v(dj,i) < v(dj,0)+v(d0,i)
or v(dj,i) ≤ v(dj,0)+v(d0,i) and /ji = /j0⊕/0i or /ji = < and /j0⊕/0i = ≤.

We can then write that

frac(w′(xj))− frac(w′(xi))(/j0 ⊕ /0i)v(dj,0) + v(d0,i)

which is equivalent to

frac(w′(xj))− v(dj,0)(/j0 ⊕ /0i)frac(w′(xi)) + v(d0,i)

so we obtain our result, as (/j0 ⊕ /0i) is either ≤ or <.

Now, recall that in (E,D) for all x we have d0,x = −dx,0 and /0x = /x0.

For any clock x we have that frac(w′(x)) − v(dx,0) ≤ t0 and that t1 ≤
frac(w′(x)) + v(d0,x) = frac(w′(x))− v(dx,0).

Hence t0 = t1.

As for all x, /x0 = ≤, we have for all i, j that (/x0 ⊕ /0i) = /0i and
(/j0 ⊕ /0x) = /j0, which gives

t1 /0i frac(w′(xi)) + v(d0,i)

and
frac(w′(xj))− v(dj,0) /j0 t0.

Moreover in (E′, D′) we have that frac(w′(x))/0x′v(d′0,x). From Lemma 16, (E′, D′)
is obtained after applying Algorithm 9 and therefore /0x′ = <. Hence 0 <
frac(w′(x)) and

0 < t0 = t1.

Let δ = t0 = t1. More intuitively δ is the value right in the middle of the
least and the largest amount of time s.t. we can go backward in time from
w′ and respect all constraints defined in (E, v(D)).
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First we have

−frac(w′(xj))+δ ≤ −frac(w′(xj))+t1/j0−frac(w′(xj))+frac(w′(xj))+v(d0,j) = v(d0,j)

which is −v(d0,j) /j0 frac(w′(xj))− δ.
Secondary we have

frac(w′(xj))−δ ≤ frac(w)′(xj)−t0/0jfrac(w′(xj))−frac(w′(xj))+v(dj,0) = v(dj,0)

which is frac(w′(xj))− δ /0j v(dj,0).

Now we prove that constraints defined in (E,D) on differences of clocks
are also satisfied by going back of δ units of time from w′

Recall that in (E′, D′) from the definition of Algorithm 9 we have for all
clocks xi, xj ,

D′j,i = Dj,i and D′i,j = Di,j .

Since we already treated the case whether i or j are 0, now suppose i, j are
both different from 0. We have that frac(w′(xj))−frac(w′(xi))/ji′ v(d′j,i) =
v(dj,i), and therefore as /ji′ = /ji,

frac(w′(xj))− δ − frac(w′(xi)) + δ /ji v(dj,i).

We also have that frac(w′(xi))− frac(w′(xj))/ij′ v(d′i,j) = v(di,j), therefore
as /ij′ = /ij ,

frac(w′(xi))− δ − frac(w′(xj)) + δ /ij v(di,j).

To conclude, we define for all xj

w(xj) = w′(xj)− δ

and clearly, w ∈ (E, v(D)).

=⇒ p–PDBM�(Rp)

Assume in (E,D) ∈ p–PDBM�(Rp). Let v ∈ Rp, and xi ∈ LFPRp
(D).

Now consider (E′, D′) = TE ((E,D)). We need to find a value δ s.t.
w + δ ∈ (E′, v(D′)). which is equivalent to prove for all xi, xj

frac(w(xj)) + δ − frac(w(xi))− δ /ji′ v(d′j,i)

and
frac(w(xi)) + δ − frac(w(xj))− δ /ij′ v(d′i,j)

and

−frac(w(xj))− δ /0j′ v(d′0,j) and frac(w(xj)) + δ /j0′ v(d′j,0).

As done previously we are going to define a δ which is different from 0,
and show that constraints in (E,D) are satisfied while going forward of δ
units of time from w.

Let
t0 = max

x∈X
{0,−frac(w(x))− frac(v(d′0,x))}
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and
t1 = min

x∈X
{frac(v(d′x,0))− frac(w(x))}.

We prove that t1 ≤ t0.

for any clock i we have that Di,0 = (frac(p),≤) and Di,0 = (−frac(p),≤)
i. e., d0,i = −di,0 for some p, hence −frac(w(xi))−v(d0,i) = −frac(w(xi))+
v(di,0).

By definition of TE< applied to (E,D), we have that D′0,i = D0,i + (0, <).
In order to respect the constraint −frac(w(xi)) − δ /0i′ v(d′0,i) which is,
as /0i′ =<, −frac(w(xi))− δ < v(d′0,i), we have to find a δ > 0.

In order to find an upper bound for δ, we are going to prove that t1 >
0. From Definition 13 (2) we have in (E,D) that for any clocks i, j
Dj,0 ≤ Dj,i +Di,0. Let xi ∈ LFPRp(D). From Definition 13 (1), we have
that Di,0 ≤ (1, <). This gives that Dj,i +Di,0 ≤ Dj,i + (1, <).

By definition of TE< applied to (E,D), we have that D′j,0 = Dj,i + (1, <).
Hence we have Dj,0 ≤ D′j,0.

Now as frac(w(xi)) /i0 v(di,0) we can write frac(w(xi)) /i0′ v(d′i,0) and
then 0 /i0′ v(d′i,0)− frac(w(xi)) where /i0′ =<, which prove our result.

We define δ = t1
2 , therefore t0 < δ < t1. Now for all clock xj , we obtain

two results. First we have

−frac(w(xj))−δ < −frac(w(xj))−t1/0j′−frac(w(xj))+frac(w(xj))+v(d′0,j) = v(d′0,j)

which is −v(d′0,j) /0j frac(w(xj)) + δ as /0j′ = <.

Secondary we have

frac(w(xj))+δ < frac(w(xj))+t0/j0′ frac(w(xj))−frac(w(xj))+v(d′j,0) = v(d′j,0)

which is frac(w(xj)) + δ /j0 v(d′j,0) as /0j′ = <.

Now we prove that constraints defined in (E′, D′) on differences of clocks
are also satisfied by going forward of δ units of time from w

Recall that in (E′, D′) from the definition of Algorithm 9 we have for all
clock xj ,

D′j,i = Dj,i and D′i,j = Di,j .

Since we already treated the case whether i or j are 0, now suppose i, j are
both different from 0. We have that frac(w(xj))− frac(w(xi)) /ji v(dj,i) =
v(d′j,i), and therefore as /ji′ = /ji,

frac(w(xj)) + δ − frac(w(xi))− δ /ji′ v(d′j,i).

We also have that frac(w(xi))− frac(w(xj)) /ij v(di,j) = v(d′i,j), therefore
as /ij′ = /ij ,

frac(w(xi)) + δ − frac(w(xj))− δ /ij′ v(d′i,j).

Finally, we define w′ = w + δ and w′ ∈ (E′, v(D′)).
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Figure 4.3: Representation of p–PDBMs in two dimensions with two clocks x, y,
two parameters p1, p2 and v s.t. bv(p1)c = bv(p2)c and frac(v(p1)) > frac(v(p2)).

Running example: Figure 4.3 represents graphically different p–PDBMs obtained
after an update u(x) = v(p2) and u(y) = v(p1) (figure 1). Time elapsing
before y ∈ LFP reaches the next integer gives the open–p–PDBM satisfying

79



condition 5b (figure 2)

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (−frac(p2), <) (−frac(p1), <)
x (frac(p2) + 1− frac(p1), <) (0,≤) (−frac(p1) + frac(p2),≤)
y (1, <) (frac(p1)− frac(p2),≤) (0,≤)

)

After an update of y to k prior to reaching k + 1, the open–p–PDBM satisfying
condition 5a obtained is (figure 3)

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (−frac(p2), <) (0,≤)
x (frac(p2) + 1− frac(p1), <) (0,≤) (frac(p2) + 1− frac(p1), <)
y (0,≤) (−frac(p2), <) (0,≤)

)

Time elapsing before x ∈ LFP reaches the next integer gives the open–p–PDBM
satisfying condition 5b (figure 4)

(E,D) =
((

k
k

)
,

 0 x y
0 (0,≤) (−frac(p2), <) (0, <)
x (1, <) (0,≤) (frac(p2) + 1− frac(p1), <)
y (1− frac(p2), <) (−frac(p2), <) (0,≤)

)

When x ∈ LFP reaches k+1, the open–p–PDBM satisfying condition 5a obtained
is (figure 5)

(E,D) =
((

k + 1
k

)
,

 0 x y
0 (0,≤) (0,≤) (−frac(p1) + frac(p2), <)
x (0,≤) (0,≤) (−frac(p1) + frac(p2), <)
y (1− frac(p2), <) (1− frac(p2), <) (0,≤)

)

4.4.4 Non-parametric guard

From [AD94, Section 4.2] we have that either every clock valuation of a clock
region satisfies a guard, or none of them does. Note that a p–PDBM for Rp
is contained into a clock region of [AD94, Section 4.2], therefore we have that
if w ∈ (E, v(D)) satisfies a non-parametric guard g, then for all w′ ∈ (E, v(D))
we also have w′ satisfies g.

Let v ∈ Rp. We define v ∈ guard∀(g,E,D) iff for all w ∈ (E, v(D)), w |= g.
As any two v, v′ ∈ Rp satisfy the same constraints, the following lemma is
straightforward

Lemma 19. Let (E,D) be a p–PDBM for Rp and v ∈ Rp. Let g be a
non-parametric guard. If v ∈ guard∀(g,E,D), then for all v′ ∈ Rp, v′ ∈
guard∀(g,E,D).

4.4.5 Parametric guard

As for the previous result, using a projection on parameters i. e., eliminating
clocks, does not create new constraints on parameters that are not already in a
parameter region Rp. Indeed, a parametric guard g only adds new constraints
of the form x ./ p which gives, when eliminating clocks in both a p–PDBM
(E,D) and a parametric guard, again a comparison between elements of PLT .
Therefore, these new constraints already belong to PLT and we can decide
whether the set of clock valuations satisfying this set of constraints is non-empty
i. e., given v ∈ Rp, v(g) is satisfied by some clock valuation w ∈ (E, v(D)).
This is a key point in the overall process of proving the decidability of our
R-U2P-PTAs.
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Note that there will also be additional constraints involving clocks (with other
clocks, constants or parameters), but they will not be relevant as we immediately
update all clocks, therefore replacing these constraints with new constraints
encoding the clock updates.

Let v ∈ Rp. We define v ∈ p-guard∃(g,E,D) iff there is a w ∈ (E, v(D))
s.t. w |= v(g).3 Again, as any two v, v′ ∈ Rp satisfy the same constraints, the
following lemma is straightforward

Lemma 20. Let (E,D) be a p–PDBM for Rp and v ∈ Rp. Let g be a parametric
guard. If v ∈ p-guard∃(g,E,D), then for all v′ ∈ Rp, v′ ∈ p-guard∃(g,E,D).

Now that we have defined useful operations on p–PDBMs, we are going, given
a parameter region Rp, to construct a finite region automaton in which for any
run, there is an equivalent concrete run in the R-U2P-PTA.

4.5 Parametric region automaton

Let (E,D) ∈ p–PDBM(Rp), we say (E′, D′) ∈ Succ((E,D)) ⇔ ∃ i ≥ 0 s.t.
(E′, v(D′)) = TE i((E,D)). In other words, (E′, D′) is obtained after apply-
ing TE ((E,D)) a finite number of times. Succ((E,D)) is also called the time
successors of (E,D).

In order to finitely simulate an R-U2P-PTA, we create a parametric region
automaton.

Definition 17 (Parametric region automaton). Let Rp be a parameter region.
For an R-U2P-PTA A = (Σ, L, l0,X,P, ζ), given (E0, D0) the initial p–PDBM
where all clocks are 0, the parametric region automaton R(A) over Rp is the
tuple (L′,Σ, L′0, ζ

′) where:

1. L′ = L× p–PDBM(Rp)

2. L′0 = (l0, (E0, D0))

3. ζ ′ = {
(
(l, (E,D)), a, (l′, (E′, D′)

)
∈ L′×Σ×L′ | either ∃e = 〈l, g, a, unp, l′〉 ∈

ζ, g is a non-parametric guard, ∃(E′′, D′′) ∈ Succ((E,D)), Rp ⊆ guard∀(g, (E
′′, D′′))

and (E′, D′) = update(E′′, D′′, unp) is an open–p–PDBM, or ∃e = 〈l, g, a, u, l′〉 ∈
ζ, g is a parametric guard, ∃(E′′, D′′) ∈ Succ((E,D)), Rp ⊆ p-guard∃(g, (E

′′, D′′))
and (E′, D′) = update(E′′, D′′, u) is a point–p–PDBM.}

Let Rp be a parameter region, A be an R-U2P-PTA andR(A) = (L′,Σ, L′0, ζ
′)

its parametric region automaton over Rp. A run in R(A) is an untimed sequence
σ : (l0, (E0, D0))e0(l1, (E1, D1))e1 · · · (li, (Ei, Di))ei(li+1, (Ei+1, Di+1))ei+1 · · ·
such that for all i we have

(
(li, (Ei, Di)), ai, (li+1, (Ei+1, Di+1))

)
∈ ζ ′, which

we also write (li, (Ei, Di))
ei−→ (li+1, (Ei+1, Di+1)). Note that we label our

transitions with the edges of the R-U2P-PTA.

3Remark that here is why our construction works for EF-emptiness, but cannot be used
for, e. g.,, AF-emptiness (“is there a parameter valuation such that all runs reach a goal
location l”): unlike guard∀(g, E,D), not all clock valuations in a p–PDBM (E, v(D)) can
satisfy a parametric guard if v ∈ p-guard∃(g, E,D).
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4.6 Decidability of EF-emptiness and synthesis

Using our construction of the parametric region automaton R(A) for a given
R-U2P-PTA A, we state the next proposition.

Proposition 4. Let Rp be a parameter region. Let A be an R-U2P-PTA

and R(A) its parametric region automaton over Rp. There is a run σ : (l0, (E0, D0))
e0−→

(l1, (E1, D1))
e1−→ · · · (lf−1, (Ef−1, Df−1))

ef−1−→ (lf , (Ef , Df )) in R(A) iff for

all v ∈ Rp there is a run ρ : (l0, w0)
e0−→ (l1, w1)

e1−→ · · · (lf−1, wf−1)
ef−1−→ (lf , wf )

in v(A) s.t. for all 0 ≤ i ≤ f , wi ∈ (Ei, v(Di)).

Proof. ⇐ By induction on the length of the run.

Let v ∈ Rp. As the basis for the induction, in the initial location (l0, {0}H)
the only valuation is reachable by an empty run of v(A). Moreover
{0}H∈(E0, v(D0)) the initial p–PDBM containing only 0. Therefore the
initial location (l0, (E0, v(D0))) is reachable by an empty run of R(A).

For the induction step, suppose for all v, there is run in v(A) of length f−1
we have our result.

Let v ∈ Rp and ρ = (l0, w0)
e0−→ · · · ef−2−→ (lf−1, wf−1)

ef−1−→ (lf , wf ) be a
run of v(A) of length f . By induction hypothesis, there is a run σ =

(l0, (E0, D0))
e0−→ · · · ef−2−→ (lf−1, (Ef−1, Df−1)) in R(A) and for all 0 ≤ i ≤

f − 1, wi ∈ (Ei, v(Di)).

Consider ef−1. By Definition 17 of the parametric region automaton, it is
also in its set of edges ζ ′. Three cases show up:

– If ef−1 = 〈lf−1, a, g, unp, lf 〉 contains no parametric guard nor para-
metric update. Using Definition 4 there is a delay δ (possibly

0) s.t. (lf−1, wf−1)
δ7→ (lf−1w

′
f−1)

ef−17→ (lf , wf ) where w′f−1 |= g
and wf = [w′f−1]unp . As wf−1 ∈ (Ef−1, v(Df−1)) there is (E′f−1, D

′
f−1) ∈

Succ((Ef−1, Df−1)) s.t. from Proposition 3 we have w′f−1 ∈ (E′f−1, v(D′f−1)).
As w′f−1 |= g by construction of our p–PDBMs (see Section 4.4.4)
any other clock valuation belonging to (E′f−1, v(D′f−1)) satisfies g.
Therefore v ∈ guard∀(g,E

′
f−1, D

′
f−1) and from Lemma 19, Rp ⊆

guard∀(g,E
′
f−1, D

′
f−1). Now, as wf = [w′f−1]unp

consider the open–
p–PDBM (Ef , Df ) = update((E′f−1, D

′
f−1), unp); from Lemma 8 we

have wf ∈ (Ef , v(Df )). Finally there is an edge (lf−1, (Ef−1, Df−1))
ef−1−→

(lf , (Ef , Df )).

– If ef−1 = 〈lf−1, a, g, u, lf 〉 contains a parametric guard and a para-
metric update. Using Definition 4 there is a delay δ (possibly 0)

s.t. (lf−1, wf−1)
δ7→ (lf−1, w

′
f−1)

ef−17→ (lf , wf ) where w′f−1 |= v(g)
and wf = [w′f−1]v(u). As wf−1 ∈ (Ef−1, v(Df−1)) there is (E′f−1, D

′
f−1) ∈

Succ((Ef−1, Df−1)) s.t. from Proposition 3 we have w′f−1 ∈ (E′f−1, v(D′f−1)).
As w′f−1 |= v(g), v ∈ p-guard∃(g,E

′
f−1, D

′
f−1) and from Lemma 20,

Rp ⊆ p-guard∃(g,E
′
f−1, D

′
f−1). Now, as wf = [w′f−1]v(u) consider

the point–p–PDBM (Ef , Df ) = update((E′f−1, D
′
f−1), u); (Ef , v(Df ))

contains only one clock valuation, precisely defined by the fully para-
metric update v(u) so we have wf ∈ (Ef , v(Df )). Finally there is an

edge (lf−1, (Ef−1, Df−1))
ef−1−→ (lf , (Ef , Df )).
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– The case where ef−1 contains a non parametric guard and a parametric
update is similar to the previous one.

Finally, there is a run σ′ = σ
ef−1−→ (lf , (Ef , Df )) of length f in R(A) s.t.

for all 0 ≤ i ≤ f , wi ∈ (Ei, v(Di)).

⇒ By induction on the length of the run.

Let v ∈ Rp. As the basis for the induction, the initial location (l0, (E0, v(D0)))
is reachable by an empty run of R(A). Moreover, as {0}H∈(E0, v(D0)),
the initial location (l0, {0}H) is reachable by an empty run of v(A).

For the induction step, suppose it is true for all run in R(A) of length f−1.

Let v ∈ Rp and σ = (l0, (E0, D0))
e0−→ · · · ef−2−→ (lf−1, (Ef−1, Df−1))

ef−1−→
(lf , (Ef , Df )) be a run ofR(A) of length f . Consider ef−1. By Definition 17
of the parametric region automaton, it is also in the set of edges ζ of A.
Two cases show up:

– If ef−1 = 〈lf−1, a, g, unp, lf 〉 contains no parametric guard nor para-

metric update. By induction hypothesis, there is a run ρ = (l0, w0)
e0−→

· · · ef−2−→ (lf−1, wf−1) of v(A) of length f − 1 s.t. for all 0 ≤ i ≤ f − 1,
wi ∈ (Ei, v(Di)). Using Definition 17 there is (E′f−1, D

′
f−1) ∈

Succ((Ef−1, Df−1)), Rp ⊆ guard∀(g,E
′
f−1, D

′
f−1) and (Ef , Df ) =

update((E′f−1, D
′
f−1), unp). From Proposition 3 we have w′f−1 ∈

(E′f−1, v(D′f−1)) and a delay δ s.t. w′f−1 = wf−1 + δ. As Rp ⊆
guard∀(g,E

′
f−1, D

′
f−1) from Lemma 19 we have v ∈ guard∀(g,E

′
f−1, D

′
f−1)

and w′f−1 |= g. Moreover, since (Ef , Df ) = update((E′f−1, D
′
f−1), unp),

we define wf = [w′f−1]unp and therefore from Lemma 8, wf ∈
(Ef , v(Df )). Finally there is an edge (lf−1, wf−1)

ef−1−→ (lf , wf ) and

a run ρ′ = ρ
ef−1−→ (lf , wf ) in v(A) of length f s.t. for all 0 ≤ i ≤ f ,

wi ∈ (Ei, v(Di)).

– If ef−1 = 〈lf−1, a, g, u, lf 〉 contains a parametric guard and a paramet-
ric update. Using Definition 17 there is (E′f−1, D

′
f−1) ∈ Succ((Ef−1, Df−1)),

Rp ⊆ p-guard∃(g,E
′
f−1, D

′
f−1) and (Ef , Df ) = update((E′f−1, D

′
f−1), u).

From Lemma 20 we can take w′f−1 ∈ (E′f−1, v(D′f−1)) s.t. w′f−1 |=
v(g). Let wf = [w′f−1]v(u). Clearly, (Ef , Df ) = update((E′f−1, D

′
f−1), u)

is a point–p–PDBM; as (Ef , v(Df )) contains only one clock valuation
precisely defined by the fully parametric update v(u), we have wf ∈
(Ef , v(Df )). From Proposition 3 as w′f−1 ∈ (E′f−1, v(D′f−1)) there is
a delay δ and a wf−1 ∈ (Ef−1, v(Df−1)) s.t. w′f−1 = wf−1 +δ. Using

the induction hypothesis, there is a run ρ = (l0, w0)
e0−→ · · · ef−2−→

(lf−1, wf−1) of v(A) of length f − 1 s.t. for all 0 ≤ i ≤ f − 1,

wi ∈ (Ei, v(Di)). Finally there is an edge (lf−1, wf−1)
ef−1−→ (lf , wf )

and a run ρ′ = ρ
ef−1−→ (lf , wf ) in v(A) of length f s.t. for all 0 ≤ i ≤ f ,

wi ∈ (Ei, v(Di)).

– The case where ef−1 contains a non parametric guard and a parametric
update is similar to the previous one.
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(l0,~0) (l1, w1) · · · (li, wi) (li+1, wi+1) · · · (lj , wj) (lf , wf )
e0 e1 ei−1

ei ei+1 ej−1 ej

(a) run of A with one parametric transition ei

(l0, (E0, D0)) (l1, (E1, D1)) · · · (li, (Ei, Di)) (li+1, (Ei+1, Di+1)) · · · (lj , (Ej , Dj)) (lf , (Ef , Df ))
e0 e1 ei−1

ei ei+1 ej−1 ej

(b) run of R(A) with one parametric transition ei

Figure 4.4: A run in an R-U2P-PTA A (above) and its equivalent run in R(A)
(below)

Example 3. Consider Figure 4.4. Let A be an R-U2P-PTA, Rp a parameter
region and v ∈ Rp. Suppose there is a run in A, starting from the initial

location (l0,~0) reaching a goal location (lf , wf ). Along this run, all edges are
non-parametric transitions but ei = 〈li, g, ai, u, li+1〉. That is, u is a total
parametric update, and g is a possibly parametric guard.

The first part of this run, from (l0,~0) to (li, wi) is bisimulated by RL(A)0,
which is the local region automaton starting from (l0, (E0, D0)) where (E0, D0) is
the p–PDBM of the initial clock region {~0}, and ends in (li, (Ei, Di)). The second
part of this run, from (li+1, wi+1) to (lf , wf ) is bisimulated by RL(A)1, which is
the local region automaton starting from (li+1, (Ei+1, Di+1)) where (Ei+1, Di+1)
is a point–p–PDBM, and can reach (lf , (Ef , Df )) and further ends in (ls, (Es, Ds)).

These runs in RL(A)0 and RL(A)1 contain only non-parametric transitions,
and as there is an edge in A from (li, wi) to (li+1, wi+1), we have to bisim-
ulate this run in R(A): this is the run starting from (RL(A)0, (l, (Ei, Di)))
and ending in (RL(A)1, (ls, (Es, Ds))) containing the parametric transition ei ,

where update((Ei, Di), u) gives (Ei+1, Di+1).

From Proposition 4, we deduce that if there is a run reaching a goal location
in an instantiated R-U2P-PTA, then for another parameter valuation in the
same parameter region there is a run in the instantiated R-U2P-PTA with the
same locations and transitions (but possibly different delays), reaching the same
location.

Theorem 4. Let A be an R-U2P-PTA. Let Rp be a parameter region and v ∈ Rp.

If there is a run ρ = (l0, w0)
e0−→ · · · ei−1−→ (li, wi) in v(A), then for all v′ ∈ Rp

there is a run ρ′ = (l0, w
′
0)

e0−→ · · · ei−1−→ (li, w
′
i) in v′(A) such that for all i,

(wi, v) l (w′i, v
′).

Proof. Let v ∈ Rp and ρ a run of v(A) reaching (li, wi). From Proposition 4,
there is a run σ in R(A) s.t. each clock valuation at a location in ρ is in the
p–PDBM at the same location in σ. Still from Proposition 4, for all v′ ∈ Rp
there is a run ρ′ in v′(A) reaching (li, w

′
i) s.t. each clock valuation at a location

in ρ′ is in the p–PDBM at the same location in σ (note that possibly v = v′).
Therefore, we have for all 0 ≤ j ≤ i that (wi, v) l (w′i, v

′) and the expected
result.

Note that there is a finite number of p–PDBMs for each parameter region Rp.
Let (E,D) ∈ p–PDBM(Rp) and consider PLT : D is an (H + 1)2 matrix made

84



of pairs (d, /) where d ∈ PLT and / ∈{≤, <}. Therefore the number of possible

D is bounded by (2 × (2 + 3 ×
(
M
2

)
+ 4 ×M))(H+1)2 . Moreover the number

of E is unbounded, but only a finite subset of all values needs to be explored,
i. e., those smaller than K + 1: indeed, following classical works on timed
automata [AD94, BDFP04], (integer) values exceeding the largest constant used
in the guards or the parameter bounds are equivalent.

To test EF-emptiness given an R-U2P-PTA A and a goal location l, we first
enumerate all parameter regions (which are a finite number), and apply for
each Rp the following process: we pick v ∈ Rp (e. g., using a linear programming
algorithm [Kar84]). Then, we consider v(A) which is an updatable timed
automaton and test the reachability of l in v(A) [BDFP04]. Then EF-emptiness
is false if and only if there is v and a run in v(A) reaching l.

Theorem 5. The EF-emptiness problem is PSPACE-complete for bounded R-
U2P-PTAs.

Proof. Since a TA is a special case of R-U2P-PTA we have the PSPACE-
hardness [AD94]. Now, let G be a set of goal locations of A. We build a
non-deterministic Turing machine that:

1. takes A, G and K as input

2. non-deterministically “guesses” a parameter region Rp

3. takes v ∈ Rp and writes it to the tape

4. overwrites on the tape each parameter p by v(p), giving the updatable TA
v(A)

5. solves reachability in v(A) for G

6. accepts iff the result of the previous step is “yes”.

The machine accepts iff there is an integer valuation v bounded by K and a run
in v(A) reaching a location l ∈ G.

The size of the input is |A| + |G| + |K|, using |.| to denote the size in
bits of the different objects. Moreover, the number of parameter regions is
bounded (M is the number of parameters in A) by

(
M ! × 2M ×

∏
p∈P(2M +

2)
)
×
(
2× (2 +M(3M−12 + 4))3

)
since they are constructed as the clock regions

of [AD94], the second part being the maximal number of constraints in a
parameter region. Picking v at step iii) uses a PSPACE linear programming
algorithm (e. g., [Kar84]). Storing the valuation at step iv) uses at most M ×|K|
additional bits, which is polynomial w.r.t. the size of the input. Step v) also
needs polynomial space from [BDFP04]. So globally this non-deterministic
machine runs in polynomial space. Finally, by Savitch’s theorem we have
PSPACE = NPSPACE [Sav70], and the expected result.

Given a goal location l and a bounded R-U2P-PTA A, we can exactly
synthesize the parameter valuations v s.t. there is a run in v(A) reaching l by
enumerating each parameter region (of which there is a finite number) and test
if l is reachable for one of its parameter valuations. The result of the synthesis
is the union of the parameter regions for which one valuation (and, from our
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results, all valuations in that region) indeed reaches the goal location in the
instantiated TA.

Corollary 6. Given a bounded R-U2P-PTA A and a goal location l we can
effectively compute the set of parameter valuations v s.t. there is a run in v(A)
reaching l.

Proof. The procedure to obtain synthesis is as follows. We assume an R-U2P-
PTA A and a goal location l.

1. enumerate all parameter regions (of which there is a finite number)

2. for each Rp, pick a parameter valuation we pick v ∈ Rp (e. g., using a
linear programming algorithm [Kar84])

3. test the reachability of l in the updatable timed automaton v(A), which is
decidable [BDFP04]

4. if l is reachable in v(A), add Rp to the list of synthesized regions

We finally return the union of all regions Rp that reach l.
The correctness immediately comes from Theorems 4 and 5.

Remark 1. By bounding parameter valuations in guards but not those used in
updates, we still have a finite number of parameter regions. Indeed, an integer
vector E with components Ex greater than bKc+ 1 is equivalent to an integer
vector E′ with E′x = Ex if Ex < bKc+ 1 and E′x = bKc+ 1 if Ex ≥ bKc+ 1.
Moreover for all p, we have to replace each parameter valuation v used in an
update by v(p) = v′(p) if v(p) ≤ K and v′(p) = K + 1 if v(p) > K.

4.7 Case study

We implemented EFsynth for R-U2P-PTAs in IMITATOR, a parametric model
checker for (extensions of) PTAs [AFKS12].

Our class is the first for which synthesis is possible over bounded rational
parameters. We believe our formalism is useful to model several categories of
case studies, notably distributed systems with a periodic (global) behavior for
which the period is unknown: this can be encoded using a parametric guard
while resetting all clocks—possibly to other parameters.

Consider the R-U2P-PTA in Figure 4.1 with six locations, three clocks
compared to parameters (x, y, t), one constant (max) and six parameters (p, p1,
p2, v, pv1, pv2).

We consider the case of a network of peers exchanging transactions grouped
by blocks, e. g., a blockchain, using the Proof-of-Work as a mean to validate
new blocks to add. In this simplified example, we consider a set of two peers
(represented by x, y) which have different computation power (represented by p1,
p2). Peers write new transactions on the current block (newTx). If it is full
(t = p), both peers try to add a new block (newBlock) to write the transaction
on it. We update x to p1, y to p2, and t to 0 as the peers have a different
computation power, and they start “mining” the block (find a solution to a
computation problem). Either x or y will eventually offer a solution to the

86



problem (blockSolutionx if x = max or blockSolutiony if y = max). If y offers
a solution, x will check whether the solution is correct: x is updated to pv1 to
represent its rapidity to verify an offer. x can refuse the offer if the verification
is too long (fakeBlock if x > v) therefore the mining step restarts. x can
approve the offer (okBlock if x ≤ v), y is rewarded and the block is added to
the blockchain (addBlock).

We are interested in a malicious peer x that wants to avoid y to be rewarded
for every new block. Therefore x asks: “what are the possible computation
power configurations and verification rapidity so that y is eventually rewarded”
(EF (rewardy)-synthesis), considered as a bug state in the automaton.

We run this R-U2P-PTA using IMITATOR [AFKS12]4. We set max = 30
units of time and also the upper bound of p and 1 ≥ v > 0 unit of time.
IMITATOR computes a disjunction of constraints so that rewardy is unreachable:
we keep two relevant ones;

1. p1 ≥ p2: x has strictly more computation power than y in which case x
always offers a block solution, or has the same computation power than y
in which case the systems blocks. x should invest heavily into hardware to
keep its computation power high;

2. pv1 > v: the malicious peer x is always faster to verify the solution offered
by y and refuses it. The blockchain is probably compromised.

Using a parameter valuation respecting one of the previous constraints
guarantees that y is never rewarded.

4.8 Conclusion and perspectives

Our class of R-U2P-PTAs is one of the few subclasses of PTAs (actually even
extended with parametric updates) to enjoy decidability of EF-emptiness. In
addition, R-U2P-PTAs are the first “subclass” of PTAs to allow exact synthesis
of bounded rational -valued parameters.

In terms of future works, beyond reachability emptiness, we aim at studying
unavoidability-emptiness and language preservation emptiness (“given a reference
parameter valuation, does there exist another parameter valuation with the same
untimed language”), as well as their synthesis.

Finally, we would like to investigate whether our parametric updates can be
applied to decidable hybrid extensions of TAs [HKPV98, BDG+13].

In the last two chapters we have studied parametric updates in TAs and
PTAs, trying to find subclasses of PTAs for which classical TCTL formulae are
decidable. In the next chapter, we will consider TCTL itself and study U-PTAs
and L/U-PTAs without invariants.

4Experiments were conducted with IMITATOR 2.10.4 “Butter Jellyfish” on a 2.4 GHz Intel
Core i5 processor with 2 GiB memory. Computation time is less than 1 second. Sources,
binaries, models and results are available at imitator.fr/static/FORTE19/
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Chapter 5

TCTL model checking
lower/upper-bound
parametric timed automata
without invariants

5.1 Introduction

Recall that, EF-emptiness is undecidable even for a single bounded parame-
ter [Mil00], even for a single rational-valued or integer-valued parameter [BBLS15],
even with only one clock compared to parameters [Mil00], or with strict con-
straints only [Doy07] (see [And19] for a survey). In contrast, decidability is
ensured in some restrictive settings such as over discrete time with a single
parametric clock (i. e., compared to parameters in at least one guard) [AHV93],
or over discrete or dense time with one parametric clock and arbitrarily many
non-parametric clocks [BO14, BBLS15], or over discrete time with two para-
metric clocks and a single parameter [BO14]. But the practical power of these
restrictive settings remains unclear.

5.1.1 Motivation

In order to overcome these disappointing results, lower-bound/upper-bound
parametric timed automata (L/U-PTAs) are introduced as a subclass of PTAs
where each parameter either always appears as an upper bound when compared
to a clock, or always as a lower bound [HRSV02]. L/U-PTAs enjoy mixed
decidability results: while the EF-emptiness problem and the EF-universality
problem (“Can we reach a given location, regardless of what valuations we give
to the parameters?”) are decidable, AF-emptiness (“is the set of valuations for
which all runs eventually reach a given location empty?”) is undecidable [JLR15];
as for EG-emptiness (“is the set of valuations for which one infinite or finite
maximal run always remains in a given set of locations empty?”), it is decidable
only when the parameter domain is bounded with closed bounds [AL17].

U-PTAs are L/U-PTAs with only upper-bound parameters [BL09], and are
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Class
U-PTAs

without invariants

integer-valued
L/U-PTAs

without invariant
L/U-PTAs bounded PTAs PTAs

EF [HRSV02] [HRSV02] [HRSV02] [Mil00] [AHV93, Mil00]
AF open Theorem 8 [JLR15] [ALR16a] [JLR15]
EG open Theorem 8 [AL17] [AL17] [AL17]
AG [HRSV02] [HRSV02] [HRSV02] [ALR16a] [ALR16a]

flat TCTL open Theorem 8 [JLR15] [Mil00] [AHV93]
TCTL Theorem 6 Theorem 6 [JLR15] [Mil00] [AHV93]

Table 5.1: Decidability of the emptiness problems for PTAs and subclasses

TAs’ simplest parametric extension; since their introduction, no problem was
ever shown undecidable for U-PTAs, when decidable for TAs, and all their
known decidability results only came from the decidability for the larger class of
L/U-PTAs. [ALR16b] showed that, in terms of union of untimed words, U-PTAs
are not more expressive than TAs. A natural question is to investigate whether
their expressiveness is anyhow beyond that of TAs, or whether the parametric
emptiness version of all problems decidable for TAs remains decidable for U-
PTAs.

Note that in [JLR13], the authors claim that AF-emptiness is undecidable
for U-PTAs but the original unpublished proof had a fatal flaw, which is why
the result was weakened to L/U-PTAs in [JLR15]. The result for U-PTAs is
therefore still open.

5.1.2 Contribution

Our first contribution is to show that the TCTL-emptiness problem (“given
a TCTL formula, is the set of valuations v for which v(A) |= ϕ empty?”) is
undecidable for U-PTAs. This result comes in contrast with the fact that
investigated flat TCTL formulas (namely EF, AG)—formulas that cannot be
obtained by restraining another TCTL formula—are known to be decidable for
U-PTAs, while others (EG and AF) are open. Our proof relies on the reduction
of the halting problem of a 2-counter machine to the emptiness of the EGAF=0

formula.
Our second contribution is that EG-emptiness is PSPACE-complete for (un-

bounded) integer-valued L/U-PTAs without invariants. Let us stress that
EG-emptiness is undecidable for classical unbounded integer-valued L/U-PTAs
with invariants [AL17], which draws a more accurate border between decid-
ability and undecidability results regarding L/U-PTAs. Moreover, we show
that EG-universality (also known as AF-emptiness) is PSPACE-complete for
(unbounded) integer-valued L/U-PTAs without invariants, despite being undecid-
able for classical (rational- or integer-valued) L/U-PTAs with invariants [JLR15].
These results highlight the power invariants confer upon the expressiveness of
L/U-PTAs. We deduce from all this that flat TCTL emptiness and universality
is also decidable for integer-valued L/U-PTAs without invariants, which also
makes the decidability frontier more precise with respect to nesting of TCTL
formulas.

We give a summary of the known decidability results in Table 5.1, with our
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contributions in bold. We give from left to right the (un)decidability for U-PTAs,
L/U-PTAs with integer-valued parameters without invariants, L/U-PTAs (the
undecidability results also hold for integer-valued parameters), bounded PTAs
(i. e., with a bounded parameter domain), and PTAs. We review the emptiness
of TCTL subformulas (EF, AF, EG, AG), flat TCTL and full TCTL. Decidability
is given in green, whereas undecidability is given in italic red. As U-PTAs can be
seen as the simplest parametric extension of TAs, our undecidability result moves
the undecidability frontier closer to TAs, and confirms that timed automata
(while enjoying many decidability results) are a formalism very close to the
undecidability frontier.

5.1.3 Outline

Sections 5.2 and 5.3 show that TCTL-emptiness is undecidable for U-PTAs and
bounded U-PTAs, respectively. Section 5.4 consists of the decidability results for
integer-valued L/U-PTAs without invariants. Section 5.5 concludes the section
and proposes some perspectives.

5.1.4 Additional notations

Given U ⊆ X, we define the reset of a valuation w, denoted by [w]U , as follows:
[w]U (x) = 0 if x ∈ U , and [w]U (x) = w(x) otherwise.

An upper-bound (resp. lower-bound) parameter p is such that, whenever it
appears in a constraint x ./ p+ d with d ∈ N then necessarily ./ ∈ {≤, <} (resp.
./ ∈ {≥, >}). A parameter valuation v is a function v : P → Q+. An integer
parameter valuation v is a function v : P → N. A clock is parametric if it is
compared at least once to a parameter, and non-parametric otherwise.

A u-guard g (resp. an l -guard g) is a conjunction of inequalities of the form
x ./ d, or x / p+ d with p an upper-bound parameter (resp. p+ d / x with p a
lower-bound parameter) and d ∈ N.

5.1.5 Lower/Upper-bound parametric timed automata

Let AP be a set of atomic propositions. Let us recall L/U-PTAs [BL09], in
which we added a label function:

Definition 18 (L/U-PTA). An L/U-PTA A is a tuple A = (Σ, L,L, l0,X,P, ζ),
where:

1. Σ is a finite set of actions,

2. L is a finite set of locations,

3. L is a label function L : L→ 2AP ,

4. l0 ∈ L is the initial location,

5. X is a finite set of clocks,

6. P is a finite set of parameters partitioned into lower-bound parameters and
upper-bound parameters
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idle add sugar preparing coffee

done

press
x1 := 0
x2 := 0

x1 ≥ 1
press
x1 := 0

x2 ≤ p1
cup

x2 ≤ p2
coffee
x1 := 0

press
x1 := 0
x2 := 0

x1 = 10
idle

Figure 5.1: A coffee machine modeled using a U-PTA

7. ζ is a finite set of edges e = (l, g, a, U, l′) where l, l′ ∈ L are the source and
target locations, a ∈ Σ, U ⊆ X is a set of clocks to be reset, and g is a
conjunction of a u-guard and an l-guard.

Unlike the classical definition of [HRSV02], we consider L/U-PTAs without
invariants. We define a U-PTA [BL09] as an L/U-PTA where in each edge, g is
a u-guard. An example of U-PTA is given in Figure 5.1.

Example 4. Consider the coffee machine in Figure 5.1, modeled using a U-PTA
with 4 locations, 2 clocks (x1 and x2) and 2 parameters (p1, p2). The only
accepting location (with a double border) is done. Only x2 is a parametric clock,
i. e., compared to a parameter.

The machine can initially idle for an arbitrarily long time. Then, whenever
the user presses the (unique) button (action press), the U-PTA enters location
“add sugar”, resetting both clocks. There, the user can add a dose of sugar by
pressing the button (action press), provided the guard (x1 ≥ 1) is satisfied, which
resets x1. That is, the user cannot press twice the button (and hence add two
doses of sugar) in a time less than 1. Then, at most p1 time units after the
machine left the idle mode, a cup is delivered (action cup), and the coffee is being
prepared; eventually, at most p2 time units after the machine left the idle mode,
the coffee (action coffee) is delivered. Then, after 10 time units, the machine
returns to the idle mode—unless a user again requests a coffee by pressing the
button.

Note that an L/U-PTA where we replace all guards are made of conjunctions
of inequalities of the form x ./ p, or x ./ d, with d ∈ N, becomes a PTA as
defined in [AHV93].

Given a state s = (l, w), we say that s is reachable if s appears in a run of
v(A). By extension, we say that a label lb is reachable in v(A) if there exists a
state (l, w) that is reachable such that lb ∈ L(l). Given a set of locations G ⊆ L,
we say that a run stays in G if all of its states (l, w) are such that l ∈ G.

A maximal run is a run that is either infinite (i. e., contains an infinite number
of discrete transitions), or that cannot be extended by a discrete transition. A
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l l′′
x1 = a

x := 0

(a) Gadget fragment
of [BBLS15]

l l′ l′′ qerror
x1 ≤ a, t ≤ b

y := 0

y = 0, t ≤ b
x1 := 0

x1 ≤ a, y > 0

(b) Modified gadget of [BBLS15] enforcing EGAF=0♥

Figure 5.2: A gadget fragment and its modification into a U-PTA

maximal run is deadlocked if it is finite, i. e., contains a finite number of discrete
transitions. By extension, we say that a TA is deadlocked if it contains at least
one deadlocked run.

In this chapter, we address the following problems:

TCTL-emptiness problem:
Input: an L/U-PTA A and a TCTL formula ϕ
Problem: is the set of valuations v such that v(A) |= ϕ empty?

TCTL-universality problem:
Input: an L/U-PTA A and a TCTL formula ϕ
Problem: are all valuations v such that v(A) |= ϕ?

More specifically, we will address in Section 5.4 the EG-emptiness (resp.
EG-universality problem) i. e., whether, given an L/U-PTA A and a subset of
its locations G, the set of parameter valuations for which there is a run in v(A)
that stays in G is empty (resp. universal).

5.2 Undecidability of TCTL emptiness for U-
PTAs

We exhibit here a formula that shows that TCTL emptiness is undecidable for
U-PTAs.

Theorem 6. The EGAF=0-emptiness problem is undecidable for U-PTAs.

Proof. We reduce from the halting problem for two-counter machines, which is
undecidable [Min67]. Recall that a two-counter machine is a finite state machine
with two integer-valued counters c1, c2. Two different instructions (presented
for c1 and identical for c2) are considered:

1. when in state qi, increment c1 and go to qj ;

2. when in state qi, if c1 = 0 go to qk, otherwise decrement c1 and go to qj .

We assume w.l.o.g. that the machine halts iff it reaches a special state qhalt.
We define a U-PTA that, under some conditions, will encode the machine,

and for which EGAF=0♥-emptiness holds iff the machine does not halt (for
some ♥ ∈ AP). Our U-PTA A uses two (possibly integer-valued) parameters
a, b, and five clocks i. e., a single non-parametric clock y and four parametric
clocks x1, x2, z, t. We also omit the transition labels as they are not relevant for
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x2 := 0

x2
≤ a

, y
>

0

x2 = 1, t ≤ b
x2 := 0

x1 ≤ a, t ≤ b
y := 0

x
1 ≤

a, y
>
0

y = 0, t ≤ b
x1 := 0

Figure 5.3: increment gadget

the emptiness problem. Each state qi of the two-counter machine is encoded by a
location li of A. Each increment (resp. decrement) instruction of the two-counter
machine is encoded into a U-PTA fragment depicted in Figures 5.3 and 5.4,
respectively.

Our encoding is inspired by [BBLS15] and is such that when in li with
w(z) = 0 then w(x1) (resp. w(x2)) represents the value of the counter c1
(resp. c2). However, as U-PTAs disallow constraints of the form x = a, we
need to considerably modify the encoding. Each of our locations has exactly
one label: ♥ for the locations already present in [BBLS15] (depicted in yellow

in our figures), and ♠ for the newly introduced locations (depicted in white
in our figures). In [BBLS15], the gadgets encoding the two-counter machine
instructions use edges of the form of Figure 5.2a. To define a proper U-PTA, we
replace each of these edges by a special construction given in Figure 5.2b using
only inequalities of the form x ≤ a. Our goal is to show that a run will exactly
encode the two-counter machine if all guards x ≤ a are in fact taken when the
clock valuation is exactly equal to a. Those runs are further denoted by ρ♥.
Consider the transformed version given in Figure 5.2b: due to the ≤, runs exist
that take the guard “too early” (i. e., before x1 = a). Those are denoted by ρ♠.
But, in that case, observe that in l′, one can either take the transition to l′′

in 0-time, or spend some time in l′ and then (with guard y > 0) go to qerror.
Therefore on this gadget, EGAF=0♥ is true at l′ iff the guard x1 ≤ a from l
to l′ is taken at the very last moment. Note that EGAF=0♥ is trivially true in l
and l′′ as both locations are labeled with ♥. (Also note that there are plenty
of runs from l to qerror that do not encode properly the machine; they will be
discarded in our reasoning later.)

We also assume a condition t ≤ b on all guarded transitions, where t is a
clock never reset. As presented in Figure 5.2b, there are transitions without
guard (dashed) from l, l′′ (labeled with ♥) to qerror. This is done to enforce the
violation of EGAF=0♥ whenever t = b: indeed, while t < b a run can either go
to qerror from a location labeled with ♥, or not, but as t = b every run is forced
to go to qerror, making EGAF=0♥ false.

The gadgets presented in Figures 5.3 and 5.4 provide an encoding to re-
spectively increase and decrease the values of the counters of the two-counter
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machine.

Increment We give the increment gadget for c1 in Figure 5.3 (the gadget for c2
is symmetric). Let v be a valuation, and assume we are in configuration (li, w),
where w(z) = 0. First note that if w(x1) ≥ v(a), there is no execution ending
in lj due to the delay of one time unit on the transition from li to li1, and the
guard x1 ≤ a tested in both the upper and the lower branch in the automaton.
The same reasoning is relevant for w(x2).

Assume w(x1), w(x2) < v(a). Two cases show up: w(x1) ≤ w(x2) and w(x1) >
w(x2), which explains why we need two paths in Figure 5.3. First, if w(x1) ≤
w(x2), we can perform several executions with different time delays, but those
are bounded. In the following, we write w as the tuple (w(x1), w(x2), w(z), w(y)),
omitting t.

From li, we prove that there is a unique run that reaches lj without violating
our property. It is the one that takes each transition with a u-guard x ≤ a at
the exact moment w(x) = v(a) which we describe in the following.

From ( li , w), the unique delay to pass the transition is 1, hence we arrive

in the configuration ( li1 , (w(x1) + 1, w(x2) + 1, w(y) + 1, 0)). Here, the largest

delay to pass the transition is v(a)− w(x1)− 1 so a configuration we possibly
obtain is (li2, (d1, d2, d3, 0)) with (d1, d2, d3) ≤ (v(a), w(x2)−w(x1)+v(a), v(a)−
w(x1) − 1). If (d1, d2, d3) < (v(a), w(x2) − w(x1) + v(a), v(a) − w(x1) − 1)
then the guard y > 0 in the transition to qerror is verified, hence our property
EGAF=0♥ is violated. We remove all these runs and keep the only run that ends
in the exact configuration (li2, (v(a), w(x2)− w(x1) + v(a), v(a)− w(x1)− 1, 0)).

As y = 0 holds the next configuration is ( li3 , (0, w(x2)− w(x1) + v(a), v(a)−
w(x1)−1, 0)). The largest delay to pass the next transition is w(x1)−w(x2), so a
configuration we possibly obtain is (li4, (d1, d2, d3, 0)) with (d1, d2, d3) ≤ (w(x1)−
w(x2), v(a), v(a)−w(x2)−1). If (d1, d2, d3) < (w(x1)−w(x2), v(a), v(a)−w(x2)−
1) then the guard y > 0 in the transition to qerror is verified, hence our property
EGAF=0♥ is violated. We remove all these runs and keep the only run that ends
in the exact configuration (li4, (w(x1)−w(x2), v(a), v(a)−w(x2)−1, 0). As y = 0

holds the next configuration is ( li5 , (w(x1)−w(x2), 0, v(a)−w(x2)− 1, 0). Now

the unique delay to pass the transition is 1, hence as we reset x2 we arrive

in the configuration ( li6 , (w(x1) − w(x2) + 1, 0, v(a) − w(x2), 1). The largest

delay to pass the next transition is w(x2), so a configuration we possibly obtain
is (li7, (d1, d2, d3, 0)) with (d1, d2, d3) ≤ (w(x1) + 1, w(x2), v(a)). If (d1, d2, d3) <
(w(x1)+1, w(x2), v(a)) then the guard y > 0 in the transition to qerror is verified,
hence our property EGAF=0♥ is violated. We remove all these runs and keep
the only run that ends in the exact configuration (li7, (w(x1) + 1, w(x2), v(a), 0)).

As y = 0 holds the next configuration is ( lj , (w(x1) + 1, w(x2), 0, 0)), and as
w(z) = 0, w(x1) represents the exact value of the counter c1 increased by 1.

In its shorter form, this run is: ( li , w)
1−→ ( li1 , (w(x1)+1, w(x2)+1, w(y)+

1, 0))
v(a)−w(x1)−1−→ (li2, (v(a), w(x2) − w(x1) + v(a), v(a) − w(x1) − 1, 0))

0−→
( li3 , (0, w(x2) − w(x1) + v(a), v(a) − w(x1) − 1, 0))

w(x1)−w(x2)−→ (li4, (w(x1) −

w(x2), v(a), v(a) − w(x2) − 1, 0))
0−→ ( li5 , (w(x1) − w(x2), 0, v(a) − w(x2) −
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Figure 5.4: decrement gadget

1, 0))
1−→ ( li6 , (w(x1)−w(x2)+1, 0, v(a)−w(x2), 1))

w(x2)−→ (li7, (w(x1)+1, w(x2), v(a), 0))
0−→

( lj , (w(x1) + 1, w(x2), 0, 0)).

Second, if w(x1) > w(x2) we take the lower branch of the automaton and
apply the same reasoning.

Decrement and 0-test The decrement and 0-test gadget is similar: we reuse
the reasoning of [BBLS15], and apply the same modifications as in Figure 5.2b.
Note that the 0-test gadget has been completely rewritten from [BBLS15] to
ensure a time elapsing of at least a+ 1 time units when the guards are taken at
the last moment.

We give the decrement gadget in Figure 5.4. Assume we are in a config-
uration (li, w) where w(z) = 0 and suppose w(x1) > 0. We can enter the
configuration (l1, (w(x1), w(x2), 0, w(y))) as the guard z = 0 ensures no time has
elapsed.

Two cases show up: w(x1) ≤ w(x2) and w(x1) > w(x2).
First, if w(x1) ≤ w(x2), we can perform several executions with different time

delays, but those are bounded. From li, there is a unique run that reaches lj

without violating our property. It is the one that takes each transition with a
u-guard x ≤ a at the exact moment w(x) = v(a):

( li , (w(x1), w(x2), 0, w(y))
0−→ ( li1 , (w(x1), w(x2), 0, w(y))

v(a)−w(x1)−→ (li2, (v(a), w(x2)+

v(a)−w(x1), v(a)−w(x1), 0))
0−→ ( li3 , (0, w(x2)+v(a)−w(x1), v(a)−w(x1), 0))

1−→

( li4 , (0, w(x2)+v(a)−w(x1)+1, v(a)−w(x1)+1, 1))
w(x1)−w(x2)−1−→ (li5, (w(x1)−

w(x2)−1, v(a), v(a)−w(x2), 0))
0−→ ( li6 , (w(x1)−w(x2)−1, 0, v(a)−w(x2), 0))

w(x2)−→

(li7, (w(x1)− 1, w(x2), v(a), 0))
0−→ ( lj , (w(x1)− 1, w(x2), 0, 0)).

From ( li , w), the unique delay to pass the transition is 0. From ( li1 , (w(x1), w(x2), 0, w(y),

the largest delay to pass the next transition is v(a)− w(x1), so a configuration
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we possibly obtain is (li2, (d1, d2, d3, 0)) with (d1, d2, d3) ≤ (v(a), w(x2) + v(a)−
w(x1), v(a)−w(x1)). If (d1, d2, d3) < (v(a), w(x2) + v(a)−w(x1), v(a)−w(x1)),
then the guard y > 0 in the transition to qerror is verified, hence our property
EGAF=0♥ is violated. We remove all these runs and keep the only run that ends in
the exact configuration (li2, (v(a), w(x2)+v(a)−w(x1), v(a)−w(x1), 0)). As y = 0

holds the next configuration is ( li3 , (0, w(x2) + v(a)− w(x1), v(a)− w(x1), 0)).

Now the unique delay to pass the transition is 1, hence as we reset x1 we arrive

in the configuration ( li4 , (0, w(x2) + v(a)−w(x1) + 1, v(a)−w(x1) + 1, 1)). The

largest delay to pass the next transition is w(x1)−w(x2)− 1, so a configuration
we possibly obtain is (li5, (d1, d2, d3, 0)), with (d1, d2, d3) ≤ (w(x1) − w(x2) −
1, v(a), v(a) − w(x2)). If (d1, d2, d3) < (w(x1) − w(x2) − 1, v(a), v(a) − w(x2)),
then the guard y > 0 in the transition to qerror is verified, hence our property
EGAF=0♥ is violated. We remove all these runs and keep the only run that ends
in the exact configuration (li5, (w(x1)−w(x2)−1, v(a), v(a)−w(x2), 0)). As y = 0

holds the next configuration is ( li6 , (w(x1)−w(x2)− 1, 0, v(a)−w(x2), 0)). The

largest delay to pass the next transition is w(x2), so a configuration we pos-
sibly obtain is (li7, (d1, d2, d3, 0)), with (d1, d2, d3) ≤ (w(x1) − 1, w(x2), v(a)).
If (d1, d2, d3) < (w(x1) − 1, w(x2), v(a)), then the guard y > 0 in the tran-
sition to qerror is verified, hence our property EGAF=0♥ is violated. We re-
move all these runs and keep the only run that ends in the exact configura-
tion (li7, (w(x1) − 1, w(x2), v(a), 0)). As y = 0 holds the next configuration

is ( lj , (w(x1) − 1, w(x2), 0, 0)), and as w(z) = 0, w(x1) represents the exact
value of the counter c1 decreased by 1.

Secondary, if w(x1) > w(x2) we take the lower branch of the automaton and
apply the same reasoning.

Now assume we are in a configuration ( li , w) where w(z) = 0 and sup-

pose w(x1) = 0. We have to reach location lk , and ensure this is done in a a+ 1

time unit delay. We can enter the configuration ( li13 , (0, w(x2), 0, w(y)) as the

guard x1 = 0, z = 0 ensures no time has elapsed. The largest delay to pass
the next transition is v(a) + 1 − w(x2), so a configuration we possibly obtain
is (li14, (d1, d2, d3, 0)), with (d1, d2, d3) ≤ (v(a)+1−w(x2), v(a), v(a)+1−w(x2)).
If (d1, d2, d3) < (v(a) + 1− w(x2), v(a), v(a) + 1− w(x2)), then the guard y > 0
in the transition to qerror is verified, hence our property EGAF=0♥ is violated.
We remove all these runs and keep the only run that ends in the exact con-
figuration (li14, (v(a) + 1 − w(x2), v(a), v(a) + 1 − w(x2), 0)). As y = 0 holds

the next configuration is li15 , (v(a) + 1 − w(x2), 0, v(a) + 1 − w(x2), 0)). The

largest delay to pass the next transition is w(x2), so a configuration we possi-
bly obtain is (li16, (d1, d2, d3, 0)), with (d1, d2, d3) ≤ (v(a) + 1, w(x2), v(a) + 1).
If (d1, d2, d3) < (v(a) + 1, w(x2), v(a) + 1), then the guard y > 0 in the tran-
sition to qerror is verified, hence our property EGAF=0♥ is violated. We re-
move all these runs and keep the only run that ends in the exact configura-
tion (li16, (v(a) + 1, w(x2), v(a) + 1, 0)). As y = 0 holds the next configuration

is ( lk , (0, w(x2), 0, 0)), and as w(z) = 0, w(x1) still represents the value of the
counter c1 = 0.

Simulating the 2-counter machine Now, consider the runs ρ♠ that take a
u-guard x ≤ a “too early”. At this moment, since after a small amount of time
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we have x ≤ a and y > 0 are true, there is a run that eventually reaches qerror
and can never leave it; hence EGAF=0♥ does not hold for these runs. The
same way, the runs ρ♠ that take an unguarded transition to qerror (whether or
not t ≤ b is true) are stuck in a location labeled by ♠; hence EGAF=0♥ does not
hold for these runs. In the following, we do not consider these runs anymore.

Now, let us consider the runs ρ♥ that take each u-guard at the very last
moment, which is exactly when a clock w(x) = v(a).

• If the two-counter machine halts then, there exist parameter valuations v
(typically v(a) larger than the maximum value of the counters during
the computation and v(b) larger than the duration of the corresponding
run in A), for which there is a (unique) run in the constructed U-PTA
simulating correctly the machine, reaching qhalt and staying there forever,
so EGAF=0♥ holds for these valuations: hence EGAF=0♥-emptiness is false.

• Conversely, if the two-counter machine does not halt, then for any valuation,
all runs either end in qerror (either because they took an unguarded transi-
tion to qerror or because they blocked due to the guard t ≤ b—each gadget
takes at least one time unit, so we can combine at most v(b) gadgets—and
again reached qerror); hence there is no parameter valuation for which
EGAF=0♥ holds. Then EGAF=0♥-emptiness is true.

Therefore EGAF=0♥-emptiness is true iff the two-counter machine does not
halt.

Remark 2 (CTL). We may wonder if the timed aspect of TCTL is responsible
for the undecidability. In fact, it is not, and we could modify the proof to show
that CTL itself leads to undecidability. The idea is that we remove the unguarded
transitions in both the increment and the decrement and 0-test gadgets, label
each location of L \ {qerror} with ♥, and add an unguarded self-loop on qhalt.
We claim that EGAX-emptiness is undecidable: we show that EGAX♥ holds for a
unique run of a U-PTA that simulates a two-counter machine, with a similar
reasoning.

5.3 Undecidability for bounded U-PTAs

We now show that undecidability remains even when the parameter domain is
bounded. Note that, if we were addressing the full class of PTAs, showing an
undecidability result for bounded PTAs automatically extends to the full class of
PTAs, as we can simulate any bounded PTA by an unbounded PTA (see, e. g.,
[ALR16b, Fig. 3]). This is not the case for U-PTAs: indeed, in [ALR16b], we
showed that bounded (L/)U-PTAs are incomparable with (L/)U-PTAs; that is,
it is impossible to simulate a bounded U-PTA using a U-PTA (e. g., by using a
gadget that enforces parameters to be bounded), due to the nature of guards,
preventing us to artificially bound a parameter both from above and from below
(in fact, for U-PTAs, bounding from below is possible, but not from above).
Therefore, we must study both problems. Finally note that the EG-emptiness is
decidable for bounded L/U-PTAs but undecidable for L/U-PTAs [AL17], which
motivates further the need to investigate both versions.
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Theorem 7. The EGAF=0-emptiness is undecidable for bounded U-PTAs.
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Figure 5.5: increment gadget

We reduce this time from the boundedness problem for two-counter machines
(i. e., whether the value of the counters remains bounded along the execution),
which is undecidable [KC10].

We define a U-PTA that, under some conditions, will encode the machine,
and for which EGAF=0♥-emptiness holds iff the counters in the machine remain
bounded. The idea is as follows: we reuse a different encoding (originally
from [ALR16a]), and apply the same modifications as we did in the proof of
Theorem 6.

Our U-PTA A uses one parameter a, and four clocks i. e., a single non-
parametric clock y and three parametric clocks x1, x2, z. Each state qi of
the two-counter machine is encoded by a location li of A. Each increment
instruction of the two-counter machine is encoded into a U-PTA fragment
depicted in Figure 5.5; the decrement instruction is a modification of the one
in [ALR16a] using the same modifications as the increment gadget, and is
depicted in Figure 5.6.
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Figure 5.6: decrement gadget

Given v, our encoding is such that when in li with w(z) = 0 then w(x1) (resp.
w(x2)) represents the value of the counter c1 (resp. c2) encoded by 1− v(a)c1
(resp. 1−v(a)c2). Each of our locations has exactly one label: ♥ for the locations

already present in [ALR16a] (depicted in yellow in our figures), and ♠ for the

newly introduced locations (depicted in white in our figures).
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We assume a ∈ [0, 1]. The initial encoding when w(z) = 0 is w(x1) =
1− v(a)c1, w(x2) = 1− v(a)c2, w(y) = 0. Suppose w(x2) ≤ w(x1). From li, we
prove that there is a unique run, going through the upper branch of the gadget,
that reaches lj without violating our property. It is the one that takes each
transition with a u-guard x ≤ a+ 1 at the exact moment w(x) = v(a) + 1:

( li , w)
0−→ ( li1 , (1 − v(a)c1, 1 − v(a)c2, 0, 0))

v(a)c2−→ ( li2 , (1 − v(a)c1 +

v(a)c2, 0, v(a)c2, v(a)c2))
v(a)−v(a)c2+v(a)c1−→ (li3, (v(a)+1, v(a)−v(a)c2+v(a)c1, v(a)+

v(a)c1, 0)
0−→ ( li4 , (0, v(a) − v(a)c2 + v(a)c1, v(a) + v(a)c1, 0)

1−v(a)−v(a)c1−→

( lj , (1− v(a)(c1 + 1), 1− v(a)c2, 0, 1− v(a)(c1 + 1)).

The case were w(x2) ≤ w(x1) is similar, taking the lower branch of the
gadget.

Now, let us consider the runs ρ♥ that take each u-guard at the very last
moment, which is exactly when a clock w(x) = v(a) + 1. (For the same reason
as in the proof of Theorem 6, other runs violate the property anyway.)

• If the counters of the two-counter machine remain bounded then,

– either the two-counter machine halts (by reaching qhalt) and there
exist parameter valuations v (typically v(a) small enough to encode
the required value of the counters during the computation), for which
there is a (unique) run in the constructed U-PTA simulating correctly
the machine, reaching qhalt and staying there forever, so EGAF=0♥
holds for these valuations: hence EGAF=0♥-emptiness is false;

– or the two-counter machine loops forever (and never reaches qhalt)
with bounded values of the counters, and again there exist parameter
valuations v (again small enough to encode the maximal value of
the counters) for which there is an infinite (unique) run in the U-
PTA simulating correctly the machine. As this run is infinite, we
infinitely often visit the decrement and/or the increment gadget(s),
so EGAF=0♥ holds for these valuations: hence EGAF=0♥-emptiness
is again false.

• Conversely, if the counters of the two-counter machine are unbounded,
then for any valuation, all runs either end in qerror, either because they
took an unguarded transition to qerror or because they blocked due to
the guard x ≤ a + 1 —indeed when in li6, we have w(z) = v(a)(c1 + 1)
so if c1 is unbounded, after a sufficient number of steps we cannot pass
the guard z = 1— and again reached qerror. Hence there is no parameter
valuation for which EGAF=0♥ holds. Then EGAF=0♥-emptiness is true.

Using the same reasoning as in the proof of Theorem 6 and [ALR16a], we
conclude that EGAF=0♥-emptiness is true iff the values of the counters of the
two-counter machine are unbounded.
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5.4 Decidability of flat-TCTL for L/U-PTAs with-
out invariants

In this section, we prove that the EG-emptiness and universality problems are
decidable for L/U-PTAs without invariants and with integer-valued parameters.
Recall that for L/U-PTAs in their classical form with invariants (even over integer-
valued parameters), these same problems are undecidable [AL17]. L/U-PTAs
enjoy a well-known monotonicity property recalled in the following lemma (that
corresponds to a reformulation of [HRSV02, Prop 4.2]), stating that increasing
upper-bound parameters or decreasing lower-bound parameters can only add
behaviors. As our definition of L/U-PTAs does not involve invariants, our model
is a subclass of L/U-PTAs as defined in [HRSV02, BL09]. Therefore, it holds
for our definition of L/U-PTAs.

Lemma 21 (monotonicity). Let A be an L/U-PTA without invariant and v
be a parameter valuation. Let v′ be a valuation such that for each upper-bound
parameter p+, v′(p+) ≥ v(p+) and for each lower-bound parameter p−, v′(p−) ≤
v(p−). Then any run of v(A) is a run of v′(A).

We will see that EG-emptiness can be reduced to the following two problems.
The first one is cycle-existence [AL17]: given a TA v(A), is there at least one run
of v(A) with an infinite number of discrete transitions? Before introducing the
second problem, we need to have a closer look at deadlocks: recall that a state
is deadlocked when no discrete transition can be taken, even after elapsing some
time. As we do not have invariants, it will be either a state with no outgoing
edge, or a state in which each outgoing transition contains at least one constraint
on any clock x of the form x / k, where k is a constant, or x / p+, where p+ is a
parameter. Indeed, for any parameter valuation, it suffices to wait enough time
until all such guards are disabled—and the state becomes deadlocked. Note that
with invariants, like in the L/U-PTAs of [HRSV02], this would not be sufficient:
a state containing an invariant x/k and a transition containing a constraint x/k
is not a deadlocked state, as the transition is forced to be taken. Formally,
given an L/U-PTA1 A = (Σ, L,L, l0,X,P, ζ), we define LD(A) := {l ∈ L | for
all edges (l, g, a, U, l′) ∈ ζ, g contains at least one constraint on a clock x of the
form x / k, where k ∈ N, or x / p+, where p+ ∈ P}.2

Now, the second problem we need to distinguish is deadlock-existence: given
a TA v(A), is there at least one run of v(A) that is deadlocked, i. e., has no
discrete successor (possibly after some delay)? As mentioned above, unlike the
L/U-PTAs of [HRSV02], given an L/U-PTA A, detecting deadlocks is equivalent
in our L/U-PTAs without invariants to the reachability problem of a given
location of LD(A). Let v0/∞ be the parameter valuation s.t. for each lower-
bound parameter p−, v0/∞(p−) = 0 and for each upper-bound parameter p+,
v0/∞(p+) =∞.

Recall that EG G holds if either there is an infinite run staying in G, or there
is a finite deadlocked run staying in G.

1Throughout this section, we do not use the labeling function L.
2Observe that this definition also includes the locations with syntactically no outgoing edge

at all.
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Lemma 22. Let A be an L/U-PTA without invariant. There is a dead-
lock in v(A) for some parameter valuation v iff there is l ∈ LD(A) reachable
in v0/∞(A).

Proof. ⇒ Suppose v(A) is deadlocked. There is a run in v(A) ending in a
state (l, w) with no possible outgoing transition. That means for all edges
(l, g, a, U, l′) ∈ ζ, guard v(g) is not satisfied by w + d, for all d ≥ 0. In
particular, let M be the maximal constant appearing in the guards of
v0/∞(A) plus one, then g is not satisfied for w +M . Yet, for that clock
valuation, for sure, all simple constraints of the form k / x are satisfied, so
this means that g must contain at least one constraint on a clock x of the
form x / k, where k ∈ N and k < w(x) +M , or x / p+, where p+ ∈ P and
v(p+) < w(x) +M . Therefore, l ∈ LD(A).

Moreover as constraints in v(A) are stronger than those in v0/∞(A) (i. e.,
for each lower-bound parameter p−, v0/∞(p−) ≤ v(p−) and for each upper-
bound parameter p+, v(p+) ≤ v0/∞(p+)), from Lemma 21 l is reachable
along a run of v0/∞(A).

⇐ Conversely, let l ∈ LD(A) and suppose there is a run of v0/∞(A) reach-
ing (l, w), for some clock valuation w. Let v be the parameter valuation,
defined as in the proof of [HRSV02, Prop 4.4], such that (l, w) is also
reachable in v(A). That valuation assigns a finite value to upper bound
parameters that we denote by µ.

Let e = (l, g, a, U, l′) ∈ ζ. For each constraint of the form x / k with k ∈ N
in g, define d1 = max(0,maxx(k − w(x))) + 1. Then, for all clocks x
and for all d ≥ d1, w(x) + d / k is false. Similarly, for each constraint
of the form x / p+ with p+ an upper-bound parameter in g, define d2 =
max(0,maxx(µ − w(x))) + 1. Then, for all clocks x and for all d ≥ d2,
w(x) + d / v(p+) is false. Let d0 = max(d1, d2) then, by construction
(l, w + d0) is a deadlocked state in v(A).

Consider now a TA without invariants A, and a subset G of its locations.
We build a TA G+(A) as follows: first remove all locations not in G and remove
all transitions to and from those removed locations. Second, add self-loops to all
locations in LD(A), with a guard that is true, and no reset.

Lemma 23. EG(G) holds if and only if there exists an infinite run in G+(A).

Proof. ⇒ Suppose EG(G) holds. Then there is a maximal path in A that
stays in G. If that path is infinite then, by construction it is still possible
in G+(A). Otherwise, it is finite and therefore it is a deadlock. From
Lemma 22, this means that some location in G ∩ LD(A) is reachable in
A, by always staying in G. Consequently that location is still reachable in
G+(A) and since it belongs to LD(A), it has a self-loop in G+(A), which
implies that there is an infinite run there.

⇐ In the other direction, suppose that there is an infinite run in G+(A).
Either the corresponding infinite path never uses any of the added self-
loops and therefore it is possible as is in A, which implies EG(G), or it
goes through LD(A) at least once. The latter means that some location in
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LD(A) is reachable in A by staying in G, and by Lemma 22, this implies
that there exists a finite maximal path in A, and finally that we have
EG(G) in A.

Corollary 7. The EG-emptiness and EG-universality problems are PSPACE-
complete for integer-valued L/U-PTAs without invariants.

Proof. PSPACE-hardness comes from the fact that an L/U-PTA that does not
use parameters in guards is a TA and EG is PSPACE-hard for TAs [AD94].

Let A be an L/U-PTA and G a subset of its locations. Remark that the
construction of Lemma 23 is independant of the constants in the guards, and
hence can be done in the same way for a PTA, giving another PTA G+(A) such
that, for all parameter valuations v, G+(v(A)) = v(G+(A)). By Lemma 23,
EG-emptiness (resp. EG-universality) then reduces to the emptiness (resp. uni-
versality) of the set of parameter valuations v such that v(G+(A)) has an infinite
accepting path. We conclude by recalling that the latter problem can be solved
in PSPACE for both emptiness and universality [BL09].

This result is important as it is the first non-trivial subclass of PTAs for
which EG-universality (equivalent by negation to AF-emptiness) is decidable.

We already had the same complexity for EF-emptiness and EF-universality [HRSV02],
and by negation we can get the other flat formulas of TCTL, both for universality
and emptiness (e. g., AF-emptiness is “not EG-universality”). It is also easy to
see that all those results would hold for flat formulas using the “until” operator.
Therefore we have:

Theorem 8. Flat-TCTL-emptiness and flat-TCTL-universality are PSPACE-
complete for integer-valued L/U-PTAs without invariant.

Remark 3. These results come without Flat-TCTL-synthesis. Indeed, suppose
we can compute the set of parameters s.t. a Flat-TCTL formula is satisfied by an
integer-valued L/U-PTAs without invariant, say EF, and check for the emptiness
of its intersection with a set of equality constraints. Consider an integer-valued
PTA A without invariants. For each parameter p of A that is used both as
an upper-bound and as a lower-bound, syntactically replace its occurrences as
an upper-bound (resp. lower-bound) by a new parameter p+ (resp. p−). We
obtain an integer-valued L/U-PTAs without invariant A′. By hypothesis, let S
be the solution set of parameters valuations to the EF-synthesis problem for A′.
Let S′ be the set of equality constraints p+ = p−. Therefore we can decide
whether S ∩ S′ = ∅ and the EF-emptiness problem is decidable for integer-valued
PTAs without invariants, in contradiction with the results of [BBLS15].

5.5 Conclusion and perspectives

In this chapter, we solved the open problem of the nested TCTL-emptiness for
U-PTAs, that implies the undecidability of the whole TCTL-emptiness problem
for this subclass of L/U-PTAs. Note that our proof holds even for integer-
valued parameters, and even without invariants. This is a reminder that the
border between undecidability and decidability problems for L/U-PTAs and its
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subclasses is quite thin. We used a reduction from a U-PTA to a two-counter
machine using several gadgets to prove that a precise TCTL-emptiness problem
is undecidable. Unlike PTAs and bounded PTAs, U-PTAs and bounded U-
PTAs are incomparable, hence we had to verify whether the same reasoning
was applicable when the parameter domain is bounded. For this purpose, we
used another construction to reduce to a bounded U-PTA from a two-counter
machine to prove that the same TCTL-emptiness problem is also undecidable.

Moreover, we proved that EG-emptiness and universality are PSPACE-
complete for (unbounded) integer-valued L/U-PTAs without invariants. This
result is particularly interesting as it was undecidable with invariants [AL17].
Using existing results, we have that flat TCTL-emptiness and universality are
decidable for this class, and therefore for integer-valued U-PTAs without invari-
ants, which contrasts with our undecidability result and shows that we are there
again at the frontier of decidability.

Future work This work opens new perspectives: where exactly the unde-
cidability starts (in particular whether EG and AF are decidable for U-PTAs
with invariants or real-valued parameters, which remains open, see Table 5.1),
whether our proofs in Sections 5.2 and 5.3 can be extended over bounded time,
and whether the same results hold for L-PTAs (lower-bound PTAs).

Also, extending our decidability result in Theorem 8 while keeping decidability
will be an interesting challenge.

Chapters 3 to 5 mainly focused on the theoretical study of formalisms related
to TAs and PTAs. After studying PTAs themselves, in Chapter 6 we will
find how an extension of PTAs can be successfully applied to the domain of
security, especially in modeling attack and fault scenarios of organizations or
infrastructures.
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Chapter 6

Parametric analyses of
attack-fault trees

This work is the result of a visit at Universiteit Twente, The Netherlands, in the
Formal Methods and Tool team. This visit was partially supported by the PHC
Van Gogh project PAMPAS.

6.1 Introduction

In the past few years, the range of security breaches in the security of or-
ganizations has become larger and larger. The process of unifying them by
determining relations and consequences between separated events has become
more difficult: how to relate the presence of solid oxygen in a helium tank
in SpaceX rocket Falcon 9 to its the explosion during firing tests? What is
the cost for the attacker and the damages caused to SpaceX manufacturing
plants? One of the tools available to help structure risk assessments and security
analyses is attack trees, recommended, e. g., by NATO Research and Technology
Organisation (RTO) [NAT08] and OWASP (Open Web Application Security
Project) [MGK+13]. Attack trees [SSSW98] were formalized in [KMRS10] as
a popular and convenient formalism for security analysis (see [KPS14] for a
survey) and are inspired by fault trees [FMC09, RS15] a well-known formalism
used in safety engineering. Bottom-up computation for a single parameter (e. g.,
cost, probability or time of an attack), can be performed directly on attack
trees [BKMS12]. Attack trees and fault trees are quite similar but differ on
their gates and/or goals [BKMS12, KMRS14]. Both are constructed with leaves
that model component and attack step failures or successes that propagate
through the system via gates. While fault trees focus on safety properties, attack
trees considerate skills, resources and risk appetite possessed by an attacker
performing actions. Attack-fault trees (AFTs) [KS17] combine safety properties
from fault trees and security conditions from attack trees; therefore gates of
both fault trees and attack trees are used in this formalism.

Quantitative analysis of AFTs with multiple quantitative annotations on
AFTs like cost, time, failure probabilities—which can functionally be dependent
on each other—evaluates risks and helps to determine the most risky scenarios
and therefore to select the most effective counter-measures.
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6.1.1 Contribution

In this chapter, we study a more abstract version of the security problem, and
we propose an approach to synthesize times and costs necessary to individual
actions in order to perform a successful attack or individual failures causing
the failure of the entire system. The global attack time and cost can then be
expressed as a combination of the parametric unit costs. To this end, we propose
a formalization of attack-fault trees using an ad-hoc extension of parametric
timed automata called parametric weighted timed automata (PWTAs). PWTAs
can be seen as a generalization of parametric timed automata (PTAs) [AHV93]
and weighted/priced automata [BFH+01, ALP04] with only costs on transitions.

We implement our framework within the tool ATTop presented in [KSR+18],
allowing to define AFTs in the Galileo format, and provide an automated trans-
lation into the IMITATOR input format [AFKS12].

As a proof of concept, we apply our framework to an attack tree of [KS17]
and an original attack-fault tree. With the help of the parametric timed model
checker IMITATOR, we are able to synthesize constraints in several dimensions;
further we discuss induced possible attack and fault scenarios.

This enlarges the scope of quantitative analysis for AFTs by parameterizing
multiple annotations on the AFT at once such as time, cost and damages and
then compute for instance the optimal combination of parameter values for the
attack to fail quickly while keeping damages to the system low.

6.1.2 Related work

Attack tree analysis has been studied through lattice theory [KMRS10], timed
automata [KRS15, KS17, KSR+18], I/O-IMCs [KGS15, AGKS15], Bayesian net-
works [GIM15], Petri nets [DMCR06], stochastic games [ANP16, HKKS16], etc.
UPPAAL has been used for model transformations in [SYR+17] and in [HV06]
UML sequence diagrams are manually transformed into timed automata models.
[KS17] especially tackles the problem of multiple complex risk metrics and at-
tacker profiles, in a probabilistic and timed formalism that can be computed and
analyzed using stochastical model-checking [RS14] and Uppaal SMC [DLL+15].
AFTs are modeled in the Galileo format and translated with the tool AT-
Top [KSR+18] into stochastic timed automata [DLL+11].

However, synthesis of multidimensional parameters (time, cost for the at-
tacker, damages for the organization...) at once for fully timed systems is not
treated in the previously cited works, and these works require testing one by one
a set of possible attribute values for an AFT.

Besides, attack-defense trees are one of the most well-studied extensions of
attack trees and new analysis methods are still developed [KMRS14, KW18].

In a completely different area, asynchronous hardware circuits’ gates were
translated into (parametric) timed automata in [CEFX09]; our translation of
AFTs gates into PWTAs synchronized using parallel composition shares some
similarities with that approach.

6.1.3 Outline

We recall attack-fault trees in Section 6.2. We then introduce the formalism of
parametric weighted timed automata in Section 6.3. Our translation from AFTs
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to PWTAs is given in Section 6.4. Then, we describe our implementation in
Section 6.5 and report on experiments in Section 6.6. We conclude by discussing
future works.

6.2 Attack-fault Trees

Attack-fault trees (AFTs) model how a safety or security goal can be refined into
smaller sub-goals, represented as gates, until no further refinement is possible,
represented as leaves. The leaves of the tree model are either basic component
failures (BCF) or basic attack steps (BAS). Since subtrees can be shared in the
literature (see e. g., [KS17]), AFTs are actually directed acyclic graphs, rather
than trees. In this work, we consider only trees without shared gates or leaves.
Safety is compromised with the failure of a BCF, i. e., without any outside spark
action. Security is compromised when an outside attacker causes the activation
of a BAS. Following the terminology of [KS17], in this work we write that a gate
or a leaf is disrupted if the output is true i. e., it succeeds, and fails otherwise.
A success event (disruption) models the fact that a component (gate or leaf) is
compromised i. e., the attack is successful or the component fails. In contrast, a
fail event models the robustness of the component against an attacker through a
BAS, or a BCF.

6.2.1 AFT leaves

AFT leaves are equipped with an execution time and a rich cost structure
that includes the cost incurred by an attacker and the damage inflicted on the
organization. In contrast to [RS15, KS17] where BCF and BAS are equipped
with probability distributions, we consider both BCF and BAS as parametric
time-dependent events. This allows us to compute a range of cost values, damages
values and time intervals at once in order to perform operations such as optimum
time values for a counter-measure while keeping damage to the organization low,
and cost for the attacker high.

6.2.2 AFT gates

In order to model complex scenarios with multiple leaves, BCF and BAS have
to be composed. For this purpose, logical gates are used that output either the
propagation of a disruption, or not. Gates take as an input either leaves or
outputs from gates in their subtrees. Logical gates used in AFTs are taken from
both dynamic fault trees and attack trees: AND, PAND, SAND, OR, SOR, FDEP,
SPARE, VOT(k/n), depicted in Figure 6.1. These gates are the translatable ones
in ATTop [KSR+18] from the Galileo format. We also added the XOR gate to
improve our modeling capabilities.

AND gate propagates a disruption (i. e.,, it synchronizes a success event [KS17])
if all of its children are disrupted, regardless of the order of disruption. Children
are activated initially by the AND. Children of a SAND gate are activated sequen-
tially from left to right. After the success (disruption) of the leftmost child, the
second left most child is activated, and so on until the disruption of rightmost
child. If all children are disrupted, the SAND gate is disrupted. However, if
any child fails (to be disrupted), the SAND gate directly fails. SAND gate is a
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k/n

Figure 6.1: From left to right: AND, SAND, PAND, OR, SOR, XOR, FDEP,
SPARE, VOT(k/n) gates

specific gate of attack trees. Compared with SAND gate, all children of a PAND
gate are activated initially when the PAND gate is activated. The rest of the
execution is similar to a SAND gate, and propagates a disruption if all children
are disrupted from left to right (which in contrast is not mandatory for an AND
gate), otherwise the PAND gate fails.

OR gate propagates a disruption if at least one of its children is disrupted.
Children are activated initially by the OR gate. Similarly to a SAND gate,
children of a SOR gate are activated sequentially after the termination of the
previous one and from left to right. It propagates a disruption when one of its
children is disrupted, otherwise if all children fail the SOR gate fails. XOR gate
propagates a disruption if one of its children is disrupted and the other one fails.

FDEP (functional dependency) gate consists of a trigger event and several
dependent events, and is a specific gate of fault trees. When the trigger event
occurs, all its dependent BCF events are disrupted (i. e., the failure of the power
supply automatically deactivate the alarm and security cameras, therefore the
BCFs are successful).

SPARE gate is similar to SAND, but is a specific gate for fault events while
SAND gate is used for attack events. SPARE gate consists of one primary BCF
and several secondary BCF which are activated sequentially. If the primary BCF
is disrupted (i. e., the component fails), a secondary becomes primary. If no
BCFs are left (they all are disrupted), SPARE gate propagates a disruption.

VOT(k/n) gate is similar to OR gate and consists of n ∈ N children initially
activated. VOT(k/n) gate is disrupted when k of its n children are disrupted.

6.3 Parametric weighted timed automata

First we introduce a slighlty different notation than for PTAs that will be used
in this chapter.

Given U ⊆ X, we define the reset of a valuation w, denoted by [w]U , as
follows: [w]U (x) = 0 if x ∈ U , and [w]U (x) = w(x) otherwise.

We assume a set TP = {p1, . . . , pJ} of timing parameters. A timing parameter
valuation tv is a function tv : TP→ Q+. A guard g is a constraint over X ∪ TP
defined by a conjunction of inequalities of the form x ./ d, or x ./ p with x ∈ X,
d ∈ N and p ∈ TP. Given g, we write w |= tv(g) if the expression obtained by
replacing each x with w(x) and each p with tv(p) in g evaluates to true.

We assume a set W = {w1, . . . , wM} of weights. A weight valuation µ is a
function µ : W → Q. We write ~0W for the weight valuation assigning 0 to all
weights. We assume a set WP = {q1, . . . , qN} of weight parameters , i. e., unknown
weight constants. A weight parameter valuation wv is a function wv : WP→ Q.1

1Observe that, in contrast to timing parameters that should be non-negative (which is
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compromise IoT device

exploit software vulnerability in IoT device

cost = 60 US$, duration = 1 hour

access home network run malicious script

cost = 50 US$
duration = 0.5 hour

gain access to private networksget credentials

cost = 40 US$,
duration = 10 hours

access LAN access WLAN

find LAN access port

cost = 20 US$,
duration = 1 hour

spoof MAC address

cost = 30 US$,
duration = 0.5 hour

find WLAN

cost = 2 US$,
duration = 5 hours

break WPA keys

cost = 80 US$,
duration = 2 hours

0–20–5

0–10

10–11

11–11.5

Figure 6.2: Attack Tree modeling the compromise of an IoT device
from [SYR+17]. Leaves are equipped with the cost and time required to execute
the corresponding step. The parts of the tree attacked in a successful attack are
indicated by a darker color, with start and end times for the steps in this attack
denoted in red.

A linear arithmetic expression over W ∪WP is
∑
i aiwi +

∑
j bjqj + c, where

wi ∈W, qj ∈WP and ai, bj , c ∈ Q. Let LA(W∪WP) denote the set of arithmetic
expressions over W and WP. A parametric weight update is a partial function
α : W 9 LA(W ∪WP). That is, we can assign a weight to an arithmetic
expression of parametric weights and other weight values, and rational constants.
Given a weight valuation µ, a parametric weight update α and a weight parameter
valuation wv, we need an evaluation function evalwv(α, µ) returning a weight
valuation, and defined as follows:

evalwv(α, µ)(w) =

{
µ(w) if α(w) is undefined

µ(wv(α(w))) otherwise

where µ(wv(α(w))) denotes the replacement within the linear arithmetic ex-
pression α(w) of all occurrences of a weight parameter qi by wv(qi), and of a
weight variable wj with its current value µ(wj). Observe that this replacement
gives a rational constant, therefore evalwv(α, µ) is indeed a weight valuation
W → Q. That is, evalwv(α, µ) computes the new (non-parametric) weight
valuation obtained after applying to µ the partial function α valuated with wv.

We extend further PTA with (discrete) rational-valued weight parameters,
giving birth to parametric weighted timed automata (PWTA).

Definition 19. A parametric weighted timed automaton (PWTA) A is a tuple
A = (Σ, L, l0, F,X,TP,W,WP, I, ζ), where:

1. Σ is a finite set of synchronization actions,

2. L is a finite set of locations,

usual for parametric timed automata), our weight parameters may be negative.
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3. l0 ∈ L is the initial location,

4. F ⊆ L is the set of accepting locations,

5. X is a finite set of clocks,

6. TP is a finite set of timing parameters,

7. W is a finite set of weights,

8. WP is a finite set of weight parameters,

9. I is the invariant, assigning to every l ∈ L a guard I(l),

10. ζ is a finite set of edges e = (l, g, a, U, α, l′) where l, l′ ∈ L are the source
and target locations, g is a guard, a ∈ Σ, U ⊆ X is a set of clocks to be
reset, and α : W 9 LA(W ∪WP) is a parametric weight update.

Given a timing parameter valuation tv and a weight parameter valuation wv,
we denote by tv|wv(A) the non-parametric structure where all occurrences of a
timing parameter pi have been replaced by tv(pi), and all occurrences of a weight
parameter qj have been replaced by wv(qj). The resulting structure can be seen
as an extension of a parametric weighted/priced timed automaton [BFH+01,
ALP04] with only rational weights on edges.2 However, our structure goes
beyond a simple parametric extensions of weighted/priced timed automata, for
two reasons:

1. we allow multiple weights;

2. we allow to not only increment weight values over a path, but also perform
more complex operations on that weight, notably incrementing it with
another weight value, which is clearly not possible in [BFH+01, ALP04].

Note that, if we restrict our parametric weight update function to expressions
of the form α(wi) = wi + z, where z is either a weight parameter or a rational
constant, then our formalism is exactly the parametric extension of (the discrete
“switch” weight part of) [BFH+01, ALP04].3

In addition, our formalism shares some similarities with the statically para-
metric timed automata of [Wan00], where timed automata are extended with
parameters that can only be used in guards, but not compared to clocks. In
contrast, our weight parameters can only be used in updates, and not in guards;
in addition, we also feature the timing parameters of [AHV93] that can be
compared to clocks.

Example 5. In the PWTA in Figure 6.3, we have the following elements:
L = {l1, l2, l3}, l0 = l1 (also the unique element of F ), X = {x, y}, and Σ =
{press,prepare, serve}, with the set TP = {p1, p2} and weights W = {w}, WP =
{q}. There are four edges:

2In [ALP04] cost is defined as the sum of each discrete cost on transitions (switch cost)
plus the time spent in a location multiplied by an integer rate (duration cost), resulting in a
rational value. Here, we omit the duration costs.

3Technically, as weighted/priced timed automata use integer constants, a rescaling of
the constants is necessary: by multiplying all constants in tv|wv(A) by the least common
multiple of their denominators, we obtain an equivalent (integer-valued) weighted/priced timed
automata.
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l1 l2 l3
press
x := 0
y := 0
w := 2e

prepare
y = p1

press
y ≤ 5 ∧ x > 1

x := 0
w := w + q

serve
y = p2

Figure 6.3: A PWTA modeling a coffee machine

• e1 = 〈l1, g, a, U, l2〉 where U sets both x, y to 0, α is w = 2e,

• e2 = 〈l2, g, a, U, l2〉 where g is y ≤ 5 ∧ x > 1 and U sets x to 0, α is
w := w + q,

• e3 = 〈l2, g, a, U, l3〉 where g is y = p1 and

• e4 = 〈l3, g, a, U, l1〉 where g is y = p2.

Let us now define the concrete semantics of PWTA as the union over all
timing parameter and weight parameter valuations.

Definition 20 (Semantics of a valuated PWTA). Given a PWTA A = (Σ, L, l0, F,X,TP,W,WP, I, ζ),
a timing parameter valuation tv, and a weight parameter valuation wv, the se-
mantics of tv|wv(A) is given by the TTS (S, s0,→), with

• S = {(l, w, µ) ∈ L× RH+ ×QM | w |= tv(I(l))},

• s0 = (l0,~0,~0W),

• → consists of the discrete and (continuous) delay transition relations:

1. discrete transitions: (l, w, µ)
e7→ (l′, w′, µ′), if (l, w, µ), (l′, w′, µ′) ∈ S,

and there exists e = (l, g, a, U, α, l′) ∈ ζ, such that w |= tv(g), w′ =
[w]U , and µ′ = evalwv(α, µ)(w);

2. delay transitions: (l, w, µ)
d7→ (l, w + d, µ), with d ∈ R+, if ∀d′ ∈

[0, d], (l, w + d′, µ) ∈ S.

That is, a state is a triple made of the current location, the current (non-
parametric) clock valuation, and the current (non-parametric) weight valuation.
The clock valuations evolve naturally as in timed automata, while the current
weight evolves according to the weight update function.

Moreover we write (l, w, µ)
(e,d)−→ (l′, w′, µ′) for a combination of a delay and

discrete transition if ∃w′′ : (l, w, µ)
d7→ (l, w′′, µ)

e7→ (l′, w′, µ′). Given tv|wv(A)
with concrete semantics (S, s0,→), we refer to the states of S as the concrete states
of tv|wv(A). A run of tv|wv(A) is an alternating sequence of concrete states of
tv|wv(A) and pairs of edges and delays starting from the initial state s0 of the
form s0, (e0, d0), s1, · · · with i = 0, 1, . . . , ei ∈ ζ, di ∈ R+ and (si, ei, si+1) ∈ →.
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Example 6. A concrete execution of the PWTA tv|wv(A) of Example 5 with w =
2e, wv(q) = 0.5e, tv(p1) = 5 and tv(p2) = 8 is

(l1, (0, 0), (0))
(press,2)−→ (l2, (0, 0), (2))

(press,1.5)−→ (l2, (0, 1.5), (2.5))
(press,1)−→ (l2, (0, 2.5), (3))

(prepare,2.5)−→
(l3, (2.5, 5), (3))

(serve,3)−→ (l1, (5.5, 8), (2.5)).
Note that no coffee can be served if tv(p1) = 8 and tv(p2) = 5.

Remark 4. Despite the name of weights (justified by our context of measuring
costs and damages), our parametric weights are in fact sufficiently expressive to
encode parametric (rational-valued) data.

6.4 Translation of AFTs to PTAs

6.4.1 Overview of the translation

We will model an attack-fault tree using a network of PWTAs that will synchro-
nize along actions (using the usual composition semantics). Each gate and each
leaf (i. e., BAS or BCF) will be modeled as a PWTA. Leaves PWTA have a
duration and a weight, while gates PWTA store the weight value of their children
to forward it to their parents. Therefore, each gate PWTA maintains its own
weight, and its value will be added to that of their parents in case of success
(thanks to the parametric weight update).

All gates and leaves PWTAs initially synchronize their start action—referred
as activation in this work—, and end with either a success or fail synchronization
action. After gates synchronize their start action, they synchronize the start
action of their children.

Intuitively, the process is top-bottom-top: the top level gate PWTA activates
its children, which themselves activate their children (if any), and so on until
the leaves PWTAs at the bottom of the attack-falt tree. Once a leaf PWTA
terminates, it synchronizes either its success or fail action. In case of success,
the leaf PWTA forwards its weight value to its parent, where this value is stored.
When its parent gate PWTA terminates, the gate PWTA synchronizes either a
success or a fail action. In case of success, the gate PWTA forwards its weight
value to its parent, and so on until the top-level gate PWTA terminates.

If the top-level PWTA terminates in its success location, the attack is
successful. We apply the reachability synthesis algorithm of PTAs on the success
location in the top-level PWTA, that is, we synthesize all valuations for which
this location is reachable: this gives us the success conditions of an attack. The
set of constraints on time and weight (such as cost for the attacker, damages for
the organization) that allowed this attack to be successful are output by this
analysis.

As a running example, we consider the attack tree in Figure 6.2 taken
from [SYR+17].

6.4.2 Translation of leaves

A BAS/BCF is modeled as a PWTA with clocks and weights (see Figure 6.4).
Note that in real life while a BAS needs to success so the attack is possibly
successful, a BCF needs to fail in order to propagate a disruption (as in basic
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l1 l2

x ≤ 5

l3

l4

start

x := 0

success
x ≥ 5

wparent := wparent + wleaf

fail
x ≥ 5

Figure 6.4: PWTA translation of leaf that can reach the success location in
exactly 5 units of time, and of weight wleaf

component failure). However we consider in our models that both BAS and
BCF need to reach the success location.

Figure 6.5: BAS translation
of find WLAN

There is two paths in a BAS/BCF PWTA,
one that reaches the success location and one
that reaches the fail location. In case of suc-
cess, its weight is forwarded to and stored in
its parent gate.

Example 7. The translation of leaf find WLAN

of Figure 6.2 is given in Figure 6.5. To ex-
press the leaf find WLAN we use four locations,
one clock x4. The first step is to activate the
basic attack step using the synchronization ac-
tion launchFindWLAN. Once activated, and
at most five units of time after (modeled by
the invariant 5 ≥ x4 and the guard x4 ≥ 5) it
can either success with the action successFind-
WLAN or fail with the action failFindWLAN.
If the success state is reached, the weight of its
parent gate is increased by its own weight 10.

6.4.3 Translation of gates

Concrete translations of SAND, AND, OR gates are given in Table 6.1 (yellow
locations denote urgency: time cannot elapse). We describe them and give
examples in the following. Other gates are similar.

AND recall that an AND gate is disrupted if all of its children are disrupted. It
activates all of its children then waits for their disruptions regardless of the order
of the successes. At any moment if one fails, the AND gate fails. If the success
action is synchronized, its parent weight wparent is updated: the weight wAND

carried by the AND gate is added to wparent.

Example 8. We give in Figure 6.6b the PWTA corresponding to the AND
gate access home network of Figure 6.2. When all children are activated in
the PWTA of Figure 6.6b, there are four paths leading to the fail state, while
only two (success of the two children in any order) leading to the success state.
startAND3 launches the AND gate access home network. Both children, the
BAS get credential and the OR gate gain access to private networks are

112



AND gate

A B

l1 l2 l3 l4 l7

l5

lf

l8

l6 ls
startAND startA startB

successA successB

successAND
wparent += wANDsuccessB successA

failA
failB

failB

failA

failAND

SAND gate

BA C

l1 l2 l3 l4 l5 l6 l7 l8 ls

l9 lf

startSAND startA

successA

failA

startB

successB

failB

startC

successC

failC

successSAND
wparent += wSAND

failSAND

OR gate

A B

l1 l2 l3 l4 l7

l5

ls

l8

l6 lf
startOR startA startB

failA failB

failOR

failB failA

successA
successB

successB

successA

successOR

wparent += wOR

Table 6.1: Translation rules of AND, SAND and OR gates to PWTA

activated with the synchronization of the actions launchGetCred and startOR.
Unlike the SAND gate, AND gate waits for any of its child to synchronize a success
action. If successGetCred is synchronized, it then will wait for successOR to
go to the location success. If failGetCred is synchronized, the automaton will
go to the location failing. When waiting for the action successOR, if failOR
is synchronized the automaton will also go to the location failing. The other
possibility ( successOR then successGetCred) is similar. When in location failing
it synchronizes the action failAND3, while if going to the location success it will
synchronize the action successAND3. If the success state is reached, the weight
of its parent gate is increased by its own weight.

SAND recall that a SAND gate is disrupted if all its children from left to right
are disrupted sequentially from left to right. It activates its leftmost child then
waits for its success or failure, then activates its second leftmost child and so on.
If the rightmost child succeeds, the SAND gate is disrupted. If one child fails, the
SAND gate fails. For a SAND gate modeled as a PWTA with n children, there
is only one path leading to the success state, while there are n paths leading to
the fail state (one from each child). If the success action is synchronized, its
parent weight wparent is updated: the weight wSAND carried by the SAND gate
is added to wparent.

Example 9. The top event of the attack tree in Figure 6.2 is a SAND gate. We
give the PWTA corresponding to this SAND in Figure 6.6a. It synchronizes the
action startSAND. Then it activates its leftmost child access home network

with the action startAND3, which is an AND gate. If the action successAND3
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is synchronized, its second leftmost child is activated with the action launchEx-
ploit. If the action successExploit is synchronized, its third and last child is
activated with the action launchRunMScript. If the action successRunMScript
is synchronized, the action successSAND is synchronized. At any moment, if
one of its children fail and an action failAND3, failExploit or failRunMscript
is synchronized the automaton goes to the location failing where the action fail-
SAND is synchronized. If the success state is reached, the weight of its parent
gate is increased by its own weight.

(a) Translation of the top-level SAND gate

(b) Translation of the AND gate
access home network

Figure 6.6: SAND and AND gate
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OR OR gate initially activates all of its children. OR gate is disrupted if at
least one of its children is disrupted, and fails if all of its children fail. Therefore
in the case of two children, one child can fail and the OR gate still propagates a
disruption if the other one succeeds right after. However, if one child succeeds
no need to wait for the second one and the success action of the OR gate is
synchronized.

Figure 6.7: Translation of the OR gate
gain access to private networks

If the success action is synchro-
nized, its parent weight wparent is
updated: the weight wOR carried by
the OR gate is added to wparent.

Example 10. The PWTA translat-
ing the only OR of Figure 6.2 (given
in Figure 6.7) activates all of its chil-
dren, then waits for one to succeed,
regardless of the order. Afterwards,
whatever happens leads to the suc-
cess state. If one child fails, then
the other has to succeed, otherwise the
OR fails. Therefore there is six possi-
ble paths to the success state, while
there is two paths to the fail state
(failure of both children in any or-
der). startOR launches the OR gate
gain access to private networks

which activates its two children us-
ing the actions startAND1 and star-
tAND2 which activates the AND
access LAN and AND access WLAN.
Only one action successAND1 or suc-
cessAN2 is needed to be synchronized
so the automaton goes to the location
success regardless of which action is
synchronized afterwards. Then it syn-
chronizes the action successOR. If at
first the action failAND1 (resp. fai-
lAND2) is synchronized, then succes-
sAND2 (resp. successAND1) has to
be synchronized afterwards in order to
reach the location success. Otherwise,
if failAND2 (resp. failAND1) is syn-

chronized, the automaton will go to the location failing and then synchronize the
action failOR. If the success state is reached, the weight of its parent gate is
increased by its own weight.

6.4.4 Top-level automaton

Finally, we need to create an automaton that will activate the first top-event
gate of the AFT. We call it rootTA. This PWTA is the one that starts the chain
reaction by activating the top-event PWTA gate, which at its turn will activate
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its own children and so on. It waits for the success or fail action of this PWTA
gate. In case of success, its weight has been updated with the total weight value
of the execution forwarded by the top-event gate PWTA.

l1 l2

l3

l5

l4

l6

startSAND

successSAND
successRoot

total cost = current cost root
abs time = total time

failSAND

failROOT

Figure 6.8: The rootTA

This bottom-to-top addition stores in the weight current cost root the total
weight of the attack. The rootTA also stores the total time spent since the first
activation of the top-event PWTA (using an extra clock and parameter).

Example 11. We give in Figure 6.8 the top-level PWTA for the AFT in
Figure 6.2. It is very similar to a leaf PWTA. It activates the top-level
gate PWTA, then waits for its success or fail action. If the success action is
synchronized, its weight has been updated to the total weight value of the execution
and is checked against an additional parameter total cost so IMITATOR outputs
this current cost root value. Likewise, the clock abs time which is never reset
since the activation of rootTA is checked against a timing parameter total time.
Therefore IMITATOR outputs the total time of execution.

6.5 Implementation of the translation

6.5.1 IMITATOR

IMITATOR [AFKS12] is a parametric model checker taking as input an exten-
sion of networks parametric timed automata extended with synchronization,
stopwatches and discrete variables. IMITATOR supports global (shared) discrete
rational-valued variables, that can be either concrete (in which case they are
syntactic sugar for an unbounded number of locations), or symbolic, in which
case they can be updated to or compared with parameters. While IMITATOR
technically considers a single type of parameters (where symbolic variables can
be compared or even updated to timing parameters), our weight parameters are
never compared to timing parameters, and this setting can be considered as a
subclass of the IMITATOR expressiveness.

IMITATOR implements several synthesis algorithms, notably reachability syn-
thesis (EFsynth), that attempts to synthesize all parameter valuations for which a
given location is reachable—which is the algorithm we use here. IMITATOR relies
on the symbolic semantics of parametric timed automata (see e. g., [JLR15]),
where symbolic states are made of a discrete location, and a constraint over
the clocks and parameters. The weight parameters are added to this symbolic
semantics in a straightforward manner, with symbolic states enriched with linear
constraints over weight parameters.
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Note that, while parametric timed automata are highly undecidable (see [And19]
for a survey), and while our parametric extension adds a new layer of complexity,
all analyses terminate with an exact result (sound and complete) because our
models are acyclic: our AFTs are trees, and their translation yields structurally
acyclic PWTAs. As a consequence, the symbolic semantics of these PWTAs can
be represented as a finite structure, and the analysis is guaranteed to terminate.

6.5.2 Translation from AFTs to PWTAs

I implemented the translation from AFTs to PWTAs (around 700 lines of code)
within the framework of ATTop [SYR+17]. The existing software ATTop can
take as input a Galileo formatted file. This format is pretty easy to use and to
understand. The code in Figure 6.9 expresses an attack-fault tree of one OR
gate named A, with two children B and C. The BAS B takes between 50 and 100
units of time to terminate, and costs $50 to the attacker. The BAS C takes
between 30 and 70 units of time to terminate, and costs $30 to the attacker.

1 toplevel ”A” ;
2 ”A” or ”B” ”C” ;
3 ”B” mintime=50 maxtime=100 cost=50;
4 ”C” mintime=30 maxtime=70 cost=30;

Figure 6.9: Example of Galileo attack-tree

ATTop takes as an input a Galileo file and parses it to represent it as an
attack-fault tree meta-model (ATMM) (see [SYR+17, Section 3], and Figure 6.10
for a screenshot of the tool).

Then, different translations are available: one quite interesting is the trans-
lation into an UPPAAL file, for instance a network of stochastic timed au-
tomata [KS17]. ATTop takes the ATMM and translates it in its UPPAAL

Figure 6.10: Screenshot of the tool ATTop after the translation of the SpaceX
AFT
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meta-model, then serializes it into an UPPAAL formatted file. In our approach
we directly translate the representation of the ATMM into an IMITATOR for-
matted file, using the Epsilon Generation Language (EGL) [RPKP08]. This
translation is a very efficient way to obtain AFTs modeled using PWTAs: de-
signing manually a PWTA model from an AFT is very tedious to achieve, while
defining an AFT within the Galileo syntax is simple.

Once the PWTA obtained, we synthesize using IMITATOR all parameter
valuations for which the success location of the rootTA can be reached (using
EFsynth). These sets of parameter values will help us to determine attack and
fault scenarios in the following section.

6.6 Case studies

As a proof of concept, we apply our approach to an attack tree from the literature
and an original attack-fault tree. Experiments were conducted with IMITATOR
2.10.4 “Butter Jellyfish”,4 on a 2,4 GHz Intel Core i5 processor with 2 GiB of
RAM. Computation times of parameter values ranges from 1 to 9 seconds with
four parameters.

6.6.1 Compromising an IoT device

We apply our approach to the AFT depicted in Figure 6.2 taken from [SYR+17].
We choose to parametrize the cost of finding a LAN access point (CostF indLAN AP )
and the maximum amount of time to break WPA keys (tMax Break) of the
AFT. This configuration will describe which attack (WLAN or LAN) is smarter
for the attacker, depending on their resources: finding a LAN access point
can be difficult depending on the infrastructure security and perhaps social
engineering is needed. However, if the attacker does not have enough resources
but a large amount of time (s)he can spend time trying to break WPA keys.
IMITATOR computes several constraints on these parameters such that the attack
is successful.

Different constraints are possible representing possible time and weight values
s.t. an attack is possible. This is represented as a disjunction of conjunctions of
constraints on parameters. For instance it can be a quick but very costly attack,
or a long but cheap one; therefore different attack and fault scenarios appear.
The conjunction of constraints

2 ∗ tMax Break ≥ 23 ∧ CostF indLAN AP ≥ 0

∧CostF indLAN AP + 180 = total cost ∧ 2 ∗ total time = 23

represents an attack that is very expensive for the attacker: indeed, the total
cost of the attack is at least $180 and fully depends on the cost of finding a
LAN access point. However, the time spent on the attack is negligible and fixed
(11.5h).

4Sources, binaries, models and results are available at https://www.imitator.fr/static/

ACSD19PAT/
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In opposition, the constraint

2 ∗ tMax Break + 3 ≥ 2 ∗ total time
∧CostF indLAN AP ≥ 0

∧2 ∗ total time ≥ 23 ∧ total cost = 232

shows a an attack that will last at least 11.5h—that is, the attacker does not
exactly knows when (s)he will break the WPA keys depending for instance of
her/his computation power—but with a fixed cost of $232..

Contrarily to our initial intuition, the cost of this second attack can be high
above the first one, as breaking the WPA keys is quite costly ($80) in opposition
with finding a LAN access point. A smart attacker could choose, regardless of
their time and resources the first attack through LAN access point.

Figure 6.11: AFT of SpaceX rocket explosion

6.6.2 SpaceX rocket Falcon 9 explosion

Our second case study is an adaptation of the anomaly investigation that
followed the explosion of SpaceX rocket Falcon 9 in september 20165. The AFT
in Figure 6.11 depicts the different configurations that can eventually end up
with the explosion. The objective of this case-study is to show that the explosion
is more likely to be accidental, due to the expensiveness of the BAS for the
attacker who could attempt a sabotage.

The rocket carries a helium tank with three composite overwrapped pressure
vessels (COPVs) inside. One COPV possibly had a manufacturing defect and
buckles in its liner and the carbon overwrap (AND gate). Afterwards (PAND

5SpaceX anomaly update, https://www.spacex.com/news/2016/09/01/anomaly-updates
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gate) liquid oxygen (LOx) can pool in these buckles and become trapped when
pressurized under the carbon overwrap, resulting in a flawed COPV. An other
possibility is the presence of solid oxygen (SOx) either due to the loading
temperature of helium or placed here intentionally by an attacker (OR gate).

These two configurations result in a compromised COPV. When the COPV
is compromised, a friction due to take-off tests can start the rocket ignition
(SAND gate).

BCFs have a duration representing the time taken until the component failure.
Damage is the cost for the organization for having built a defective component,
or the cost induced when the component has failed. BASs have a cost for the
attacker to perform the attack, and a duration for the attack to be successful.

We choose to parametrize the damages induced to the manufacturing facility
by damage BuckleInInnerLiner, and the cost of pooling solid oxygen near the
COPV, cost SOXmaliciouslyIntroduced.

The constraint

13 ≥ total time ≥ 8

∧cost SOXmaliciouslyIntroduced ≥ 0

∧total damages ≥ 100

∧damage BuckleInInnerLiner + 100 = total damages

∧total cost = 1700

represents the attack using the malicious introduction of LOx between the inner
liner and the carbon overwrap of the COPV. Clearly this attack is very costly
($1700) and assumes the presence of these buckles. It is highly prejudicial to
SpaceX as the company may want to investigate the manufacturing facility that
produces COPV components.

The other attack, represented by the constraint

total time = 6

∧cost SOXmaliciouslyIntroduced ≥ 0

∧total damages = 0

∧damage BuckleInInnerLiner ≥ 0

∧total cost = cost SOXmaliciouslyIntroduced

shows that the cost of the attack is equal to the cost of introducing SOx near
the COPV. The higher is the parameter cost SOXmaliciouslyIntroduced, the
higher is the cost of the attack. We may assume this cost is high enough as SpaceX
surely secured its launch complex. Otherwise, an efficient counter-measure would
be to find means to increase this cost for the attacker.

The constraint

cost SOXmaliciouslyIntroduced ≥ 0

∧total damage ≥ 150

∧damage BuckleInInnerLiner + 150 ≥ total damage
∧total time = 3 ∧ total cost = 0

represents the fact that buckles in the inner liner and in the carbon overwrap of
the COPV, and then LOx pooled under the overwrap, lead to a complete failure
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of the system, i. e., the rocket explodes. In this scenario, there is in all likelihood
no attacker. However, the damages for the manufacturing facility can be huge if
it is flawed: SpaceX should probably investigate in their manufacturing facilities
in order to prevent the production of other flawed components.

Finally, the constraint

cost SOXmaliciouslyIntroduced ≥ 0

∧total damage = 100

∧damage BuckleInInnerLiner ≥ 0

∧3 ≥ total time ≥ 1 ∧ total cost = 0

shows that the explosion can be provoked by the presence of SOx due to cold
helium. This case is possible without any attacker or component failure and is
therefore fully accidental. No damages are caused to SpaceX (excepted the cost
of the unusable rocket) or its suppliers.

These scenarios indicate that the rocket explosion is more likely to be acciden-
tal, as the cost in both scenarios where there is an attacker is very high. However,
the worst case indicates that SpaceX should investigate their production lines to
prevent other flawed components, as well as the presence of an attacker.

6.7 Conclusion

We addressed the problem of formalizing attack-fault trees in a more abstract
framework allowing to cope with parametric timings, costs and damages. We
defined and implemented a translation from attack-fault trees to PWTAs (a new
extension of PTAs) that can be analyzed using the IMITATOR model-checker.
This translation allows us to define easily an AFT using the Galileo syntax, and
obtain as an output this AFT modeled with PWTAs. Using IMITATOR, we
synthesize all parameter values such that there is a successful attack and/or
a system failure. Finally, obtaining a disjunction of convex sets of parameter
values allows us to define different attack and fault scenarios. Therefore it helps
selecting the most plausible scenario and the most efficient counter-measures.

Future works In this work, we only considered three parameters: timing, cost
and damage parameters. However, it is trivial to split these parameters into
more precise ones, such as human damages (health and insurance) and material
damages caused by the attacker or the failure of the system: an attack can be
cheap for the attacker but inflict many kind of damages to the organization, as in
our SpaceX case study. Thanks to the vector of weights defined in our PWTAs,
this would be immediate to consider in our framework and implementation.

Moreover, extending our framework to attack-defense trees [KMRS14, GHL+16]
is also on our agenda.

Finally, adding probabilities in order to create probabilistic parametric attack-
fault trees will be an interesting and challenging future work. Indeed, in our
SpaceX rocket case study adding probabilities to the manufacturing defects of
the COPV on top of the damages inflicted to the company would strengthen
considerably our formalism.
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Chapter 7

Conclusion

In this thesis we mainly focused on developing new extensions and restrictions
of a widely studied formalism, Timed Automata extended with parameters.
We tried to determine whether classic TCTL properties are decidable for these
extensions of PTAs and also if we can efficiently compute the set of parameters
such that a given TCTL property evaluates to true. After this theoretical study,
we also applied an extension of PTAs to cyber-security by demonstrating its
usefulness in modeling attack and fault scenarios of IT infrastructures.

7.1 Summary

In Chapter 3 we defined a new extension of TAs, U2P-TA, which
are TAs where parameters are allowed in updates. We proved that the EF,
AF-emptiness and universality problems are undecidable when the parameters
take rational values.

Nonetheless, when we consider only integer-valued parameters, we discovered
that these problems become decidable, and even PSPACE-complete. Moreover,
and unlike classical PTAs, EF, AF-emptiness and universality problems are
decidable with unbounded integer values. We also can perform the synthesis of
parameters for these problems. This result sharpens the thin border between
decidability and undecidability results [ALR18b].

Following this lead and trying to investigate deeper the parametric
updates, in Chapter 4 we focused on PTAs and also allowed parameters
in updates. Our second extension, U2P-PTA allows parameters in guards and
in updates. Its syntactic restriction R-U2P-PTA forces the update function to
be total—i. e., each clock is updated to a parameter or a constant—each time
a clock is compared to a parameter in a guard. For R-U2P-PTA, we proved
that EF-emptiness is PSPACE-complete for bounded rational-valued parameters
in guards, but unbounded in parametric updates. Moreover we can compute
EF-synthesis [ALR19].

In Chapter 5, we investigated L/U-PTAs and U-PTAs, without in-
variants. For L/U-PTAs without invariants we proved that EG-emptiness and
-universality are PSPACE-complete for integer-valued parameters, completing

122



the exploration of decidability questions of flat TCTL for L/U-PTAs without
invariants. This result is interesting as EG-emptiness is undecidable for classical
L/U-PTAs [AL17]. We also answered an open question that is, non-flat TCTL
is undecidable for U-PTAs without invariants by exhibiting a formula for which
the emptiness problem is undecidable: it is the first time a problem decidable
for TAs that is undecidable for U-PTAs is found. We proved this for bounded
and unbounded integer valued parameters [ALR18a].

Finally in Chapter 6, we studied a parametric extension of attack-
fault trees. We defined and implemented a translation from attack-fault trees
to PWTAs that can be analyzed using the IMITATOR model-checker. This
translation allows us to define easily an AFT using the Galileo syntax, and obtain
as an output this AFT modeled with PWTAs using the tool ATTop. We can
augment this model with parameters such as time and cost and we perform, using
IMITATOR, the synthesis of all parameter values such that there is a successful
attack and/or a system failure [ALRS19].

Therefore, this thesis can be summarized the following way:

• introduction of parametric updates in TAs and PTAs, which leads to
several subclasses of PTAs for which, in some cases, the EF-emptiness
problem is decidable;

• study of TCTL-emptiness decidability for L/U-PTAs and U-PTAs without
invariants, sharpening the thin border between decidability and undecid-
ability results.

• definition of a parametric extension of attack-fault trees, implementation
of the translation from attack-fault trees in the Galileo syntax into PWTAs
that can be analysed in IMITATOR.

7.2 Perspectives

As a follow-up to this work we will investigate hybrid systems when
parameters are allowed. Indeed, hybrid systems [HKPV98, LPY99, BMRT04]
represent a powerful formalism to model physical systems. Adding parameters
along with strongly restrictions on the syntax, as done with initialised rect-
angular automata in [HKPV98] seems to be an interesting investigation: our
intuition being, inspired by [HKPV98] where they transform an initialised rect-
angular automaton into a TA, to transform a parametric hybrid system into a
R-U2P-PTA.

In [BDG+13], time-bounded reachability is proved decidable for a subclass
of hybrid automata with monotonic (either non-negative or non-positive) rates:
parametric timed automata can fit into this framework: clocks and parameters
all have non-negative rates (1 for clocks, and 0 for parameters). To “initialize”
parameters, one can initialize them to 0, let time elapse for an arbitrary amount of
time (for each parameter), and then set their rate to 0 (while resetting all clocks).
However, to compare clocks and parameters together in a hybrid automaton, one
needs diagonal constraints—that are not allowed in [BDG+13]. As we showed
that our undecidability results hold over bounded-time with a single parameter,
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one can revisit the result of [BDG+13] as follows: allowing a single variable
(our parameter) in diagonal constraints, with only one location with a non-zero
rate for this variable (the initialization location for this parameter) renders the
decidable problem of [BDG+13] undecidable.

Investigating O-minimal hybrid systems, where rates of variables, guards
and updates are defined in a O-minimal structure, seemed also to be a nice
opportunity. O-minimal structure allows one to express an infinite number of
elements in a finite union of possibly infinite sets. Unfortunately, it happened
that diagonal constraints where not allowed in [BMRT04], going back to the
similar case discussed above.

Besides, we would like to investigate L-PTAs where parameters can be
used only as lower bounds, and figure out whether the same properties we proved
for U-PTAs are still satisfied. It is interesting also to study these subclasses of
PTAs over bounded time.

Another research opportunity lies in security: we would like to study
attack defense trees in which, besides probabilities we allow parameters to model
cost constraints. Studying also parameterized extensions of non-interferent
timed systems [GMR07, BCLR15], which are systems that communicate possibly
important data through channels that are more or less safe, is an interesting
future work.
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editors, FM, volume 7436 of LNCS, pages 33–36. Springer, August
2012.

[AGKS15] Florian Arnold, Dennis Guck, Rajesh Kumar, and Mariëlle
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Nobuko Yoshida, editors, FORTE, volume 11535 of LNCS, pages
39–56. Springer, June 2019.
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büchi automata: A symbolic approach. In Isil Dillig and Serdar
Tasiran, editors, CAV, volume 11561 of LNCS, pages 572–590.
Springer, July 2019.

[BMRT04] Thomas Brihaye, Christian Michaux, Cédric Rivière, and
Christophe Troestler. On o-minimal hybrid systems. In Rajeev
Alur and George J. Pappas, editors, HSCC, volume 2993 of LNCS,
pages 219–233. Springer, March 2004.

[BMS13] Patricia Bouyer, Nicolas Markey, and Ocan Sankur. Robustness in
timed automata. In Parosh Aziz Abdulla and Igor Potapov, editors,
RP, volume 8169 of LNCS, pages 1–18. Springer, September 2013.
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[CEFX09] Rémy Chevallier, Emmanuelle Encrenaz-Tiphène, Laurent Fri-
bourg, and Weiwen Xu. Timed verification of the generic architec-
ture of a memory circuit using parametric timed automata. Formal
Methods in System Design, 34(1):59–81, 2009.

[CEHM04] Ricardo Corin, Sandro Etalle, Pieter H. Hartel, and Angelika Mader.
Timed model checking of security protocols. In Vijayalakshmi
Atluri, Michael Backes, David A. Basin, and Michael Waidner,
editors, FMSE, pages 23–32. ACM, October 2004.

[CL00] Franck Cassez and Kim Guldstrand Larsen. The impressive power
of stopwatches. In Catuscia Palamidessi, editor, CONCUR, volume
1877 of LNCS, pages 138–152. Springer, August 2000.

[Cou12] Patrick Cousot. Formal verification by abstract interpretation. In
Alwyn Goodloe and Suzette Person, editors, NFM, volume 7226 of
LNCS, pages 3–7. Springer, April 2012.

128



[Dil89] David L. Dill. Timing assumptions and verification of finite-state
concurrent systems. In Joseph Sifakis, editor, CAV, volume 407 of
LNCS, pages 197–212. Springer, June 1989.

[DLL+11] Alexandre David, Kim G. Larsen, Axel Legay, Marius Mikucionis,
Danny Bøgsted Poulsen, Jonas van Vliet, and Zheng Wang. Sta-
tistical model checking for networks of priced timed automata. In
Uli Fahrenberg and Stavros Tripakis, editors, FORMATS, volume
6919 of LNCS, pages 80–96. Springer, September 2011.

[DLL+15] Alexandre David, Kim G. Larsen, Axel Legay, Marius Mikucio-
nis, and Danny Bøgsted Poulsen. Uppaal SMC tutorial. STTT,
17(4):397–415, 2015.

[DMCR06] G.C. Dalton, Robert Mills, John Colombi, and R.A. Raines. Ana-
lyzing attack trees using generalized stochastic Petri nets. In 2006
IEEE Information Assurance Workshop, pages 116 – 123, June
2006.

[Doy07] Laurent Doyen. Robust parametric reachability for timed automata.
Information Processing Letters, 102(5):208–213, 2007.

[FK11] Laurent Fribourg and Ulrich Kühne. Parametric verification and
test coverage for hybrid automata using the inverse method. In
Giorgio Delzanno and Igor Potapov, editors, RP, volume 6945 of
LNCS, pages 191–204. Springer, September 2011.

[FKPY07] Elena Fersman, Pavel Krcál, Paul Pettersson, and Wang Yi. Task
automata: Schedulability, decidability and undecidability. Infor-
mation and Computation, 205(8):1149–1172, 2007.

[FMC09] Igor Nai Fovino, Marcelo Masera, and Alessio De Cian. Integrating
cyber attacks within fault trees. Reliability Engineering & System
Safety, 94(9):1394–1402, 2009.

[Fre08] Goran Frehse. Phaver: algorithmic verification of hybrid systems
past hytech. STTT, 10(3):263–279, 2008.
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[KS17] Rajesh Kumar and Mariëlle Stoelinga. Quantitative security and
safety analysis with attack-fault trees. In HASE, pages 25–32.
IEEE Computer Society, January 2017.

[KSR+18] Rajesh Kumar, Stefano Schivo, Enno Ruijters, Bugra Mehmet
Yildiz, David Huistra, Jacco Brandt, Arend Rensink, and Mariëlle
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[RS14] Anne Remke and Mariëlle Stoelinga, editors. Stochastic Model
Checking, ROCKS, volume 8453 of LNCS. Springer, October 2014.

132
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