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General Introduction

Our colorful world is made up of particles. These particles, such as atoms and molecules,
make up different substances like air, water and stones. All these substances could
be separated into different states of matter, such as gas, liquid, solid. If the tem-
perature changes, the kinetic energy of the particles and the interactions among the
particles could be modified, leading to the transition between two states of matter.
As we know, as the temperature decreases, the water vapor (gas) will be condensed
to the water (liquid) then solidify into the ice (solid). In addition, another state of
matter exists at very low temperatures, the so-called Bose-Einstein condensate. This
new state of matter was predicted by Einstein in 1924 [1, 2]. In quantum mechanics,
particles can be also regarded as waves whose wavelength is characterized by the tem-
perature. The typical size of an atomic wave packet is determined by the de Broglie
wavelength, λdB =

√
2π~2/MkBT in which M is the atomic mass and T the temper-

ature. Therefore, as the temperature decreases, the de Broglie wavelength becomes
larger and larger. When it becomes larger than the inter-particle distance, the wave
functions of the particles overlap. At that point, a macroscopic number of atoms will
occupy the same quantum state, giving rise to Bose-Einstein condensation. The result-
ing condensate can be described by a single wave function and its evolution is governed
by a nonlinear Schrödinger equation.

This theoretical prediction of the Bose-Einstein condensation was first invoked to
explain the behavior of liquid helium. When cooling down liquid helium to a tem-
perature below 2.17 K, Kapitza [3], Allen and Misener [4] observed that the viscosity
suddenly dropped to zero, indicating a phase transition from normal liquid to a new
state of matter, called "superfluid". One year later, London interpreted this phase
transition and noticed that this temperature is very close to the critical temperature
for Bose-Einstein condensation of an ideal gas with the same density, which showed
that the two phenomena are related. Understanding superfluid helium was helpful
to understand later the properties of a Bose-Einstein condensate. A superfluid is a
frictionless liquid. It has a critical velocity above which the viscosity of the super-
fluid is not zero anymore [5]. The wavefunction of a superfluid can be written as
Ψ(r) =

√
n(r)eiφ(r) where n(r) is the atomic density and φ(r) the phase. The velocity

of a superfluid depends on the gradient of the phase. The curl of the velocity is zero,



indicating that a superfluid is irrotational. The circulation of such an irrotational fluid
must be quantized [6–9] because the phase difference after a closed loop should be a
integer times 2π in order to keep the same wavefunction at a given position. As a
consequence, setting a superfluid into rotation requires to introduce quantized vortices
in the system.

However, the atomic density in the superfluid helium is very large, which leads to
strong interactions between the atoms. As a consequence it is difficult to describe the
whole system at the microscopic level. On the contrary, in a dilute gas, the density
becomes lower and the interaction weaker. In this case, the Gross-Pitaevskii equation
well describes the system by taking into account the interactions through a mean field
theory. Since the atomic density in a dilute gas is small, the critical temperature of the
phase transition is of order 100 nK, much lower than the one for liquid helium. The
development of a specific technique to cool down the atoms to such a low temperature
was needed.

In the 1980s, the techniques for cooling the atoms were developed rapidly, from
realizing the laser cooling on ions [10,11] and neutral atoms [12] to the magnetic, optical
and magneto-optical traps which enabled atoms to be both trapped and cooled [13–15].
Because of the achievements that lead to realize and understand laser cooling, magnetic
trapping and magneto-optical trapping of atoms, Claude Cohen-Tannoudji, Steven Chu
and William D. Phillips won the 1997 Nobel Prize in Physics [16–18]. Several years
later, thanks to the evaporative cooling technique, the Bose-Einstein condensation was
first carried out by the groups of Eric Cornell and Carl Wieman [19], and Wolfgang
Ketterle [20]. They subsequently won the Nobel Prize in 2001 [21, 22]. Since then,
Bose-Einstein condensates have been produced with many atomic species, as well as
condensates of molecules [23], polaritons [24] and photons [25].

Realizing Bose-Einstein condensation opened another door to the quantum world.
After the first observation, the field of ultracold atoms physics progressed rapidly.
Ultracold atoms system was found to be a fabulous quantum simulator to investigate
various models. For example ultracold atoms trapped in an optical lattice [26], created
by standing waves formed with far detuned laser beams in one or more directions, is able
to mimic electrons in a solid because it can be described by a Bose-Hubbard model
whose Hamiltonian is similar to the fundamental model in solid-state physics [27].
Moreover, setting a ring-shaped superfluid into rotation and generating a persistent
current to study superfluid flow within wave guides [28–30] leads to the realization
of an atomic analogue to a SQUID (Superconducting QUantum Interference Device)
[31–33]. A SQUID is a magnetometer used for measuring very weak magnetic fields
and made up of Josephson junctions in a superconducting loop. In addition, ultracold
atoms were also used to simulate charged particles interacting with a magnetic field.
Although neutral particles in a magnetic field do not undergo a force as the Lorentz
force perpendicular to the velocity, they undergo the Coriolis force in a rotating frame,
which provides a method to apply an artificial magnetic field on the Bose gas. Artificial
magnetic fields were first realized by rotating the atomic gas [34,35], later by inducing
Berry’s phases through the application of Raman lasers [36,37], and recently by using
laser-induced tunneling in superlattice potentials [38].



When superfluids are set into rotation in a harmonic potential, as the rotation
rate increases, first vortices appear [34, 39], then large vortex lattices [35]. Finally, in
a large rotation rate, in analogy with an electron in a strong magnetic field, atoms
occupy a Lowest Landau Level [40], which is related to the Quantum Hall Effect [41].
Apart from these quantum simulations, ultracold atoms also give access to the study
of supersolids in the presence of dipole-dipole long-range interaction [42, 43]; to apply
the concepts of quantum optics with atoms instead of photons [44–46]; to study new
quantum systems such as quantum droplets [47–49]; and to investigate the problems
of high-energy physics [50].

There are several forms of potential to confine atoms, realized for example with
optical traps and magnetic traps, which confine the Bose gas into the regimes of lower
dimension [51]. In lower dimension, the Bose-Einstein condensation and superfluidity
are not strongly related as in three dimensions. For the one-dimensional and two-
dimensional homogeneous Bose gas, under the thermodynamic limit, Bose-Einstein
condensation doesn’t happen. But in two dimensions, it exists another phase transition
between a normal gas to a superfluid which is called the Berezinskii-Kosterlitz-Thouless
(BKT) transition [52, 53]. In one dimension, one finds quasi-condensate in weakly-
interacting regime and fermionized bosons in strongly-interacting regime. The later is
the so-called Tonks-Girardeau gases. [54,55].

All the remarkable experiments introduced above were realized with gravity. But
ultracold atoms in microgravity is also a good platform to investigate fundamental
physics, such as dark matter [56], Einstein equivalence principle [57, 58], or improved
atom interferometry [59,60]. In order to achieve a microgravity environment on Earth,
gravity can be compensated by a linear optical potential [61] or a magnetic field gra-
dient [62, 63]. With the development of compact experiments, recently the European
collaboration QUANTUS produced the first BEC in space in a launched rocket fly-
ing in free fall for 6 minutes [64]. In the USA, NASA has launched the Cold Atom
Laboratory (CAL) to the International Space Station (ISS) [65], which is designed
to produce ultracold degenerate quantum gases to investigate magnetic-lensing tech-
niques [66], few-body dynamics and bubble-shaped gases [67].

The work presented in this thesis concerns superfluidity in annular geometry. The
main experimental results can be summarized as three different rings: a levitating
ring, a trapped ring and a dynamical ring. The mechanisms for forming these rings are
totally different, but rely on a common bubble trap. The levitating ring is obtained in
microgravity. The related study shows the full trapping potential on the surface of a
bubble trap and provides a new method to compensate gravity on Earth. The trapped
ring is related to a superfluid confined in a ring-shaped trap. We use different methods
to make the ring-shaped superfluid rotate, which generates a quantized circulation.
The dynamical ring is a long-lived supersonic superfluid whose linear velocity can reach
Mach 18. It is produced by fast rotating a superfluid in the bubble trap and taking
advantage of the centrifugal force. In addition, we also evidence a collective mode of
such a rapidly rotating superfluid.

The manuscript is organized as follows.
First of all, in Chapter 1 and Chapter 2, we introduce the physics of Bose-Einstein



condensation and give the principle of the bubble trap which is used for all the exper-
iments. In Chapter 3, we present the experimental setup.

• Chapter 1: We start with introducing Bose-Einstein condensate transition for an
ideal Bose gas confined in a homogeneous or a harmonic potential. We then give
the time-independent and time-dependent Gross-Pitaevskii equation to describe
the ground state of the gas. We then show the size and energy of vortices which
is a signature of a rotating superfluid. Finally, we present the collective modes
of trapped superfluids.

• Chapter 2: This chapter introduces adiabatic potentials for atoms dressed by
a radiofrequency (rf) field. We first give the coupling between the atomic spin
and the magnetic field. Then we write the rf field both in classical and quantum
way. After presenting the magnetic resonance via quantum description, we in-
troduce the adiabatic potential and the adiabaticity condition. Finally, we give
the principle of the bubble trap as well as the trapping geometry corresponding
to various rf polarization.

• Chapter 3: The procedures of making a superfluid is described just like a cooking
recipe. A recipe normally has two parts, what you need and how to proceed. I
introduce the ingredients and utensils to make a superfluid, such as the atoms, the
lasers, rf antennas. And then I present the ‘casseroles’ and procedures showing
all the steps to obtain a superfluid. Finally, it is the tasting, presenting the way
to detect the superfluid.

In the Chapters 4 to 6, we present the main results of this manuscript.

• Chapter 4: We introduce a new method to achieve microgravity on Earth using
the special trapping geometry of the bubble trap. Realizing a microgravity bubble
trap requires a perfectly circularly polarized rf field. Hence, we present a method
showing how to adjust the amplitudes and the phases of the surrounding antennas
to ensure a pure circular polarization. We then show a numerical simulation that
we compare to the experiment results.

• Chapter 5: After introducing the theory about ring-shaped superfluids as well
as quantized circulations, we show the principle of our ring trap. After that,
we present two methods to create a circulation in the annular superfluid and
compare their results.

• Chapter 6: For these last experiments, we again benefit from the bubble trap,
and rotate superfluids at the bottom of the bubble trap. We then present several
methods to determine the effective rotation rate of the superfluid. Once the
rotation rate is large enough, atoms start climbing the edges of the bubble trap
and gradually form a dynamical ring due to the centrifugal force. We then prove
that the dynamical ring is a superfluid. After that, we investigate a collective
mode of the dynamical ring and give some perspectives for the experiment.

A general conclusion closes the manuscript.



Chapter 1
A Bose-Einstein condensate and its
excitations

This chapter aims at recalling some basic concepts about Bose-Einstein condensates
(BEC) and superfluids. When needed, other more specific theoretical concepts will also
be introduced at the beginning of the experimental chapters to explain the experimental
results.

This chapter consists of two parts, the first being dedicated to the description of a
BEC at rest and the second to its superfluid dynamics. I will first introduce the ideal
Bose gas in the grand canonical ensemble, showing the principle of the BEC transi-
tion. I will then describe a weakly-interacting Bose gas, extending the noninteracting
case to introduce the famous Gross-Pitaevskii Equation (GPE). As for the elementary
excitations of a superfluid, we start by describing the hydrodynamic formulation of
a superfluid, obtained from the time-dependent GPE. Finally, based on the hydro-
dynamic equations, we investigate the Bogoliubov spectrum, quantized vortices and
collective modes.

1.1 Bose-Einstein condensation

1.1.1 The ideal Bose gas

1.1.1.1 BEC transition

At first, we consider an ideal Bose gas, meaning there are no interactions among bosons.
We have N bosons of atomic mass M , assuming the system is in equilibrium at tem-
perature T and chemical potential µ. The distribution of the particles in the different
energy levels can be described by Bose-Einstein statistics. In the grand canonical
ensemble, the mean occupation of the state i is written as:

Ni =
1

e(Ei−µ)/kBT − 1
(1.1)



12 A Bose-Einstein condensate and its excitations

where Ei is the energy of the state i. The total number of particles in all energy states
is then:

N =
∑
i

Ni =
∑
i

1

e(Ei−µ)/kBT − 1
. (1.2)

Since Ni describes the number of particles in the state i, it is supposed to be
positive. As a result, the chemical potential µ should be smaller than the energy Ei of
all states, including the ground state i = 0 of energy E0. Defining the zero of energy
by the ground state energy such that E0 = 0, we thus have:

µ < E0 = 0. (1.3)

The total number of particles can be written as the sum of two terms, one term being
the number of atoms in the ground state N0 and the other one being the atom number
in all excited states Nexc, such that N = N0 + Nexc. Moreover, they can be expressed
as:

N0 =
Z

1− Z
, Nexc =

∑
i>0

Z

eEi/kBT − Z
, (1.4)

where the fugacity is Z = exp(µ/kBT ). Since µ is negative, see (1.3), the value of the
fugacity Z is between 0 and 1. Therefore, the population of the excited states has an
upper bound,

Nexc < N (max)
exc (T ) =

∑
i>0

1

eEi/kBT − 1
(1.5)

as soon as the sum in the right-hand side converges to a finite value N (max)
exc (T ). For a

given temperature, the number of particles in the excited states will saturate because
of this upper bound. It means that if the system at temperature T has N particles
and N > N

(max)
exc (T ), all the additional particles are in the ground state i = 0. For a

huge number of particles, the ground state population becomes macroscopic. This is
the mechanism of Bose-Einstein condensation.

1.1.1.2 The ideal Bose gas in a harmonic trap

In the previous paragraph we have discussed the principle of the BEC transition, which
happens both in a box trap or a harmonic trap. In our experiment, almost experimental
results are obtained through investigating the quantum gas confined in a harmonic trap,
so here we will discuss the situation of an ideal Bose gas confined in a three-dimensional
anisotropic harmonic trap. The potential of such a trap reads:

Vtr(x, y, z) =
1

2
M(ω2

xx
2 + ω2

yy
2 + ω2

zz
2) (1.6)

where ωx, ωy and ωz are the trapping frequencies in the three directions. The single-
particle energy can be written as:

Enx,ny ,nz =

(
nx +

1

2

)
~ωx +

(
ny +

1

2

)
~ωy +

(
nz +

1

2

)
~ωz. (1.7)
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in which nx, ny, and nz are three non-negative integers. Thus the lowest single-particle
energy is E0 = ~(ωx + ωy + ωz)/2 and the corresponding wave function in the ground
state is given by [68]:

φ0(r) =

(
Mωho

π~

)3/4

exp

[
−M

2~
(ωxx

2 + ωyy
2 + ωzz

2)

]
(1.8)

where ωho = (ωxωyωz)
1/3 is the geometric mean trapping frequency. This wave function

is a product of three one-dimensional Gaussian functions whose 1/
√
e-radii are

dj =
√

~/(Mωj), j = x, y, z (1.9)

which is also called the harmonic oscillator length in the direction i. Under the semi-
classical approximation that the temperature should be much larger than the level
spacing, one can calculate the population in all exited states by using the density of
states and the integral over energy instead of adding the populations in all discrete
excited states. In the end, we can determine the maximal population in the excited
states [69]:

N (max)
exc (T ) = ζ(3)

(
kBT

~ωho

)3

, (1.10)

where ζ is the Riemann function and ζ(3) = 1.202. The equation (1.10) shows that
the maximum atom number in the excited states only depends on the temperature.
We assume that at a certain temperature Tc the total atom number is the same as
the saturated population, N = Nmax

exc (Tc). In this situation, since the number of atoms
in all excited states is saturated, any additional atom will occupy the ground state.
Hence, the critical temperature of an 3D ideal Bose gas trapped in a harmonic potential
can be written as:

kBTc = ~ωho

(
N

ζ(3)

)1/3

= 0.94~ωhoN
1/3. (1.11)

At a temperature T below Tc, the total atom number N is larger than Nmax
exc (T ) and we

can write N = N0 +Nmax
exc (T ). Dividing this equality by N = Nmax

exc (Tc), we can deduce
the fraction of atoms in the ground state from the ratio between the temperature and
the critical temperature:

N0

N
= 1−

(
T

Tc

)3

. (1.12)

1.1.2 Weakly interacting BEC

In the previous section, we have shown that below a critical temperature a macroscopic
number of particles accumulates in the single-particle ground state. However, in most
experiments this picture is not correct because of the presence of interactions between
atoms. When considering the interactions, we can not in principle describe the ground
state of the N particles as the product of the ones of each particle. For example, taking
into account repulsive interactions of a condensate at rest, the true ground state of the
whole system is modified in order to reduce the density.
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1.1.2.1 Gross-Pitaevskii equation

Now we consider the interactions between particles. In the low temperature regime (∼
1 mK), the kinetic energy in the relative motion of two atoms is below the centrifugal
barrier potential. In this case, only isotropic, low energy binary collisions between the
particles are important, corresponding to s-wave collisions. The interactions can be
fully characterized by the scattering length a [68]. The effective interaction potential
between two particles can therefore be described by a Dirac potential with only one
amplitude parameter [69]:

Vint(r) = gδ(r) (1.13)

where δ(r) is the Dirac distribution as a function of r, the relative coordinate between
the two atoms and g is the interaction constant related to the scattering length. In the
case of three dimensions, this interaction constant is:

g =
4π~2a

M
. (1.14)

If the mean distance between the particles is larger than the scattering length a, the gas
is dilute and the mean field approximation is valid. The many-body problem can be
simplified to a particle evolving in an effective potential composed of a trap potential
Vtr(r) and a mean field produced by the otherN−1 bosons. The ground state of a dilute
Bose gas thus can be described by the Gross-Pitaevskii equation (GPE). This model
explains a large part of the properties observed in experiments on trapped condensed
atoms, for instance, the atomic density distribution, the size of the condensate and the
dynamical behavior. The time-dependent Gross-Pitaevskii equation reads [69]:

i~
∂ψ

∂t
(r, t) =

(
−~2∇2

2M
+ Vtr(r) + g|ψ(r, t)|2

)
ψ(r, t), (1.15)

where ψ(r, t) is the single particle wave function with the normalization condition∫
|ψ(r, t)|2dr = N . This equation takes the form of the non linear Schrödinger equation.

On the right-hand side, the first term describes the kinetic energy of the condensate,
the second one corresponds to the external trapping energy and the last term to the
interaction energy. To get the stationary solution we can write the wave function
separating time and spatial dependence:

ψ(r, t) = ψ(r) exp
(
−iµ

~
t
)
. (1.16)

Replacing the wave function of (1.15) into (1.16), we obtain the stationary Gross-
Pitaevskii equation:

µψ(r) =

(
−~2∇2

2M
+ Vtr(r) + g|ψ(r)|2

)
ψ(r). (1.17)

This equation is time-independent, specifically describing the ground state of the sys-
tem at rest.
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1.1.2.2 Thomas-Fermi approximation in a harmonic trap

When the number of atoms in the ground state is very large such that Na� dj, where
dj is the harmonic oscillator length given by Eq. (1.9), the repulsive interaction term
plays a much more important role than the kinetic term in the GP equation. In this
case, we can neglect the kinetic term. This is the Thomas-Fermi approximation. The
time-independent GPE then becomes:[

Vtr(r) + g|ψ(r)|2 − µ
]
ψ(r) = 0. (1.18)

The wave function is a non-zero component, which leads to the density distribution:

n(r) = |ψ(r)|2 =
µ− Vtr(r)

g
. (1.19)

For a gas confined in a harmonic trap, we write the external potential Vtr as the equation
(1.6). The density distribution can then be rewritten as:

n(r) = n(0)

(
1− x2

R2
x

− y2

R2
y

− z2

R2
z

)
, (1.20)

where n(0) is the density in the trap center which also corresponds to the maximum
density n(0) = µ/g. R2

j = 2µ/Mω2
j (j = x, y, z) are called Thomas-Fermi radii of the

trapped condensate in j direction. In this situation, the chemical potential of the Bose
gas trapped in a three-dimensional harmonic trap is given by [69]:

µ =
1

2
Mω2

hoR
2
ho =

~ωho

2

(
15Na

dho

)2/5

, (1.21)

where R2
ho = 2µ/Mω2

ho and dho =
√
~/Mωho. The atomic density distribution (1.20)

shows that the density decreases to zero on the edges of the condensate. So the inter-
actions become weaker on the edges of condensate and the kinetic term plays a more
important role. In this regime, the Thomas-Fermi approximation is not valid anymore.
The density profile is smoother on the edges than the simple inverted parabola given
by Eq. (1.20). The size over which it happens is the healing length ξ, corresponding to
the size such that bending the wave function over ξ costs an energy ~2/(2mξ2) equal
to the local chemical potential µ = gn. ξ is thus given by:

ξ =

√
~2

2Mµ
=

1√
8πan

. (1.22)

1.1.3 Bose gases in the 2D regime or quasi-2D regime

In Chapter 6, we will discuss an experiment in which we set an oblate condensate into
rotation. In this experiment, the atomic cloud will be in the quasi-2D regime where the
description of the interaction between atoms is different from the 3D case. Therefore,
we will discuss the conditions for the 2D and quasi-2D regimes.
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There are two criteria to reach the strictly 2D regime. Consider a oblate condensate
with temperature T and chemical potential µ, confined in a harmonic trap where ωz �
ωr. The first criterion is that the atoms occupy the ground state of the vertical harmonic
oscillator. In other words, the energy level of the first excited state in the vertical
direction should be much larger than the chemical potential and the temperature of
the gas, i.e. ~ωz > µ, kBT . This prevents the atoms to reach the first excited state.
In this situation, we achieve a degeneracy of the ground state in the vertical direction
and the gas is in the quasi-2D regime.

The second criterion is that there is no collision occur in the vertical direction and all
the collisions occur in the 2D plane. This requires that the vertical harmonic oscillator
length characterizing the vertical size of the cloud is smaller than the scattering length,
i.e. dz < a. In this case, the atoms all stay in the vertical ground state even during
collisions and the cloud is in the strict 2D regime.

In our experiment, we can satisfy the first criterion but not the second one. Our
vertical trapping frequency is around 340 Hz and the harmonic oscillator length dz
(∼600 nm) is typically a hundreds times of the scattering length a (∼5.3 nm). However
the cloud can reach the quasi-2D regime when its temperature gets below 15 nK and
its chemical potential below 340 Hz. In this case the vertical motion of the atoms is
frozen but the collisions between atoms are still three-dimensional. The interaction
coupling constant is then different from the one for a pure 3D condensate, and given
by (1.14). The new interaction constant for a quasi-2D cloud depends on the ratio of
the harmonic oscillator length and the scattering length, and reads:

g2D =
~2

M

√
8πa

dz
=

~2

M
g̃. (1.23)

It is remarkable that in two dimensions, the relevant interaction constant g̃ is dimen-
sionless in the sense that there is no characteristic length in the interaction coupling.

1.2 Superfluid dynamics of the condensate
The time-dependent behavior of a Bose–Einstein condensate is an important source
of information about its physical nature. We have discussed the properties of the
BEC at rest previously. Since in the following experimental chapters we will talk
about the dynamics of a superfluid, for example when set into rotation, free expansion
and collective modes of the superfluid, we will recall here the essential features of the
dynamical behavior of the condensate.

1.2.1 Hydrodynamic formulation

Let us start by describing a condensate with the time-dependent Gross-Pitaevskii equa-
tion (1.15), which leads to the hydrodynamic equations of a superfluid. So one can
deduce the continuity equation from the time-dependent GPE. If we multiply the time-
dependent GPE (1.15) by ψ∗(r, t) and subtract the complex conjugate of the resulting
equation, we find:
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i~
(
ψ∗

∂

∂t
ψ + ψ

∂

∂t
ψ∗
)

=
~2

2M

(
ψ∇2ψ∗ − ψ∗∇2ψ

)
, (1.24)

which is equivalent to:

∂

∂t
|ψ|2 + ∇ ·

[
~

2Mi
(ψ∗∇ψ − ψ∇ψ∗)

]
= 0. (1.25)

Because |ψ(r, t)|2 = n(r, t), this equation can be written under the form of the conti-
nuity equation for a classical compressible fluid:

∂n

∂t
+ ∇ · (nv) = 0, (1.26)

where v is the velocity of the fluid, defined as:

v =
~

2Mi|ψ|2
(ψ∗∇ψ − ψ∇ψ∗) . (1.27)

If we write the wave function in terms of the density and the phase, which reads:

ψ(r, t) =
√
n(r, t)eiφ(r,t), (1.28)

and insert this wave function expression into equation (1.27), it leads to the expression
of the local velocity of the superfluid:

v(r, t) =
~
M

∇φ(r, t). (1.29)

For a superfluid, equation (1.29) shows that the velocity is proportional to the gradient
of the phase. Hence, the velocity potential is −~φ/M . We may conclude that the
motion of the condensate must be irrotational, supposing the phase has no singularity,
since:

∇× v =
~
M

∇×∇φ = 0. (1.30)

Inserting equation (1.28) into the time-dependent GPE (1.15) yields the equation de-
scribing the evolution of the phase:

~
∂φ

∂t
=

1

2
Mv2 − ~2

2M
√
n
∇2(
√
n) + gn+ Vtr. (1.31)

It can be rewritten as the time derivative of the fluid velocity using the relation (1.29):

−M∂v

∂t
= ∇

(
1

2
Mv2 − ~2

2M
√
n
∇2(
√
n) + gn+ Vtr

)
. (1.32)

The interaction term ng is equivalent to the chemical potential for a uniform Bose
gas, in the absence of the external potential Vtr. At zero temperature, changes in the
chemical potential for a bulk system are related to changes in the pressure p by the
Gibbs–Duhem relation dp = ndµ. It is also valid for the uniform dilute Bose gas since
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the equation of state reads µ = ng and p = ∂E/∂V = n2g/2. Therefore, the equation
(1.32) can be written as [70]:

∂v

∂t
= − 1

Mn
∇p−∇

(
v2

2

)
+

1

M
∇ ~2

2M
√
n
∇2(
√
n)− 1

M
∇Vtr. (1.33)

This equation is similar to the classical Euler equation describing an inviscid flow,
which reads:

∂v

∂t
− v × (∇× v) = − 1

Mn
∇p−∇

(
v2

2

)
− 1

M
∇Vtr. (1.34)

There are two differences after comparing the classical Euler equation (1.34) and the
equation (1.33) describing a superfluid. On the left hand side, the missing part is zero
for an irrotational flow, see (1.30). On the right hand side, the additional term involving
~ corresponds to a “quantum pressure”. The combination of equations (1.26) and
(1.32) is equivalent to the time-dependent Gross-Pitaevskii equation, but separating
it into amplitude and phase. These hydrodynamic equations allow one to analyse the
elementary excitations, compute the collective modes [71] and other dynamics of a
superfluid.

1.2.2 Bogoliubov approach for a uniform gas

1.2.2.1 Bogoliubov excitation spectrum

The properties of the elementary excitations can be investigated by considering small
deviations of the state of the gas from equilibrium and finding solutions of the time-
dependent Gross–Pitaevskii equation. An equivalent approach is to use the hydrody-
namic formulation (1.26) and (1.32) introduced above. Here we look for the excitation
spectrum of a homogeneous gas, where the external potential Vtr is absent. The equilib-
rium solution corresponds to a uniform density n0, with µ = gn0, and a uniform phase
indicating a zero velocity. Therefore, the atomic density n0 may be taken outside the
spatial derivatives. We can write perturbations away from this ground state under the
form of a travelling-wave, under the form:

n(r, t) = n0 + n1e
i(k·r−ωt), v(r, t) = v1e

i(k·r−ωt) (1.35)

where n1 and v1 describe very small fluctuations of the density and a very small velocity,
k is the wave vector and ω the frequency of the excitation. Replacing the expressions
(1.35) into the hydrodynamic equations, the continuity equation (1.26) becomes:

n1ω = n0v1 · k (1.36)

while the Euler equation describing a superfluid (1.32) becomes, to first order in n1,
v1:

v1ω =
k

M

(
~2k2

4M
+ gn0

)
n1

n0

. (1.37)
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Combining these two equations, we obtain the Bogoliubov dispersion relation:

Ek =

√
~2k2

2M

(
~2k2

2M
+ 2gn0

)
=

~2k2

2M

√
1 +

2

(kξ)2
, (1.38)

where Ek is the energy of an elementary excitation of the system. The spectrum is
plotted on Fig. 1.1. In the low-energy limit Ek � µ, so we have ~2k2/2M � µ, then

Figure 1.1 – Bogoliubov excitation spectrum plotted as a black solid line, as well
as the two excitation limits: phonon regime (black dashed line) and free-particle
regime (upper red dashed line). Figure taken from [72].

kξ � 1. The dispersion relation becomes:

Ek '
√

µ

M
~k = c~k. (1.39)

In this equation, c =
√
µ/M is the sound velocity. This is a linear, phonon spectrum

and the corresponding regime is the so-called phonon regime, plotted with the black
dashed line on Fig.1.1.

On the other side, in the high-energy limit, Ek � µ, we then have ~2k2/2M � µ
and kξ � 1. This time we find:

Ek =
~2k2

2M

√
1 +

4Mµ

~2k2
' ~2k2

2M
+ µ. (1.40)

This is the spectrum of free particles shifted by the chemical potential and the corre-
sponding regime is the so-called free-particle regime plotted with the red dashed line.
These two regimes can be also distinguished with a wavelength larger or smaller than
the healing length of the condensate.
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1.2.2.2 Critical velocity

We have discussed the excitation spectrum of the gas, now we will investigate how
to create such an elementary excitation. Let us consider a macroscopic obstacle of
a mass m going across a superfluid at rest with a velocity v. The obstacle interacts
with the superfluid and may create an excitation by energy and momentum exchange.
After writing and solving the conservation of momentum and energy for creating an
excitation of energy Ek and momentum ~k, we find the inequality [68]:

v >
Ek
~k
. (1.41)

This inequality implies:

v ≥ vc = min
k

(
Ek
~k

)
, (1.42)

in which vc takes the minimum value of the phase velocity ω(k)/k which is called
the critical velocity. Equation (1.42) shows that as soon as vc is non zero, there is
a threshold on the velocity of the obstacle, below which creating this excitation is
not allowed. This critical velocity for creating excitations can be deduced from the
dispersion relation (1.38). From the Bogoliubov approach shown in Fig. 1.51, the
curvature of the dispersion relation curve is always positive, so the minimum phase
velocity is found for k close to 0. Then the critical velocity is:

vc =
√
µ/M. (1.43)

The critical velocity is also the speed of sound c of the superfluid. The critical velocity is
non zero which means that an obstacle moving slowly enough will not interact with the
superfluid. In other words, it means that the viscosity for the motion of this obstacle is
strictly zero, which is also the definition of superfluidity as expressed by Landau [73].

1.2.3 Quantized vortices

In the last section we investigated the elementary excitations by the Bogoliubov ap-
proach. However, it is limited since it only considers the excitations with small density
fluctuations and small velocities. It misses important excitations such as vortices,
which can not be described by Bogoliubov approach because of their large density
fluctuations.

In the following experimental chapters, we will deal with a single vortex, a multiply
charged vortex and vortex lattice. Here we will introduce the main features of vortices
in superfluids. From equation (1.30), one can deduce that the superfluid is irrotational
if the phase is not singular. In this case, the circulation of the velocity field around
any closed path has to be zero.

Nevertheless, a zero density domain marks a phase singularity where the phase is
not defined, around which the velocity field circulation can be nonzero. Vortices are
the natural way to realize this situation in a superfluid. The picture of a vortex is like
a tornado where the wind rotates around a vortex line of zero density. Around this
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domain, to ensure that the wavefunction is uniquely defined, the variation of the phase
φ has to be an integer times 2π. This leads to a non zero quantized circulation Γ, as
noted by Onsager and Feynman [6,74]:

Γ =

∮
C
v(r, t) · dl =

∮
C

~
M

∇φ(r, t) · dl =
~
M

(φend − φstart) = `× 2π
~
M

= `
h

M
, ` ∈ Z.

(1.44)
` is the integer called the winding number and h/M is the unit of quantized circulation.

At first, we consider a singly charge vortex with ` = 1 in an uniform disk-shaped 2D
gas whose density is n0 and radius R, assuming the potential is Vtr(r) = 0 for r < R.
Hence, the azimuthal superfluid flow around the vortex is given by:

vr =
~
M

∇φ =
~
M

2π

2πr
=

~
Mr

. (1.45)

This equation shows that the superfluid velocity diverges in the center, which is im-
possible. Therefore, the density in the center of the vortex must vanish. This happens
when the local velocity ~/Mr reaches c =

√
µ/m, i.e. for r =

√
2ξ. The numer-

ical solution of the Gross-Pitaevskii equation is shown in Fig 1.2 and confirms this
expectation.

Figure 1.2 – Left: The condensate wave function for a singly quantized vortex as
a function of radius. In the picture, the vertical axis represents the modulus f of
the wave function with f 2 = n and f 2

0 = n0. The horizontal axis represents the
ratio between the radius and the healing length. The numerical solution is given
by the full line and the approximate function x/(2 +x2)1/2 is plotted by the dashed
line [70]. Right: experimental picture of a singly charged vortex in a dilute BEC.
The size of the image is 120× 120 µm

The energy of a singly charged vortex in such a condensate of radius R is dominated
by the kinetic energy of the superflow. So the energy per unit length of the vortex is
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written as:

E1 =

∫ R

ξ

n0
1

2
m

(
~
mr

)2

2πrdr = πn0
~2

m
ln

(
R

ξ

)
. (1.46)

This equation give the energy of a singly charged vortex with ` = 1. Vortices with
larger quantum circulation can also exist. Thus for a larger quantized circulation ` > 1,
there may be many singly charged vortices or a multiply charged vortex. For the case
of a multiply charged vortex, the fluid velocity at large distance from the center of
the vortex is `~/Mr. And the core size for a multiplied charged vortex with ` quanta
is roughly |`|ξ since ` could be negative. Therefore, in the absence of the external
potential, the kinetic energy for a vortex with charge ` associated with the azimuthal
motion is given by:

E` = `2πn0
~2

m
ln

(
R

|`|ξ

)
= `2E1 − `2πn0

~2

m
ln |`| ' `2E1. (1.47)

The last approximation holds if R � ξ and ` is a few units. For the same total
circulation, equation (1.47) shows that the energy of a single vortex with a multiple
charge `2E1 is larger than the one of a collection of ` well separated singly charged
vortices `E1 as soon as |`| > 1. It means that separated singly charged vortices is
energetically favorable for excitations. An experimental observation showing that a
multiply charged vortex splits into several singly charged vortices will be presented in
Chapter 5. Once a superfluid is set into rotation, it forms eventually a vortex lattice,
shown in Fig.1.3. As the rotation frequency of a superfluid is increased, the size of the
cloud increases due to the centrifugal force.

Figure 1.3 – Images of vortex lattices in BECs rotating at different rotation rates
Ω. From left to right, the rotation frequency is: 24, 25, 27, 28 Hz while the harmonic
trapping frequency is around 34 Hz. Each vortex is singly charged.

1.2.4 Collective modes of a trapped condensate

We consider now the case of a condensate confined in a harmonic trap with cylin-
drical symmetry, with vertical trapping frequency ωz and radial frequency ωr. From
the hydrodynamic equations (1.26) and (1.32), one can also deduce the small ampli-
tude oscillations of a trapped condensate, referring to its eigenmodes of oscillation.
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Investigating these modes can give a profound insight into the dynamical behavior
of the condensate [75–78]. In our experimental conditions, the trapped condensate
is highly deformed as a disk shape because the vertical trapping frequency is much
larger than the radial trapping frequency, ωz � ωr. The condensate can be both 3D
or quasi-2D, which depends on the chemical potential.

1.2.4.1 Collective modes of a 3D oblate condensate

Consider a disk-shaped 3D condensate trapped in a cylindrical symmetric trap, under
the condition of µ� ~ωz � ~ωr. This system can be described with the hydrodynamic
equations which are equivalent to the time-dependent GPE (1.15). For a large number
of atoms, the contribution of the kinetic term becomes less important. Consequently,
we can neglect the quantum pressure caused from the kinetic energy, which is the
hydrodynamic approximation.

In order to determine these in-plane low-energy collective modes, one can linearize
the hydrodynamic equations by computing the effect of small variations δn(r, t) of the
atomic density around the ground-state solutions n(r) described by the Thomas-Fermi
profile. It leads to the dispersion relation of the eigenmodes [79]:

ω2 = ω2
r

(
4

3
n2 +

4

3
nm+ 2n+m

)
(1.48)

in which n and m are two quantum numbers: n gives the number of radial nodes, and
m corresponds to the z-axis projection of the angular momentum. A few examples of
these modes are shown on figure 1.4.

The surface modes are the modes which have no radial node, such that n = 0. The
case (n = 0, m = ±1) corresponds to the two radial dipole excitations with a frequency
equal to the trapping frequency ω = ωr. The dipole modes also exist in a classical gas,
and correspond to the oscillation of the center of mass. Thus, we can not use the dipole
mode to distinguish a classical gas from a quantum gas.

The next mode, with (n = 0, m = 2), is called the quadrupole mode. This mode
is also a surface mode. For a non-rotating superfluid, the quadrupole mode consists in
an out-of-phase oscillation of the cloud radii. The mode frequency is given by:

ω3D
Q =

√
2ωr. (1.49)

The quadrupole mode exists only for superfluids. Therefore, we can excite such a
mode to distinguish if a cloud is a superfluid or a thermal gas. In Chapter 6, we will
concentrate on the quadrupole mode of a rotating or non-rotating superfluid in detail.

There is another mode corresponding to (n = 1, m = 0), called the monopole mode
or breathing mode. This mode is not a surface mode since it has a non zero radial node
number. This mode exhibits an oscillation of the cloud radius, hence the denomination
of breathing mode. The oscillation frequency of the monopole mode is:

ω3D
M =

√
10

3
ωr. (1.50)

The mode oscillation modifies the peak atomic density. For this reason, the monopole
mode can be used to infer the equation of state µ(n) [77, 80].
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Figure 1.4 – Illustrations of some collective modes in a condensate. From left to
right: the monopole mode also called breathing mode(n = 1, m = 0), the dipole
modes (n = 0, m = ±1) and the quadrupole modes (n = 0, m = ±2).

1.2.4.2 Collective modes of a quasi-2D condensate

In the case of the quasi-2D regime, under the condition of ~ωz � µ− 1
2
~ωz � ~ωr, the

dispersion relation is different. In the quasi-2D regime, the Thomas-Fermi approxima-
tion is not valid in the vertical direction. The in-plane collective modes are similar but
their frequencies are not exactly the same [77,79]. Solving the hydrodynamic equations
gives the dispersion relation of a quasi-2D gas:

ω2 = ω2
r

(
2n2 + 2nm+ 2n+m

)
. (1.51)

The dipole mode frequency is not affected and the frequency of the quadrupole mode
in quasi-2D regime is :

ω2D
Q =

√
2ωr. (1.52)

In contrast, the monopole frequency in the quasi-2D regime is different from the one
in the 3D regime, and reads:

ω2D
M = 2ωr. (1.53)

This prediction for the monopole frequency is the same as in the strict 2D regime.
As a result of the difference between ω2D

M and ω3D
M , exciting the monopole mode and

measuring its oscillation frequency can be used to determine if the cloud is in quasi-2D
or 3D regime [77].

In this section, we have discussed the collective excitations of a trapped condensate
initially at rest. The collective modes of a rotating condensate are also worth studying.
In particular, the quadrupole modes of a superfluid can be used as a probe to measure
the angular momentum as well as its rotation rate [81,82]. The details of the collective
modes of a rotating condensate will be discussed in Chapter 6.



Chapter 2
RF-dressed adiabatic potential

In our experiment, the most essential tool is the radiofrequency-dressed (rf-dressed)
adiabatic potential to trap atoms. Compared to optical potentials, the rf-dressed po-
tential provides a very smooth potential as it avoids the interference and diffraction
effects. Using the combination of rf radiation and static magnetic field to produce trap-
ping potentials was firstly investigated in 2001 by O. Zobay and B.M. Garraway [83].
The first experimental realization of rf-dressed trap was achieved in 2003 [84, 85]. In
addition, this method was also used to generate a double well potential [86], a ring-
shaped trap by combining it with an optical potential [87, 88], lattice potential [89]
and time-averaged potentials [90, 91]. In our group it has been used to investigate 2D
superfluids [92] and their collective modes [77, 78, 93]. Recently, a supersonic rotating
superfluid was achieved and studied in such a trap taking advantage of its specific
geometry [94], which will be discussed in detail in Chapter 6.

In this chapter, we will examine the theory of rf-dressed potentials. We start in
Sec. 2.1 by describing the interaction of an atomic magnetic dipole moment with an
external magnetic field. Then we give the energy level structure of the {rf + atom}
quantum system after adding a quantum rf magnetic field, both for the uncoupled states
and the dressed states. Having established the theory of dressed states, we discuss in
Sec. 2.2 the adiabatic potentials and the adiabaticity condition. We then give the
expression of the local Rabi coupling between the atoms and the rf field. In Sec. 2.3, I
present the specific case of our experiment, a quadrupole magnetic field dressed by an
rf field, resulting in a bubble-shaped trap. I describe the geometry and properties of
the bubble trap with different polarisations of the rf-field. Finally, I will introduce the
method used to measure the local Rabi coupling experimentally. A significant part of
this chapter relies on the Review of Hélène Perrin and Barry Garraway [95], which can
provide a more detailed description and discussion.
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2.1 An angular momentum coupled to an rf field
An atomic spin can couple to a magnetic field, both static and oscillating, which is the
basic principle of the rf-dressed potential. In this section we will examine the magnetic
interaction between the atomic spin and the magnetic field.

2.1.1 Magnetic interaction

We start by explaining the way of trapping atoms with an inhomogeneous static mag-
netic field. We thus consider an atom with an hyperfine structure evolving in such a
static magnetic field B0(r) whose orientation is position-dependent. Let us consider for
the moment that the atomic position is fixed at point r. We define the direction ez as
the orientation of the local magnetic field, such that the field writes B0(r) = B0(r)ez.
The quantisation axis ez follows the direction of the magnetic field, which is position-
dependent. The total angular momentum is F which is composed of the nuclear spin
I, the electronic spin S and the orbital angular momentum L. The total angular mo-
mentum operator is noted F̂ and its projection on the quantisation axis F̂z. F̂2 and
F̂z commute, so there exists a common basis in which both F̂2 and F̂z are diagonal. In
such a basis, the spin eigenstates are noted |F,mF 〉. The eigenvalues are written as:

F̂2|F,mF 〉 = F (F + 1)~2|F,mF 〉, (2.1)
F̂z|F,mF 〉 = mF~|F,mF 〉, (2.2)

in which mF~ is the projection of the spin onto the z axis and mF ∈ {−F,−F +
1, ..., F − 1, F}. After introducing these spin operators, the Hamiltonian of the
magnetic interaction between the atomic spin and the static field can be described as:

Ĥ0 =
gFµB

~
B0 · F̂ =

gFµB

~
B0(r)F̂z (2.3)

where gF is the Landé factor of the atomic hyperfine state and µB the Bohr magne-
ton. Therefore, the eigenenergy of each Zeeman magnetic sub level |F,mF 〉z is found
through:

gFµB

~
B0(r)F̂z|F,mF 〉z = mFgFµBB0(r)|F,mF 〉z (2.4)

which leads to the eigenenergy:

EmF
= mFgFµBB0(r). (2.5)

In this equation, the eigenenergy EmF
could have different sign because mF and gF

can be both positive or negative. Thus this energy will be positive if mFgF > 0, while
its absolute value depends on the local magnetic field B0(r). We note the sign of the
Landé factor gF as s:

s =
gF
|gF |

= ±1. (2.6)

Now let us assume that the atom can move, such that its position r varies with
time. If the atomic velocity is small enough such that the adiabaticity condition is
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verified [96], equation (2.5) will still hold as the atom moves and will lead to an effective
potential. In the situation where s = −1 as it is the case for F = 1 ground state of 87Rb,
the state |mF 〉 with mF < 0 making the eigenenergy positive leads to a force attracting
the atom towards the regions of weaker field. In this situation, the state |mF 〉 is called
a low-field seeking state. Meanwhile, the mF state making the eigenenergy negative is
high-field seeking states.

The discussion above is the basic principle of trapping an atom in a inhomogenous
magnetic field. Trapping the atom in the minimum or maximum of the magnetic field
depends on the sign of mFgF . However, Wing’s theorem shows that a static magnetic
field cannot have a maximum in free space [97]. Hence it is necessary to trap atoms in
a low-field seeking state around a minimum of magnetic field. The eigenenergy can also
be written as EmF

= smF~ω0, describing the energy of the trappable Zeeman sublevels
with smF > 0. ω0 is the Larmor frequency, given by:

ω0 =
|gF |µBB0

~
, (2.7)

which describes the frequency spacing between Zeeman sublevels.

2.1.2 Description of the rf field mode

Before introducing the interaction between the atoms and the quantized rf field, we
need to properly define the classical modes of the rf field that will be populated with
photons. The atoms are placed in a static magnetic field, taken uniform in this section,
and an oscillating rf field. The orientation of the static magnetic field defines the z
axis, it is written as B0 = B0ez. The arbitrary rf magnetic field is given in the classical
limit by:

B(t) = Bx cos (ωt+ φx)ex +By cos (ωt+ φy)ey +Bz cos (ωt+ φz)ez (2.8)

in which ω is the rf frequency. Since describing the rf field and the polarization with the
complex notation is more convenient, the rf field can be written as B1(t) = B1e

−iωt+c.c
where B1 is the complex amplitude, written as:

B1 =
Bx

2
e−iφxex +

By

2
e−iφyey +

Bz

2
e−iφzez. (2.9)

This defines the mode in which photons are created when we use a quantum description
of the rf field. The complex amplitude can also be described with the complex polar-
ization of the field ε whose norm is 1, which reads B1 = B1ε. Instead of decomposing
the rf polarization in the orthogonal basis (ex, ey, ez), we write it in the spherical basis
(e+, e−, e0). The change between these two bases uses:

e+ = − 1√
2

(ex + iey), e− =
1√
2

(ex − iey), e0 = ez. (2.10)

Since the component along the z direction of the rf field Bz is aligned with the static
magnetic field B0ez with Bz � B0, we can neglect the effect of this component [98,99].
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So we only consider the components in the x − y plane and the complex amplitude
of the rf field reads B1⊥ = B+e+ + B−e−. Therefore, in the spherical basis, the rf
magnetic field can be rewritten as

B1⊥(t) = (B+e+ +B−e−)e−iωt + c.c., (2.11)

where B+ and B− are the complex projections, given by:

B± = e∗± · εB1 =
1

2
√

2

(
∓Bxe

−iφx + iBye
−iφy

)
. (2.12)

The projections of the spin operator in the spherical basis are:

F̂ · e± = ∓ 1√
2
F̂±, (2.13)

where F̂+ and F̂− are the raising and lowering operators defined as F̂± = F̂x± iF̂y. The
classical amplitudes B± of the rf field in the spherical basis will be used to determine
the local Rabi coupling in the following of this chapter.

2.1.3 Quantum description of the rf field and magnetic reso-
nance

Let us consider now the interaction of an atom with the rf field introduced in the last
section. In order to understand this interaction better, we describe the rf field in a
quantum way with the field operator B̂1 and give the energy level of the {rf+atom}
quantum system, thus introducing the dressed atom picture. During the process of the
interaction, the spontaneous emission is absent since the relevant states are the ground
state Zeeman sublevels. In this section, we assume that the static magnetic field is
uniform B0(r) = B0ez, such that we will not consider the atomic external motion for
now. The Hamiltonian then is given by:

Ĥ = Ĥ0 + Ĥrf + V̂1, (2.14)

which is composed of three terms. From left to right, the first term Ĥ0, already
mentioned at equation (2.3), corresponds to the energy of the atom without the rf
field; the second term Ĥrf is the Hamiltonian of the quantum rf field; and the third
term V̂1 = (gFµB/~)B̂1 · F̂ is the atom-field coupling.

In our experiment, we use 87Rb as atomic source. For a 87Rb atom evolving in a
magnetic field, its ground state is defined as the lowest hyperfine state F = 1 with
gF = −1/2 (see Chapter 3). So in the following discussion, we take the sign to be
negative s = −1 and the low-field seeking state is |mF = −1〉.

The eigenstates of Ĥ0 are the Zeeman states |mF 〉 with associated eigenenergies
EmF

= −mF~ω0. The Hamiltonian can be also written as:

Ĥ0 = −ω0F̂z. (2.15)
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The second term describes the energy of the quantized rf field of frequency ω, the
corresponding Hamiltonian is written as:

Ĥrf = ~ω(â†â+
1

2
) (2.16)

in which â† and â are the creation and annihilation operators for the rf photons in the
field mode. The rf frequency ω is chosen close to the Larmor frequency ω0, such that
|δ| � ω where δ = ω − ω0 is the detuning. The eigenstates of the Hamiltonian Ĥrf are
the Fock states |N〉 indexed by the number of photons N :

Ĥrf |N〉 = ~ω(N +
1

2
)|N〉. (2.17)

We assume that the rf field is in a coherent state of large amplitude, in a mode polarized
in the x-y plane orthogonal to the static field B̂0 and with an average amplitude
〈B̂1〉 = B+e+ + B−e− where (e+, e−, e0) is the spherical basis for the rf polarization,
presented in equation (2.10). Since the mean photon number 〈N〉 in this large coherent
state is much larger than 1, N ± 1 ' N ' 〈N〉 and the effect of â† and â on the state
|N〉 can be approximately written as:

â|N〉 '
√
〈N〉|N − 1〉 (2.18)

â†|N〉 '
√
〈N〉|N + 1〉. (2.19)

The third term in the Hamiltonian (2.14) is the interaction between the atom and
rf field. The rf magnetic field operator can be written as:

B̂1 =

(
B+e+√
〈N〉

+
B−e−√
〈N〉

)
â+ h.c. (2.20)

Thus the coupling operator can be described as:

V̂1 =
gFµB

~
B̂1 · F̂ =

gFµB

~
√
〈2N〉

(−B+âF̂+ +B−â
†F̂−) + h.c. (2.21)

In the end, this operator is given by [95]:

V̂1 =
−1

2
√
〈N〉

[
Ω−âF̂− + Ω∗−â

†F̂+ + Ω+âF̂+ + Ω∗+â
†F̂−

]
, (2.22)

where Ω± is the coupling amplitude defined as:

Ω± = ±
√

2
gFµB

~
B±. (2.23)

2.1.3.1 Uncoupled states

Now let us consider the situation of no interaction, which means that the coupling
between the atomic spin and the rf field is zero, namely Ω± = 0. Therefore, in the
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absence of coupling, the eigenstates of the system can be described as the tensor prod-
ucts of the Zeeman substates |F = 1,mF 〉 of the atom and the Fock states |N〉 of the
rf field, also noted as |mF , N〉. The eigenenergies are then given by:

(Ĥ0 + Ĥrf)|mF , N〉 = (−mF~ω0 +N~ω)|mF , N〉. (2.24)

The eigenenergy can also be written in terms of the detuning δ = ω − ω0,

EmF ,N = mF~δ + (N −mF )~ω. (2.25)

From the last equation, one finds that for each given N there are three eigenstates
|mF , N + mF 〉,mF ∈ {−1, 0,+1} separated by a small energy of ~δ. The ensemble of
these three energy levels defines the manifold EN = {| − 1, N − 1〉, |0, N〉, |1, N + 1〉}.
In the manifold EN , the associated eigenenergies are:

EmF ,N = mF~δ +N~ω. (2.26)

Figure 2.1 – The uncoupled states of the {atom + photon} system. For a fixed N ,
there are three states in the manifold EN , corresponding to mF equal to −1, 0,+1.
They are separated with a small energy difference ~δ compared to the energy spac-
ing between manifolds ~ω. Ω− represents the coupling within a certain manifold
between levels split by ~δ while Ω+ indicates the coupling between the states in two
different manifolds, split by ~(ω + ω0). The sketch corresponds to the case δ > 0.

The picture of uncoupled states is shown in Fig. 2.1 which is plotted under the
assumption of δ > 0. The energy splitting between manifolds is ~ω, much larger than
the splitting between levels inside a manifold.
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2.1.3.2 Dressed states in the rotating wave approximation

Now let us consider the case of a non zero coupling term. We remind s = −1 and the
effects of the lowering and raising operators are:

F̂±|mF 〉 = ~
√
F (F + 1)−mF (mF ± 1)|mF ± 1〉. (2.27)

We then examine the effect of the rf field coupling. For the four components of the
coupling operator (2.22), the first two terms proportional to Ω− describe the coupling
between the two states separated with a small energy ±~δ inside a given manifold EN
if the coupling is nonzero, which is illustrated in the Fig. 2.1. Assuming the coupling
amplitudes Ω± are real, these two coupling terms can be written as:

〈mF ±1, N+mF ±1| Ω−

2
√
〈N〉

(âF̂−+ â†F̂+)|mF , N+mF 〉 '
Ω−
2
〈mF ±1|F̂±|mF 〉 (2.28)

where we assume N + mF ' 〈N〉 since 〈N〉 � 1. The last two coupling components
related to Ω+ describe the coupling between the states of the EN manifold and the
states of the EN±2 manifold, which are separated with a large energy of ~(2ω− δ). The
matrix elements read:

〈mF±1, N+mF∓1| Ω+

2
√
〈N〉

(âF̂++â†F̂−)|mF , N+mF 〉 '
Ω+

2
〈mF±1|F̂±|mF 〉. (2.29)

This kind of coupling is also shown in Fig. 2.1, noted in red. Let us note that if s is
positive the states of the EN manifold become |mF , N−mF 〉. In this case, Ω+ describes
the coupling between the states inside a given EN manifold, and the Ω− terms couple
the states separated by a large energy.

When |δ| � ω and |Ω±| � ω, the effect of the coupling will stay small with respect
to the separation between manifolds, and we can take the rotating wave approxima-
tion (RWA): we neglect the Ω+ terms coupling the states far away in energy. In this
approximation, N is a quantum number describing different energy manifolds. Each
eigenstate is supposed to be a superposition of uncoupled states |mF , N +mF 〉 within
the same manifold. Therefore, the total Hamiltonian composed by the three terms can
be written as:

Ĥ = −ω0F̂z + ~ωâ†â− Ω−

2
√
〈N〉

(âF̂− + â†F̂+). (2.30)

It acts inside a given manifold EN . The effect of the spin operators F̂z and F̂± in
(2.2) and (2.27) can be written under matrix form in the basis {|mF = 1〉, |mF = 0〉,
|mF = −1〉}:

F̂z = ~

1 0 0
0 0 0
0 0 −1

 , F̂+ = ~

0
√

2 0

0 0
√

2
0 0 0

 , F̂− = ~

 0 0 0√
2 0 0

0
√

2 0

 . (2.31)
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Assuming that N +m ' N , the total Hamiltonian (2.30) can also be written in matrix
form in the basis {|+ 1, N + 1〉, |0, N〉, | − 1, N − 1〉}, which reads:

Ĥ = ~

 δ −Ω−√
2

0

−Ω−√
2

0 −Ω−√
2

0 −Ω−√
2
−δ

+N~ω. (2.32)

After diagonalising this 3× 3 matrix, one can obtain the eigenvalues:{
+~
√
δ2 + Ω2

−, 0, −~
√
δ2 + Ω2

−

}
.

The corresponding eigenstates are the superposition of the three Zeeman states. The
eigenstates are the dressed states, noted as |m,N〉, where m describes different dressed
states in manifold EN and it can take the same value as mF . So the eigenenergies of
the dressed states |m,N〉 can be written as a function of m, which is

Em,N = m~
√
δ2 + |Ω−|2 +N~ω. (2.33)

The interaction between the atom and the rf field generates an avoided crossing on
resonance δ = 0 where the states are split by |Ω−|. Note that we have taken the
convention that the states with m > 0 have a positive energy, in contrast to the bare
states |mF 〉. The states |m〉 with m > 0 exhibit a potential minimum on resonance,
which provides a mechanism to trap atoms in the dressed state when the detuning
varies with position (see next section).

However, in the real case of our experiment, the typical values of the coupling
amplitude and the rf frequency are around Ω±/(2π) ≈ 50 to 100 kHz and ω ≈ 2π ×
300 kHz, which in fact can not perfectly satisfy the condition of the rotating wave
approximation: Ω± � ω. Therefore, sometimes we will have to consider the coupling
terms with Ω+ which couple the states well separated with an energy of ~(ω+ω0). The
details about the coupling beyond the RWA terms will be discussed in Chapter 4.

2.2 Adiabatic potentials for rf dressed atoms

2.2.1 Adiabatic potential

In the previous section, we have introduced the dressed states in an rf field and a
uniform static magnetic field. In this case, the Larmor frequency is position inde-
pendent. To trap atoms, the static magnetic field has to be inhomogeneous, which
results in a position-dependent detuning δ(r) as well as local Rabi coupling Ω−(r). If
we assume that the variations of the eigenstates are slow enough as the atom moves
in this position-dependent coupling, the state will follow adiabatically the variations
of the Hamiltonian and its position-dependent eigenenergy Em,N(r) will appear as a
potential energy for the atom. Through the energies of the dressed states in (2.33),
one can deduce the effective potential:

Vm(r) = m~Ω(r) = m~
√
δ2(r) + |Ω−(r)|2, (2.34)
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where the position dependent detuning can be written as:

δ(r) = ω − ω0(r) (2.35)

where ω0(r) is the Larmor frequency at position r, see equation (2.7). Vm(r) describes
the eigenenergy of the adiabatic state |m〉 where we have dropped the index N of the
manifold EN . In our case, only the state |m = 1〉 has a positive energy all the time.

In order to illustrate what happens when the static magnetic field depends on
position and introduce the concept of adiabatic states, we consider the case where the
magnitude of the static magnetic field is linearly proportional to the position r while the
Rabi coupling is position independent, Ω−(r) = Ω−. Then the Larmor frequency can be
described as a constant gradient times a position coordinate, i.e. ω0(r) = |∇ω0|r = αr
where α = |∇ω0| is the local gradient of the Larmor frequency. We can plot at each
position the energies of the uncoupled states through the equation (2.5), shown in
Fig. 2.2. We call r0 the position where the resonance ω0(r0) = ω occurs, see Fig. 2.2.
So the atoms following the upper adiabatic states with m > 0 undergo a force that
push them to the resonant position r0 where the energy is minimized. For the atoms
trapped in such a potential, their spin will flip when they pass across this resonant
position slow enough while the detuning δ changes sign. The adiabaticity condition
describing how slow is "slow enough" will be explained in the next section.

Figure 2.2 – Left: Magnetic potential of the uncoupled states with a total spin
F = 1. The resonance of the rf frequency and the Larmor frequency occurs at
r0. Right Adiabatic potentials corresponding to the dressed states with a position
independent Rabi coupling Ω−. At the resonance position δ(r0) = 0, the nearby
two states are split by an energy ~Ω−. Figure adapted from [95].

If the adiabaticity condition is met, we can estimate the trapping frequency of
such an adiabatic potential. Since the static magnetic field is inhomogeneous, there
exists an isomagnetic surface on which the rf is resonant with the Larmor frequency.
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Since the atoms are confined around the resonant surface, the adiabatic potential in
the direction normal to this surface can be locally regarded as a harmonic trap with
trapping frequency ωt. For a small displacement dr away from the resonant position
r0 in the direction normal to the isomagnetic surface, we have

1

2
Mω2

t (dr)
2 = V (r0 + dr)− V (r0), (2.36)

whereM is the atomic mass and V the adiabatic potential given by (2.34). The second
order expansion of equation (2.34) gives:

ωt = α

√
m~
MΩ−

. (2.37)

2.2.2 Adiabaticity condition

In this section we will discuss the adiabaticity condition by using a simple model of
a two level system, i.e. an angular momentum F = 1/2. The energies of the two
uncoupled levels are ±~δ/2 while the coupling between these two levels is Ω−. So the
two eigenenergies are E±(r) = ±~

2

√
δ2(r) + |Ω−(r)|2, as presented in the last section.

The total Hamiltonian of the system can be written under the form of a 2× 2 matrix,
which reads:

Ĥ =
~
2

(
−δ(r) Ω−(r)
Ω−(r) δ(r)

)
. (2.38)

The detuning δ(r) and the Rabi coupling Ω−(r) are position-dependent. Because the
position operator R̂ and the momentum operator P̂ do not commute, we cannot diag-
onalize the Hamiltonian point by point as soon as the kinetic term P̂2/(2M) is taken
into account. To gain insight of what happens, we will assume that the atom moves
at constant velocity v and we will rewrite this Hamiltonian as time-dependent using
r = vt. Since the velocity is a constant, the detuning and the coupling now become
time-dependent, written as δ(t) and Ω−(t). So the Hamiltonian reads:

Ĥ =
~
2

(
−δ(t) Ω−(t)
Ω−(t) δ(t)

)
. (2.39)

For a given t, after diagonalizing the Hamiltonian with a unitary operator Û(t), it
becomes:

ĤA =
~
2

(
Ω(t) 0

0 −Ω(t)

)
= Û †(t)ĤÛ(t) (2.40)

where the time-dependent eigenenergies are ±~Ω(t)/2 with Ω(t) =
√
δ2(t) + |Ω−(t)|2.

The Schrödinger equation reads:

i~
∂

∂t
Ψ(t) = ĤΨ(t) (2.41)
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where Ψ(t) is the atomic state. In order to describe it in the adiabatic basis, we write
the Hamiltonian and the atomic state in the adiabatic basis with Ψ(t) = Û(t)ΨA(t)
and Ĥ = Û(t)ĤAÛ

†(t). After transforming to the new basis, the Schrödinger equation
becomes:

i~
∂

∂t
Ψ(t) = ĤAΨA(t)− i~Û † ∂

∂t
ÛΨA(t) (2.42)

where ĤA − i~Û † ∂∂t Û is the effective Hamiltonian whose first term is diagonalized and
the second term can be regarded as a correction of the non-adiabatic coupling. The
second term takes the form [95]:

~
2

(
0 γ(t)

γ∗(t) 0

)
, (2.43)

where the correction γ(t) indicating the non-adiabatic coupling between the adiabatic
eigenstates is given by:

γ(t) = i
δ̇(t)Ω−(t)− δ(t)Ω̇−(t)

Ω(t)2
. (2.44)

In the adiabatic basis, the effective Hamiltonian has the eigenenergies ±~Ω/2 on the
diagonal as well as the non-adiabatic coupling terms ~γ(t)/2 and ~γ∗(t)/2 on the off-
diagonal. Therefore, the adiabaticity condition is [96]:

|γ(t)| � Ω(t) or
∣∣∣δ̇(t)Ω−(t)− δ(t)Ω̇−(t)

∣∣∣� (
δ2(t) + |Ω−(t)|

)3/2
. (2.45)

Returning to the position-dependent description, this means that the velocity should
satisfy

|v · (Ω−(r)∇δ − δ(r)∇Ω−)| �
(
δ2(r) + |Ω−(r)|

)3/2
. (2.46)

If the Rabi coupling is zero, the splitting between the eigenenergies ~Ω on the resonant
position where δ(r) = 0 vanishes. In this case, the adiabaticity condition can not be
satisfied, which leads to atom losses due to the spin flip.

2.2.3 Local Rabi coupling

In the last section, we have examined the properties of the adiabatic potential treating
the Rabi coupling Ω− as a position independent parameter. However, this coupling
term depends on the orientation of the static magnetic field, the amplitude and the
polarization of the rf field. In order to determine the local Rabi coupling, here we
describe the static field and the rf field in a classical way:

B0(r) = B0(r)u(r), (2.47)

B1(r, t) = B1(r)ε(r)e−iωt + c.c (2.48)

where u(r) gives the orientation of the local static magnetic field and ε(r) is the complex
polarisation of the rf field with |ε(r)| = 1. In the RWA, we have explained that the
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terms with Ω− are the only efficient terms to couple the spin states for a negative gF .
The corresponding polarisation σ− is defined with respect to the orientation of the
local magnetic field u(r). The components of the rf field amplitudes can be described
in the local spherical basis {e+(r), e−(r),u(r)} , which reads:

B± = e∗± · ε(r)B1(r). (2.49)

In the same basis, through the definition of Ω− in (2.23), the position dependent Rabi
coupling can be written as:

Ω−(r) = −
√

2
gFµB

~
B−(r) (2.50)

= −
√

2
gFµB

~
B1(r)e∗−(r) · ε(r) (2.51)

= Ωrf(r)e∗−(r) · ε(r), (2.52)

where Ωrf(r) = −
√

2gFµBB1(r)/~ is the maximum achievable Rabi coupling. From
the last expression we find that the Rabi coupling is position-dependent, because e− is
defined with respect to the local quantized axis u(r) which could be position-dependent.
By using the properties in the spherical basis, in the end, Ω−(r) can also be written
as [95]:

|Ω−(r)| = Ωrf(r)

2
|ε× u− iu× (ε× u)|. (2.53)

Now we have the general expression of the Rabi coupling, let us consider two par-
ticular cases where the polarisation of the rf field is uniform in space, linear or circular.
If it is linearly polarised along the axis x, then the polarisation is ε = ex and the Rabi
coupling becomes:

|Ω−(r)| = Ωrf(r)

√
1− ux(r)2

2
(2.54)

in which ux = u(r) · ex. From the equation one can find that the coupling reaches a
maximum Ωrf(r)/

√
2 if u is orthogonal to the axis x of the polarization, and that it

vanishes at the positions where the orientation of the local magnetic field is aligned
with the direction of the rf polarisation. The zero coupling leads to the losses of atoms.

In the case of a circular polarisation σ− with respect to the z axis, it is described
as ε = e− in the spherical basis of axis z. In this situation, the Rabi coupling becomes:

|Ω−(r)| = Ωrf(r)

2
[1 + uz(r)] , (2.55)

where uz(r) = u(r) · ez. The Rabi coupling reaches its maximum value Ωrf(r) when
u(r) has the same direction than ez. It vanishes when the direction of the quantisation
axis is −ez.

Since u is the unit vector pointing the direction of the local magnetic field, both
ux and uz belong to [−1 , 1]. From the results in (2.54) and (2.55) we remark that,
for the same rf complex amplitude B1, the maximum achievable Rabi coupling for a
circular polarisation is

√
2 times the one for a linear polarisation.
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2.3 A dressed quadrupole trap

We have seen the general properties of the adiabatic potentials and Rabi coupling,
here we will examine the particular case of our experiment where atoms evolve in the
combination of a quadrupole magnetic field and an rf field. The resulting potential is a
dressed quadrupole trap whose minimum lays on an ellipsoid. For this reason we also
call it a bubble trap. Again, the results presented here are taken from Refs. [95, 100],
they are recalled for the sake of completeness.

2.3.1 Principle of the bubble trap

The quadrupole magnetic field is easily generated by a pair of coils in anti-Helmholtz
configuration. Such a magnetic field is described as:

B0(r) = b′(xex + yey − 2zez), (2.56)

which linearly increases from the center along x, y and z. So its magnitude at r =
xex + yey + zez is written as:

B0(r) = b′
√
x2 + y2 + 4z2. (2.57)

The corresponding Larmor frequency is given by:

ω0(r) =
|gF |µBb

′

~
√
x2 + y2 + 4z2. (2.58)

We define α as the magnetic gradient in the xy plane, given by:

α =
|gF |µBb

′

~
. (2.59)

For a given rf frequency ω, the atoms can be confined on the isomagnetic surface where
the resonance occurs ω = ω0(r). Since the magnitude of the local field is constant on
such a surface, x2 + y2 + 4z2 is also supposed to be a constant, as:

x2 + y2 + 4z2 = r2
b . (2.60)

This equation describes an ellipsoid with a semi-major axis rb and a semi-minor axis
rb/2. This radius rb of the bubble trap is given by:

rb =
ω

α
. (2.61)

The orientation of the local magnetic field on the resonant surface u can be written as:

u =
b′(xex + yey − 2zez)

b′
√
x2 + y2 + 4z2

=
xex + yey − 2zez

rb
. (2.62)
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2.3.2 Circular polarization

The choice of a circularly polarised rf field around the vertical z axis can make a rota-
tional symmetrical trap. It can be simply produced by a pair of orthogonal antennas
of axis x and y generating two fields with the same amplitude and a phase difference
π/2. The polarisation of the rf field σ− can be written as:

ε =
1√
2

(ex − iey). (2.63)

Using the same description as in (2.48), we can write the rf field as:

B1(r, t) = B1ε(r)e−iωt + c.c (2.64)

=
√

2B1[cos(ωt)ex + sin(ωt)ey]. (2.65)

We have determined the local Rabi coupling for a circular polarised rf field, given
by (2.55). In this case, the term uz(r) becomes:

uz = u · ez =
(xex + yey − 2zez) · ez

rb
= −2z

rb
. (2.66)

Therefore, the local Rabi coupling on the resonant surface is written as:

Ω−(z) =
Ω0

2

(
1− 2z

rb

)
(2.67)

with the maximum achievable Rabi coupling Ω0:

Ω0 =
√

2
|gFµBB1|

~
. (2.68)

For any point belonging to the isomagnetic surface, we have −rb ≤ 2z ≤ rb.
Equation (2.67) shows that the maximum Ω0 is located at the bottom of the bub-
ble. The coupling term vanishes for z = rb/2, which means that the Rabi coupling
is zero at the top of the bubble, which is shown in Fig. 2.3 (if the polarisation is σ+,
the zero coupling position is located at the bottom). The potential on the resonant
surface of the bubble consists of two parts, the dressed adiabatic potential Vm(r) and
the gravitational potential Mgz. After inserting the Rabi coupling Ω−(z) expressed in
(2.67) and taking δ(r) = 0, the potential on the bubble surface can be written as:

Vbub(z) = ~Ω−(z) +Mgz (2.69)

=
~Ω0

2

(
1− 2z

rb

)
+Mgz (2.70)

=
~Ω0

2
+

(
Mg − ~Ω0

rb

)
z. (2.71)

If the coefficient in front of z is negative, meaning that ~Ω0 > Mgrb, the potential
minimum occurs at the top of the bubble where z gets largest. In this case, atoms
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undergo a force pushing them to the top where the potential minimum occurs. But
atoms can not be confined in such a minimum potential, because when the rf coupling
vanishes there, they can not follow a dressed state and make spin flip. Consequently,
atoms escape from the non-coupling position which acts as a hole. In order to avoid
this effect and keep the potential minimum at the bottom of the bubble, the coefficient
in front of z should be positive, which means that:

~Ω0 < Mgrb. (2.72)

In the case where these two quantities are equal, the rf coupling gradient can compen-
sate gravity. This situation is investigated specifically in Chapter 4.

The last condition is still not enough to trap the atoms at the bottom of the bubble.
If the effect of gravity is greater than the magnetic gradient, atoms won’t be trapped
and will fall down. So it also has to satisfy the condition:

Mg

2~α
= ε < 1. (2.73)

Figure 2.3 – Sketch of the bubble trap in three dimensions. The semi-major axis
and the semi-minor axis are rb and rb/2. Atoms plotted in red are located at the
bottom of the bubble. The black solid dots on the surface describe the points where
the Rabi coupling vanishes, leading to atom losses. Left: A quadrupole trap dressed
by a linear polarised rf field along x. There are two holes on the equator of the
bubble along x axis. Right: The case of a circular polarisation configuration, in
which one hole is located at the top of the bubble.

Because of gravity, the potential minimum is slightly shifted down from the resonant
surface. It is located at position (x = 0, y = 0, z = −R), where R can be written as [92]:

R =
rb
2

(
1 +

ε√
1− ε2

Ω0

ω

)
. (2.74)

Since the trap is cylindrically symmetric, it is characterized in the harmonic ap-
proximation close to its minimum by a radial frequency ωr and a vertical frequency ωz.
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Through a second order development of the potential around the minimum, one can
obtain these two oscillation frequencies at the bottom [92]:

ωr =

√
g

4R

[
1− ~Ω0

2MgR

√
1− ε2

]1/2

, (2.75)

ωz = 2α

√
~

MΩ0

(
1− ε2

)3/4
. (2.76)

2.3.3 Linear polarization

Now we consider the case of a linearly polarised rf field, which can be generated by a
single antenna. We assume that the linear polarisation is along x axis, which reads:

ε = ex. (2.77)

The rf magnetic field thus reads:

B1(r, t) = B1ε(r)e−iωt + c.c (2.78)
= 2B1 cos(ωt)ex. (2.79)

We have determined the corresponding local Rabi coupling in (2.54), in the case of
a bubble trap, we have ux = x/rb. So from the equation (2.54), the local Rabi coupling
for a linearly polarised rf field is:

Ω−(r) = Ω0

√
1− x2

r2
b

. (2.80)

where the maximum coupling is now Ω0 = |gFµBB1|/~, a factor
√

2 smaller as in
(2.68) as already pointed out previously. The equation shows that the maximum Rabi
coupling occurs for x = 0, corresponding to the y − z plan. Moreover, the coupling
vanishes at the two extreme points along x axis, located at (±rb, 0, 0), where the local
magnetic field is parallel to the rf field.

Considering the effect of gravity, the equilibrium position at the bottom is given
by (2.74), which is the same as for circular polarisation. In this situation, the coupling
is no longer rotationally invariant, so the trapping frequencies along x and y axis are
different. The oscillation frequencies along the 3 directions are [92]:

ωx =

√
g

4R

[
1− ~Ω0

MgR

√
1− ε2

]1/2

, (2.81)

ωy =

√
g

4R
, (2.82)

ωz = 2α

√
~

MΩ0

(
1− ε2

)3/4
. (2.83)



2.3 A dressed quadrupole trap 41

2.3.4 Elliptical polarization

We have discussed the cases of a circularly polarised and a linearly polarised rf field.
Realizing a circularly polarised rf field requires a pair of orthogonal linearly polarised
rf field with the same amplitude and a phase difference of π/2. In the experiment, it is
difficult to make their amplitude and the phase difference exactly in such a condition,
which sometimes results in an elliptical polarization. In addition, in order to excite
the trapped gas, for example creating a quadrupole mode excitation, we have to make
the rf field elliptically polarised on purpose. So here I will recall the results presented
in [100] on the elliptical polarisation in the horizontal plane perpendicular to the z
axis.

Previously we have seen that for a linear rf polarisation, there are two holes at
the equator where the static field is aligned with the rf field. But for a σ− or a σ+

polarisation, these two holes coincide at the top or the bottom of the bubble. For an
elliptical polarisation in the x − y plane, there are two holes well separated. They
belong to a vertical plane and are symmetric with respect to the z axis. Investigating
the positions of the two non-coupling points is helpful to understand the effects of
the amplitude difference or the phase difference of the orthogonal linearly polarised
magnetic fields. The elliptical polarization in the x− y plane can be described as:

ε = cos(Θ) ex + eiΦ sin(Θ) ey. (2.84)

In this equation, Θ and Φ control the amplitude difference and the phase difference,
respectively. For example, the case of Θ = π/4, Φ = π/2 describes a circular polar-
isation. In order to locate the positions of the two holes, we translate the Cartesian
coordinate to the spherical coordinate (r, θ, φ). The condition for belonging to the
ellipsoid writes:

r =
rb√

1 + 3 cos2 θ
. (2.85)

As a consequence, the Cartesian coordinates of one of the holes on the bubble surface
are related to these spherical coordinates (θ, φ) by:

x =
rb√

1 + 3 cos2 θ
sin θ cosφ (2.86)

y =
rb√

1 + 3 cos2 θ
sin θ sinφ (2.87)

z =
rb√

1 + 3 cos2 θ
cos θ (2.88)

which is shown in Fig. 2.4. The other hole is obtained by replacing φ by φ + π. The
spherical coordinates (θ, φ) locating the holes on the ellipsoid can be computed from
the condition of vanishing coupling, one finds:

cos θ =
sin(2Θ sin Φ)

1 +
√

1− sin2(2Θ) sin2 Φ
, (2.89)

tan(2φ) = tan(2Θ) cos Φ, (2.90)
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The equation (2.90) has two solutions both φ and φ+ π, which means that the two
holes are symmetric with respect to z axis. If the phase difference Φ is always π/2
while Θ is ramped from 0 to π/4, the holes will climb from the equator to the top of
the bubble. Meanwhile, φ is always 0, which means these two holes don’t rotate along
z axis. When we scan the phase difference Φ they start to rotate. The behavior of the
hole positions as a function of the Φ and Θ provide a way of performing the fine tuning
for the circularly polarised rf field, which will be discussed particularly in Chapter 4.

Figure 2.4 – Sketch of the hole positions in spherical coordinates. The two black
solid dots indicates the two holes on the surface of the bubble.

For the detailed calculation of an arbitrarily polarised rf field including outside the
x− y plane, one can go into [100].

2.3.5 Determining the local Rabi coupling experimentally

In the experiment, we can measure the local Rabi coupling in which atoms are trapped
by performing a spectroscopy in the trap. Apart from the antennas serving to dress
the magnetic trap to obtain the adiabatic potential, another antenna generates a weak
rf field that couples the two dressed states |F = 1,m = 1〉 and |F = 1,m = 0〉, shown
in Fig. 2.2. Since only |F = 1,m = 1〉 can trap atoms, once the spectroscopy frequency
is resonant with the Rabi coupling the trapped atoms will change the state and escape
from the trap, which leads to atom losses. So scanning the spectroscopy rf frequency
with a weak amplitude and plotting the number of atoms gives the Rabi coupling at
the position of atoms. An example of the rf spectroscopy with atoms trapped at the
bottom of the bubble trap is shown in Fig. 2.5, which indicates that the Rabi coupling
at the bottom is around Ω− = 2π × 98 kHz, with a circular polarization.
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Figure 2.5 – A spectroscopy curve measured at the bottom of the bubble trap.
The red line is a Lorentzian distribution fitting the data.





Chapter 3
The superfluid recipe

Making a superfluid is just like cooking with the difference that we cool instead. In
order to produce a superfluid, we have to prepare atoms and lasers, which play the
role of ingredients, put atoms in different traps that play the role of casseroles and
follow the procedures just as we follow a recipe. This chapter aims at introducing the
procedures for obtaining a superfluid in our experiment.
A recipe usually has two parts, what you need and how to proceed. So here I will first
introduce the ingredients, which are the rubidium atoms and the lasers with different
functionalities. Then I will present the casseroles to hold the superfluid, mainly the 2D
and the 3D magneto optical trap (MOT), an optical plugged quadrupole trap and a rf
dressed quadrupole trap. I will also introduce the experimental time sequence which
is the cooking recipe of the superfluid. Finally, we will see how to taste, namely the
method to detect the superfluid.
The experimental set up has given its first experimental results in 2012. Meanwhile
four PhD students have contributed to it. More details about the set up were written
in their theses. [100–103]

3.1 The ingredients and utensils

3.1.1 The cold Atom source: Rubidium 87

In the previous chapter we have mentioned that we chose 87Rb to produce the super-
fluid. Rubidium is a soft silvery-white metal in the alkali metal group that has a simple
electronic structure, one single s electron in its outermost principal energy. One of the
first Bose-Einstein condensate was realized with rubidium [19], because the scattering
length of rubidium (∼ 5.4 nm) allows a good collision rate for evaporation. In the
previous chapter we have introduced its lowest hyperfine states and its complete D2

transition (52S1/2 → 52P3/2) hyperfine states are shown in Fig. 3.1.
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Figure 3.1 – 87Rb D2 transition hyperfine structure and the frequency of the
different lasers with wavelength 780 nm: cooling beam (MOT), repump beam (2nd

repump and Repumper) and probing beam (Probe). In the experiment, the imaging
state and the trapping state are |F = 2〉 and |F = 1〉 respectively. Figure is adapted
from [104]

3.1.2 Laser system

In our experiment, we use lasers with two different wavelengths, 780 nm and 532 nm.
The 780 nm lasers are used to cool, repump and probe the atoms. The 532 nm lasers
are used to create dipolar potentials, for confining the atoms in the vertical direction,
plugging the magnetic trap and stirring the atoms.

3.1.2.1 780nm lasers

An extended cavity diode laser: For imaging, if the linewidth of the laser is too
large, the Beer-Lambert law is modified and it is more complicated to find the atom
number. So an extended cavity laser is needed because of its narrow linewidth. The
extended cavity laser (NarrowDiode, from Radiant Dyes) is locked on the transition
of |5S1/2, F = 2〉 → |5P3/2, F = 3〉 by saturated absorption means. It provides the
two imaging beams (horizontal and vertical) and a beam that serves as the frequency
reference for the beat note with the doubled laser.

Doubled frequency laser: It is based on a telecom 1560 nm 10 W laser whose fre-
quency is doubled in a single pass PPLN crystal. In the end, we obtain a 780 nm
laser with 1 W of useful power. Its frequency, close to the transition |5S1/2, F = 2〉 →
|5P3/2, F = 3〉, is locked via a beat note to the reference laser. The laser can be easily
detuned for the Sisyphus cooling part. This laser (called MOT in Fig.3.1) is used not
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only to cool down the atoms in 2D and 3D MOT but also to push the atoms from 2D
MOT to the 3D MOT. It was developed in our group and one can find more details on
this laser in [101].

Two mid-range power 780nm diode lasers :
These two 780 nm laser diodes are independent. Both of them are used to repump the
atoms from the ground state |5S1/2, F = 1〉 to the state |5S1/2, F = 2〉 so that the
atoms can be absorbed by the probe beams or recycled in the MOT. One is resonant
with the transition |5S1/2, F = 1〉 → |5P3/2, F = 2〉 and it repumps the atoms in
the MOTs and before the imaging process along the horizontal axis. The other one
can be detuned from the transition frequency(see Fig. 3.1). Increasing the detuning
leads to reduce the effective absorption section, which helps to uniformly repump the
high-density atomic cloud. The detailed discussion is found in section 3.3.

3.1.2.2 532nm lasers

10W laser :
This laser deliveries 10 W at 532 nm which is blue detuned compared to the D2 line.
It can act a repulsive force on atoms. It serves as an optical plug at the center of the
quadrupole trap to avoid Majorana losses during the production of condensate [105],
see section 3.2.3. A small fraction of its power is taken and sent to the optical path of
a stirrer beam which can rotate atoms around the vertical axis (see Chapter 5).

5W laser :
This laser has a maximum power of 5 W at 532 nm. It is sent to a 0−π phase plate and
generates a pair of sheet-shaped beams between which the atoms are strongly confined
in the vertical direction. Combined with the dressed quadrupole potential, it allows us
to create a ring-shaped trap, which is investigated in Chapter 5.

3.2 The casseroles and the recipe: experimental se-
quence

After introducing the ingredients, I will present the casseroles and the recipe to make
a superfluid, which includes all the traps holding atoms from the oven to the bubble
trap and the main experimental time sequence. Following the trajectory of the atoms,
they come out of the oven to a 2D MOT, 3D MOT and then they are driven to the
science cell by the displacement of the MOT coils. In the science cell, the atoms are
confined in a optically plugged quadrupole trap. In the end, they are loaded to a rf
dressed quadrupole trap. The sketch of the Rb source, 2D, 3D MOT and the science
cell is presented in Fig. 3.2.

All these steps of production and detection of the gas are controlled by the com-
puter. Two National Instruments PCI cards provide the interface with the experiment.
One is a PCI-DIO-32HS card providing 32 digital outputs (TTL levels, 0− 5 V), while
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another one is a PCI-6733 card providing 8 digital outputs and 8 analog outputs (vari-
able voltage between −10 V and +10 V, 16-bit resolution). Our experimental sequence
defined by a program coded in C++, which is based on a program previously written
by the group of Jakob Reichel. The time resolution to control the experiment is of the
order of the millisecond. More details can be found in the thesis of T. Liennard [101].

3.2.1 2D+3D MOT

We load a 3D MOT with a collimated flux of atoms from a 2D MOT in order to have
a short loading time and have a good residual vacuum in the 3D MOT chamber.
In the 2D MOT, rubidium atoms are heated in an oven around 70 ◦C, in connection
with the 2D MOT chamber which is designed by the SYRTE laboratory. In this
chamber, two pair of coils in an anti-Helmholtz configuration create a magnetic gradient
along the two transverse axes and two elongated orthogonal beams retroreflected in the
transverse plane cross. These two beams are circularly polarized and red detuned with
respect to the transition |5S1/2, F = 2〉 → |5P3/2, F = 3〉, which cools down the atoms
transversely. The transverse cooling chamber is connected to the 3D MOT chamber
by a tube of diameter 16 mm and length 18 cm, shown in Fig. 3.2 and ends up with
a 1.5 mm diameter hole in the octogonal 3D MOT chamber. To enhance the flux, a
third beam in the longitudinal direction pushes the atoms towards this hole. In the
end, the atoms are primarily cooled in the 2D MOT and pushed towards the 3D MOT
chamber.

The 3D MOT is composed of three pairs of orthogonal, counter-propagating beams
and a pair of coils in anti-Helmholtz configuration. The six beams are a mixture of the
repumping laser and the cooling laser. In the end, there are nearly 109 atoms further
cooled down and trapped in the center of the 3D MOT chamber, with a rubidium vapor
pressure in the octogon around 10−9mbar. More details of the 3D MOT can be found
in [101,102].

3.2.2 Magnetic transport

Since we want to investigate the atoms within a high vacuum quality environment of
∼ 10−11 mbar, we have to transfer the atoms from the 3D MOT to what we will refer
to as the science cell. The 3D MOT coils are tied to a Parker translation stage 404XR.
Therefore, they are able to slide from the position of the 3D MOT chamber to the
science cell, allowing to transport the atoms. Its maximum speed is 1.2 m · s−1 and
maximum acceleration 20 m/s2 with a 1.3 µm accuracy. The steps of the transport pro-
cedure are the following. At first, we increase the magnetic gradient from 5.5 G · cm−1

(22 A) to 20 G · cm−1 (80 A) in the 3D MOT and increase the detuning of the MOT
beams in order to compress the atomic cloud and reduce the repulsive force between
the atoms due to the multiple scattering. Once they are compressed, we abruptly turn
off the current in the coils and increase again the detuning to further cool down the
atoms in a molasses+Sisyphus phase. After 150 ms, the current is switched on and the
gradient ramped to 87.5 G · cm−1 (350 A) while the beams are turned off, confining the
atoms in the low-field seeking state |F = 1,mF = −1〉 in a pure magnetic quadrupole
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Figure 3.2 – Simplified view of the set up from above. Atoms are pushed from
the 2D MOT chamber to the 3D MOT chamber. The atoms are magnetically
transported to the science cell by a pair of transport coils drawn in thick blue. The
small coil in light blue describes a pair of conic coils over and below the science cell
generating a quadrupole trap (see Fig 3.3). The line in green along y axis is the
plug beam, which optically plug the quadrupole trap. Figure is taken from [105].

trap. We then displace the coils mechanically to the science cell position at a distance
of 28 cm in 1.08 s. Finally, the currents in the MOT coils are ramped down at a constant
gradient while ramping the current up in the quadrupole coils of the science cell (see
Fig 3.3), transferring the atoms to a new magnetic trap. Once the transport procedure
is finished, the MOT coils go back to their initial position and are in place for the next
sequence. By this way, we succeed to transport ∼ 5× 106 atoms in the science cell.
The science cell conical coils gradient has been measured at 2.071±0.16G · cm−1 · A−1,
see Appendix A.

3.2.3 Plugged quadrupole trap

Once the atoms are loaded in the science cell in the static science quadrupole trap, we
need to cool them down by evaporative means in order to reach condensation. But
let us consider an atom in |mF = −1〉 state, experiencing an attractive force towards
the trap center. In the quadrupole trap, the magnetic field vanishes at the trap center
where atoms could spin flip and escape from the trap due to the Majorana losses [106].
During the evaporation stage, we ramp the gradient up to 225.9 G · cm−1(110 A) to
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compress the cloud in order to have a good collision rate for evaporation. While the
sample temperature decreases, the atomic density increases at the trap center position
and the coldest atoms spin-flip, resulting in atoms losses and heating. In order to avoid
the Majorana losses, our solution is to focus a 10 W, 532 nm blue detuned laser to plug
the center of the quadrupole trap. By doing so, the atoms are prevented from accessing
the region with zero magnetic field leading to Majorana losses. To increase the plug
barrier potential, we decompress mid-way the trap by ramping down the magnetic
gradient at 57.5 G · cm−1 (28.5 A). The potential minimum of this plugged quadrupole
trap is slightly off centered, where it can trap about 5× 105 atoms around 200 nK.

Evaporation is performed with two distinct rf sources, and is made with linear
frequency sweeps ranging from 50 MHz to 300 kHz during approximatively 18 s.

3.2.4 Dressed quadrupole trap: the bubble trap

3.2.4.1 The rf antennas for dressing

As explained in Chapter 2, our bubble trap is obtained by dressing a quadrupole
trap with a circularly polarized rf field. Therefore, besides the coils generating the
quadrupole trap, three rf antennas are required to generate a rf field with arbitrary
polarization. These antennas are placed orthogonally surrounding the science cell,
shown in Fig. 3.3.

Figure 3.3 – Left: Sketch of the science cell between a pair of conic coils generat-
ing a quadrupole trap, taken from [102]. Right: View of the science cell surrounded
by three orthogonal antennas producing rf field.

In our experiment, a circularly polarized rf field with respect to the z axis is needed
to create a rotationally symmetric bubble trap, as mentioned in the previous chap-
ter. Theoretically, only two horizontal antennas (H2 and H1) along x and y axis and
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dephased by π/2 are enough to produce a rf field with a circular polarization of axis
z. But it has proven not possible to achieve perfect circular polarization with only
the horizontal antennas (see [100]). For example, due to a slight tilt of the horizontal
antennas with respect to the vertical plane, the polarization is no longer orthogonal to
the z axis, resulting in an elliptical polarization. Adding a third antenna (H3) below
the science cell allows to compensate the vertical component of the rf field to ensure a
circular polarization in the x− y plane.

These three antennas are controlled by a home-made DDS (Direct Digital Synthesizer).
It has a 10-bit amplitude resolution, 14-bit phase resolution and 32-bit frequency res-
olution. It converts a 10 MHz clock signal provided by an external Stanford DS345
synthesizer into 8 analog periodic signals, amplitude and frequency. The DDS is con-
trolled by a program written in Octave by Romain Dubessy. The important parameters
of the antennas, such as the amplitudes, the phases and the frequencies, are all con-
trolled by this program, and allow an accurate control of the dressed trap parameters.
The details of the DDS control are written in [100].

3.2.4.2 The other rf antennas

In addition to the three main antennas to generate the rf field for dressing the atoms
in the quadrupole trap and the one for evaporative cooling in the plugged trap, there
are still two other rf antenna sources installed besides the science cell along y axis.

One rf source is controlled by a synthesizer Stanford DS345, which is used for trap
spectroscopy to know the real Rabi coupling experienced by the atoms. The details of
this measurement was presented in section 2.3.5. The last rf antenna is used to produce
a rf knife, using a synthesizer Tabor WW2571A. It realizes evaporative cooling on the
atoms trapped in the bubble trap. The principle of the cooling is that the weak rf field
leads to a double dressing [107], which is explained in detail in Chapter 6.

3.2.4.3 Loading the bubble trap

In order to transfer the atoms from the plugged trap to the bubble trap, we need to be
careful about fulfilling adiabaticity requirements as described in section 2.2.2. We also
need to avoid to impart too much a dipolar excitation in the dressed trap, since the
atoms undergo a repulsive force from the blue detuned plug beam. Due to the plug
beam, the atoms are trapped off-center where the expected resonant surface at the
plugged trap corresponds approximately to a rf frequency of 250 kHz. We switch on
the dressing rf antennas with a fixed frequency of 175 kHz and then ramp the amplitude
in 5 ms. The corresponding resonant surface is far from the atoms (∼20 µm) as well as
the resonant surface for the second harmonic at 350 kHz, ensuring adiabaticity at the
switching on, and no change in the trap geometry at first. After that, we ramp the
rf frequency up. During this process, the resonant bubble grows up and reaches the
atoms position, catching them on the resonant surface, shown in Fig. 3.4. The bubble
is quickly expanded to bring the atoms away from the plugged influence to the bottom
of a bubble trap whose semi-major radius is 200.2 µm (at 770 kHz). We have improved
the minimization of the dipolar excitation by decreasing the plug intensity linearly to 0
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in 300 ms once the atoms have reached this position. In the experiment, we decided to
study a smaller bubble trap of 78 µm, corresponding to a rf frequency of 300 kHz. We
compress the bubble by ramping down the rf dressing frequency to 300 kHz. Because
when we remove the plug the bubble is very large and the atoms are located far from
the plug, the atoms are not affected too much. After doing so, the dipolar oscillation
amplitude is minimized to ∼3 µm (see Fig. 3.4).
An rf knife is always on at a frequency above the dressing frequency during the whole
transfer, in order to avoid heating during the transfer itself, and also to be used as an
evaporative cooling tool once the atoms are loaded in the dressed trap.

0,20 0,21 0,22 0,23 0,24 0,25

257

258

259

260

261

262

263

264

265

 Waiting time(s)

 R
ad

ia
l p

os
iti

on
 a

lo
ng

 y 
ax

is
 (

um
)

Data: changedress_ybec
Model: SineOffset 
  
Chi^2 =  0.76977
R^2 =  0.92798
  
xc 0.19074 ±0.00194
A 3.56221 ±0.39647
w 24.17919 ±1.18801
y0 260.94657 ±0.28256

 

 

Figure 3.4 – Left: Sketch of the procedure from the plugged trap to the dressed
quadrupole trap. During this process, the atoms are transferred from position A
to B. The solid small and large ellipses describe the resonant surface with dressing
frequency of 175 kHz and 770 kHz respectively. The dashed ellipse describes the
resonant surface in which the atoms are caught by the growing bubble trap. Image
taken from [92]. Right: Dipolar oscillation at the bottom of the bubble after ramp-
ing down the rf frequency to 300 kHz, which is minimized by separating the step of
removing the plug beam and compressing the bubble.

3.3 Degustation: Imaging system
After preparing a dish, the most important is how to taste it. So here I will introduce
the ways to detect the superfluid, which are our imaging systems. Fig. 3.3 presented
the geometry of the science cell, for which there are two independent imaging systems,
one horizontal with a probe beam from the side and the other one vertical with a
probe beam along the z axis. By using these imaging systems, one can detect the
atoms in the trap (in situ picture) or after free expansion when the trap is switched off
(time-of-flight, or TOF, picture). The in situ images give the spatial distribution of the
could, which allow to observe low atomic densities, the atomic density profile and the
anisotropy of the cloud. The TOF images display the momentum distribution, which



3.3 Degustation: Imaging system 53

magnify the images and make it possible to observe vortex lattices and measure the
atom number accurately. In our experiment, the method used for imaging the atoms
is absorption imaging.

3.3.1 Absorption imaging

3.3.1.1 Principle

The principle is to shine a resonant beam onto the atoms and measure the remaining
intensity with a CCD camera. This absorption picture is then compared with the
situation where we shine the same beam but in the absence of the atoms. The shadow
generated by the absorption of photons is linked to the shape of the atomic cloud.
The resonant transition that we use corresponds to the cycling atomic transition of
|5S1/2, F = 2〉 → |5P3/2, F = 3〉. Now we consider a probe beam propagating along z
axis detuned by δ with respect to this atomic transition frequency of width Γ. We note
Ii(x, y) and It(x, y) the intensity of the probe beam before and after going across the
atomic cloud at the position (x, y). From the Beer-Lambert law, the optical density
Dz(x, y) along the z direction is given by:

Dz(x, y) = − ln
It(x, y)

Ii(x, y)
. (3.1)

Now we assume that the intensity of the incident beam is much weaker than the
saturation intensity:

Ii � Isat =
~ωpΓ

2σ0

(3.2)

where σ0 = 3λ2/2π is the resonant absorption cross section and ωp is the pulsation of
the transition. It corresponds to the situation where the interaction between an atom
and the light is independent from the other atoms. In this case, the Beer-Lambert law
is valid and the relation linking the optical density Dz(x, y) and the atomic density
n0(x, y, z) can be written as:

Dz(x, y) = σ

∫
n0(x, y, z)dz (3.3)

where σ is the effective absorption cross section. In the low atomic density situation,
this cross section is independent on the intensity of incident beam, and reads:

σ =
σ0

1 + 4δ2

Γ2

. (3.4)

So if we know the ratio between the intensity of the incident beam and the one after
going through the cloud, as well as the effective cross section σ(δ), we can obtain the
atomic density distribution integrated along the z direction. The integrated atomic
density thus writes:

n(x, y) = − 1

σ
ln
It(x, y)

Ii(x, y)
. (3.5)
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3.3.1.2 Experimental situation

For the high density atomic cloud, such as a BEC in the trap, we can not anymore
use the low intensity probe beam to absorb the atoms because all the intensity would
be absorbed and there are collective effects for a 2D cloud [108]. We need to use
a saturating beam, with intensity I larger than Isat. In this regime, the effective
absorption cross section depends on the intensity of the beam, and reads:

σ(Ii) =
σ0

c∗ + Ii
Isat

. (3.6)

where c∗ is a dimensionless parameter that can be measured experimentally [109,110].
In the end, the optical density becomes:

σ0n(x, y) = −c∗ ln
It(x, y)

Ii(x, y)
+
It(x, y)− Ii(x, y)

Isat

. (3.7)

Now it depends explicitly on the probe beam intensity with and without atoms, not
only on their ratio. For imaging high density clouds, we can either repump a fraction
of the atoms or increase the intensity of the probe beam. A detailed discussion of the
high density absorption imaging in the group can be found in [100,103].

For repumping the high density clouds, a resonant repumping beam will be only
absorbed by the front side of the atomic cloud not by the back, which can not draw an
accurate density profile of the cloud. Equation (3.5) shows that the transmission of the
repumping beam will increase if the effective cross section decreases. As the equation
(3.4) shows, we can decrease the effective cross section by increasing the detuning of
the beam. Therefore, we use a far detuned repumping beam which is 250 MHz detuned
to the blue of the |5S1/2, F = 2〉 → |5P3/2, F = 3〉 transition. By using this second re-
pumper, one can repump the high-density cloud uniformly. Moreover, the far detuned
beam can repump a fraction of the atoms, which also allows high density absorption
imaging of 3D in situ clouds.

3.3.1.3 Stern-Gerlach procedure

If we want to take a TOF picture, we have to abruptly release the trap. However, there
is a residual magnetic gradient we do not control, leading to a force applying on the
atoms in the |mF = −1〉 and |mF = 1〉 states. It results in an imperfect overlap of the
three clouds when taking the pictures after TOF. It may blur some structures in the
cloud, for example the vortex lattice.

The Stern-Gerlach procedure during the imaging process helps to separate the
clouds with different states and to avoid the overlap. In Chapter 2 we have explained
that the atoms confined in a dressed state |m = 1〉 are in a mixture of Zeeman substates
of |mF = −1〉, |mF = 0〉 and |mF = 1〉 of the bare trap. If the rf field is turned off
but the quadrupole field is kept on during a few milliseconds, the initial atomic cloud
will be separated into three parts with different Zeeman substates: the atoms in the
state |mF = −1〉 or |mF = 1〉 experience opposite forces while the atoms in |mF = 0〉
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do not feel any magnetic force. The |mF = 0〉 cloud simply falls due to gravity, and
we image only this cloud. In our experiment, we switch off all the antennas and beams
but keep the quadrupole magnetic field on for another ∼2 ms, which is able to separate
these three clouds with different spin states. As shown in Fig. 3.5, the |mF = 1〉
cloud is expelled from the trap center which is why it expands radially. Inversely, the
|mF = −1〉 cloud undergoes a force towards low fields which makes it closer to the
previous trap center and compressed. The atomic cloud in middle with |mF = 0〉 does
not undergo any force from the magnetic field, so its shape is preserved and this is the
cloud we detect.

Figure 3.5 – Left: Image of an atomic cloud initially confined at the bottom of
the bubble trap after 23 ms TOF without the Stern-Gerlach procedure. Right: TOF
image in the same conditions of the figure on the left but with a 0.3 ms Stern-Gerlach
procedure. The z direction is aligned with the direction of the gravity, gravity is
oriented upwards.

3.3.2 Horizontal imaging system

The horizontal images are used to record TOF pictures. First, a repump beam resonant
with the |5S1/2, F = 1〉 → |5P3/2, F = 2〉 transition is shined onto the atoms to prepare
them in the state of |5S1/2, F = 2〉. Then an horizontal 780 nm 17 µs long pulse of
probe beam with waist 2.7 mm is sent from the side of the science cell, along the y axis
(sketch shown in Fig.3.3). This probe beam is circularly polarized and a bias magnetic
field of 1.9 G aligned with it defines a quantization axis for the atoms.
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Along this direction, there is also the high power 532 nm plug beam going through the
trap center, so we installed a 532 nm polarizing beam splitter just after the cell to reflect
the plug beam and transmit the probe beam. In addition, an 532 nm interferential filter
located before the camera prevents photons coming from the plug to enter.
A two lenses imaging system shown in Fig. 3.6 achieves a magnification of G = 2.17.
We use a iXon 885D EMCCD camera from Andor. It has a 1004× 1002 pixel matrix
with a pixel size of 8× 8 µm2.

By investigating horizontal pictures after TOF, one can deduce the temperature of
the cloud from its free fall expansion or observe the rotation of the cloud through its
anisotropy. It is also very useful to tune the horizontal light sheet relative position
with the atoms.

Figure 3.6 – Top: Lenses of the horizontal imaging system with a magnification
of 2.17. The vertical dashed line and the solid line indicate the atomic plan and
the camera respectively. Bottom: Lenses of the vertical imaging system with a
magnification of 8.4.Images taken from [103]

3.3.3 Vertical imaging system

Since we examine the atomic clouds confined at the bottom of the bubble with a disk
shape, a probe beam shining from top to bottom to observe the density profile from
above is necessary. Such a vertical imaging system also allows to see vortices after
TOF and annular clouds.

The imaging system is composed of 4 lenses and reaches a magnification of G = 8.4
with a resolution of 4 µm, as shown in Fig. 3.6. The depth of field of the system is
around 70 µm which is comparable with the vertical radius of the bubble in the usual
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condition of a rf frequency of 300 kHz and a magnetic gradient of 59.0 G · cm−1 (28.5 A).

For vertical imaging, the atoms position is different depending whether one performs
in situ imaging or TOF imaging. The imaging plane has to be shifted from the free
fall distance during usually from 23 ms to 30 ms, corresponding to 2.6 mm to 4.4 mm.
Therefore, the vertical imaging system is installed on a 3 axes micrometric translation
and can be displaced vertically to ensure an optimal focus for the images.

The probe beam pulse is 20 µs long and is circularly polarized, with a waist of
0.7 mm. A vertical bias magnetic field of 1.9 G is also present to polarize the atoms.
Before the absorption on the |5S1/2, F = 2〉 → |5P3/2, F = 3〉 transition, the atoms have
to be repumped to the |5S1/2, F = 2〉 state. For the TOF pictures, we use a repumping
beam resonant with the |5S1/2, F = 1〉 → |5P3/2, F = 2〉 transition because the atomic
density is low and there are no problems of total absorption of the repumping beam.

For in situ imaging, because of the high atomic density, we use another repumper
far detuned compared with the above transition. With the reduced cross section the
atoms can be uniformly repumped, and in addition we can control the fraction of
repumped atoms, as explained in section 3.3.1.

The camera for the vertical imaging is a Luca-R EMCCD from Andor, with a
1004×1002 pixel matrix and a 8×8 µm2 pixel size. An interferential filter located just
before the lens prevents the 532 nm stirrer beam to enter the camera (see Chapter 5).

Through the TOF images we can observe structures in the clouds, as the vortex
lattice or the specific shape of a rotating ring of superfluid (see Chapter 5). With in
situ pictures, we can observe the profile of the trapped clouds, and also the shape of
specific excitations.

We have now prepared a Bose-Einstein condensate at the bottom of a bubble-shaped
trap. This superfluid degenerate gas is the starting point for the three experiments I
am going to describe in the following chapters.





Chapter 4
Ultracold atoms trapped in a gravity
compensated bubble trap

The physics of ultracold atoms in a microgravity environment has always attracted a
lot of interest. Ultracold atoms in microgravity is a good platform to investigate fun-
damental physics, for instance, studying dark matter [56], testing the Einstein equiv-
alence principle [57, 58], investigating the improved atom interferometry [59, 60]. In
order to study cold atoms in a microgravity environment, the European collaboration
QUANTUS performed laser cooling and trapping of atoms to produce the first BEC
in space in a launched rocket flying in free fall for 6 minutes [64]. In addition, NASA
has launched the Cold Atom Laboratory (CAL) to the International Space Station
(ISS) [65], which is designed to produce ultracold degenerate quantum gases of rubid-
ium and potassium [111]. The desired investigation topics are about magnetic-lensing
techniques [66], few-body dynamics and bubble-shaped gases [67]. Among these top-
ics, ultracold degenerated gases confined on the surface of a bubble trap is expected to
exhibit interesting behaviors due to the special topological geometry. In microgravity,
a hollow-shaped BEC can form, which shows different properties compared with a bulk
BEC, such as the collective modes of a hollow BEC [112], the critical temperature [113]
and the BKT phase transition [114] of a bubble-shaped BEC. In addition, the distri-
bution of the vortices on the bubble surface is also interesting. The total number of
vortices is always an even number because a vortex always has a corresponding anti-
vortex. For a two-dimensional thin hollow BEC, the vortex-antivortex pair exhibits a
long-range attraction [115].

On Earth, many groups try to investigate cold atoms physics in microgravity
through their specially designed experimental setups, for example, realizing micro-
gravity in a drop tower [59], compensating gravity by a linear optical potential [61]
or cancelling the gravity by a magnetic field gradient [62, 63]. In our experiment, due
to the inhomogeneous distribution of the Rabi coupling on the resonant surface of the
bubble trap, the atoms actually undergo a force pushing them upwards. Therefore, we
can achieve a microgravity environment as long as this upward force exactly equals to
the force of gravity.
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In this chapter, we will first introduce the principle of compensating gravity in the
bubble trap and give a theoretical prediction of the microgravity condition. If the
upward force is larger than the force of gravity, atoms are pulled to the top of the
bubble and escape from the hole where the Rabi coupling vanishes. Therefore, we can
roughly check this predicted microgravity condition experimentally by measuring the
atom number as a function of the upward force. In order to obtain a perfect gravity
compensated bubble trap, it is necessary to generate a perfectly circularly polarized
rf field in the horizontal plane, which requires a fine alignment of the amplitudes and
the phases of three rf antennas. Thus we will present the way of performing these
fine alignments. However, once gravity is compensated, atoms do not distribute over
the whole surface of the bubble as expected. Surprisingly, they form a levitating
ring-shaped gas near the equator. To understand this behavior, we will improve the
analytical model that takes into account the inhomogeneous transverse confinement.
The improved model is in qualitative agreement with the experimental results. Finally,
we will use this model to show how the atoms spread in the bubble trap when we
increase the upward force by changing the Rabi coupling.

4.1 Gravity compensation mechanism

4.1.1 Analytical predictions

In Chapter 2, we have presented the principle of the bubble trap as well as the distri-
bution of the local Rabi coupling on the resonant surface with a circularly polarized rf
field. If we assume that all the atoms are exactly trapped on the resonant surface of
the bubble and we make the rotating wave approximation (RWA), the Rabi coupling
on the resonant surface is given by:

Ω−(z) =
Ω0

2

(
1− 2z

rb

)
(4.1)

where rb = ωrf/α is the semi-major radius of the bubble. The on-bubble potential
is composed of the resonantly dressed adiabatic potential (2.34) and the gravitational
potential energy, and reads:

Vbub(z) = ~Ω−(z) +Mgz (4.2)

=
~Ω0

2

(
1− 2z

rb

)
+Mgz (4.3)

=
~Ω0

2
+

(
Mg − ~Ω0

rb

)
z. (4.4)

This means that an upward force due to the inhomogeneous Rabi coupling ~Ω0/rb
opposes gravity and attracts the atoms towards the hole at the top. Thus, the micro-
gravity condition can be written:

Mg =
~Ω0

rb
(4.5)
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which can be also written as the condition on the maximum Rabi coupling Ω0 for a
given bubble geometry with a radius rb, under the form:

Ω0 =
Mg

~
rb. (4.6)

This condition can be easily understood: when the accumulation of the gravitational
potential energy from the bottom to the top (Mgrb) is equal to the decrease of the Rabi
coupling energy from the bottom to the top (~Ω0), gravity will be exactly compensated.
Because rb depends on the magnetic gradient and the rf dressing frequency, for a fixed
rf frequency, we can achieve a microgravity environment by adjusting the magnetic
gradient or the maximum Rabi coupling.

4.1.2 Experimental verification of the threshold

We have given the analytical prediction for the condition to achieve microgravity, de-
scribed in equation (4.6). Here I will present an experiment designed to roughly verify
the predicted condition. If the magnetic gradient is increased, the minor axis of the
bubble will be reduced. So for a given Rabi coupling Ω0, increasing the magnetic gradi-
ent leads to an increase of the upwards force. Therefore, when we fix the Rabi coupling
and increase the magnetic gradient, atoms will first undergo a force downwards when
gravity dominates, then gradually go into a microgravity environment as gravity is
compensated, and finally undergo a force pushing them upwards to the top hole where
atoms can escape from the trap. So we can measure the atom number while increasing
the gradient and upward force in order to verify if gravity is compensated.

As usual, we first prepare the atoms confined at the bottom of the bubble with a
quadrupole current 28.5 A, an rf dressing frequency 300 kHz and a fixed Rabi coupling.
After that, we increase the quadrupole current to a final value in 300 ms to compress
the bubble. Finally, after waiting another 200 ms in the compressed bubble, we take a
(23 ms) TOF absorption image and measure the atom number. We took three series of
experiments with different maximum Rabi coupling: 2π×93.8 kHz, 2π×79.0 kHz and
2π×65.8 kHz, which are plotted in Fig. 4.1. The three experimental series show a
clear threshold after which the atom number drops dramatically, which indicates that
the atoms start to escape from the top hole once the upward force overcompensates
gravity. During these experiments, an rf knife at 2π × 365 kHz is always applied to
evaporatively cool down the atoms. After fitting the decay by a linear slope, we also
obtain the critical current Ic where the atom number is the half of the average atom
number in the constant plateau at low current. The critical currents for the cases of
the three different maximum Rabi couplings are 47.3 A, 54.1 A and 63.5 A respectively,
shown in Fig. 4.1. Through the equation (4.6), the corresponding predicted currents
compensating gravity should be 47.0 A, 55.8 A and 63.5 A. Comparing the critical
current determined experimentally and the predicted current compensating gravity,
they are very close especially for the 2π×93.8 kHz Rabi coupling. Therefore, the sharp
decrease of the atom number shows that the atoms indeed undergo a upward force to
push them to the top. The predicted microgravity condition and the measured critical
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Figure 4.1 – Atom losses as a function of the quadrupole current for three different
setting Rabi coupling: Ω0 = 2π × (93.8, 79.0, 65.8) kHz, respectively corresponding
to blue circles, magenta squares and red diamonds. The solid curves are linear fit of
the decay. The critical current is defined by the current for which the atom number
is half of the average atom number in the constant plateau at low current.

currents are in fair agreement, indicating that the gravity compensation mechanism is
verified experimentally.

The Rabi coupling depends on the rf magnetic field amplitude which is linked to
the current in the antennas. It is controlled by our DDS. The calibration of the Rabi
coupling with an rf spectroscopy, see Sec. 2.3.5, was done at 2π×93.8 kHz. For other
values of the Rabi coupling, they are assumed to depend linearly on the current as
we did not perform a spectroscopy to measure the real Rabi coupling for other values
to check if they are in agreement. It means that in the two experiments at lower rf
amplitude, the true Rabi coupling could be slightly different from 2π×79.0 kHz and
2π×65.8 kHz.

4.2 Detailed study of the bubble trap in microgravity

In the previous section, we have estimated the condition for ensuring gravity compen-
sation and presented its experimental verification as measured on the apparition of
atom losses as the atoms are pushed towards the hole at the top. In this section, we
will present the in situ images of the clouds taken from above and analyze the atomic
distribution on the surface of the bubble when gravity compensation is realized. In or-
der to reach the situation for gravity compensation, at first, a rotationally symmetrical
bubble trap is necessary. Any inclination of the horizontal antennas may leads to an
elliptically polarized rf field. For this reason we place an antenna of vertical axis below
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the science cell in order to cancel the vertical component of the rf field and make the
rf polarization belong to the horizontal plane. Each antenna has two parameters, the
phase and the amplitude, such that three antennas have six independent parameters.
In this section, I will also present a method to finely adjust the parameters of the
antennas to obtain a circularly polarized rf field. Finally, I will show what the atomic
cloud becomes when the atoms are confined in the bubble trap in microgravity.

4.2.1 Experimental sequence

The experimental sequence for realizing the conditions for microgravity is the same
as the one designed to detect the atom losses, described in the previous section.
Previously, we have shown that the microgravity condition can be regarded as the
competition between an upward force ~Ω0/rb and the force of gravity Mg. Since Mg
is constant, the microgravity condition in fact depends on the ratio between the max-
imum Rabi coupling potential ~Ω0 and the bubble vertical diameter rb. Once one is
fixed, the other one will be also determined by the analytical prediction, shown in
equation (4.6). We would like to have a large bubble that will make the observation
of the atomic density easier. However, considering that in microgravity the atoms will
be distributed on the whole surface of the bubble, the vertical extension of the bubble
should be smaller than the depth of field of the vertical imaging system in order to
have the atoms always in the focal plane of the camera. Finally we set the minor axis
of the bubble to a value of 46 µm corresponding to a quadrupole current 45 A, which is
smaller than the depth of field of 70 µm. For such a radius, the maximum Rabi coupling
should be 2π×93.8 kHz to achieve microgravity, see Fig. 4.1. Therefore, after ramping
the quadrupole current from 28.5 A to 45 A in 400 ms and waiting for 1200 ms to damp
any residual excitation, we take an in situ absorption image, shown in Fig. 4.2. While
loading atoms at the bottom of the bubble, evaporation is performed with an antenna
of horizontal axis. Since the field of this rf-knife is linearly polarized, it may break
the rotational symmetry of the bubble trap. Therefore, when we start to increase the
current and compress the bubble, the rf knife is switched off for the subsequent steps.

Surprisingly, we obtain two spots located on a diameter instead of a rotationally
symmetric cloud. In order to figure out the relative position of these two spots on
the bubble, we realise an rf spectroscopy on the cloud, as explained in Sec. 2.3.5: we
measure the remaining atom number locally, in two regions around the two spots, as a
function of the applied rf frequency of the probe. The spot labelled "A" in Fig. 4.2 is
resonant around 2π×47 kHz while the spot labelled "B" is resonant around 2π×44 kHz.
Compared to the maximum Rabi coupling at the bottom 2π× 93.8 kHz, it indicates
that this spot A is situated 0.46 µm below the equator while the spot B is located
1.4 µm above the equator.

Let us figure out why we have two spots when compensating gravity. In Chapter 2,
we have shown that if the rf field is perfectly circularly polarized, there is only one
hole appearing at the top of the bubble. If the rf field polarisation is elliptical or
linear in the horizontal plane, there are two holes located symmetrically with respect
to the z axis. In this case, the potential minima on the bubble surface are located
at the position of these two holes, and the atoms undergo a force attracting them to
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Figure 4.2 – In situ image of the atomic cloud confined on the surface of the
bubble trap when the condition for microgravity is met.

the holes’ position. It results in two clouds located symmetrically with respect to the
z axis. The top view of these two clouds should verify this symmetry, as the clouds
shown in Fig. 4.2. Therefore, this unexpected experimental result could be caused by
a non perfectly horizontal circular polarization of the rf field. Since the microgravity
experiment requires a strict circular polarization, I will present the fine alignment
procedure of the rf polarization next paragraph.

4.2.2 Fine alignment of the rf field parameters

Let us recall the expression for the rf field from Chapter 2:

B(t) = Bx cos (ωt+ φx)ex +By cos (ωt+ φy)ey +Bz cos (ωt+ φz)ez. (4.7)

A perfectly σ− circularly polarized rf field requires that Bx = By, Bz = 0 and φy −
φx = −π/2. The third antenna placed below the science cell with a vertical axis allows
us to cancel the vertical component of the rf field generated by the two antennas with
nearly horizontal axis. After the vertical component is cancelled, the rf polarization is
in the horizontal plane. Therefore, in order cancel the vertical component, the magnetic
field produced by the third antenna should be: −Bz cos (ωt+ φz)ez. Although the rf
polarization now is in the horizontal plane, due to the inclination of the antennas, if we
set the same amplitude and a phase difference π/2 for the two horizontal antennas, the
real polarization is also a little bit elliptical and it still requires small corrections on the
amplitude and the phase. To obtain a perfect circular polarisation in the experiment,
here we introduce a relative amplitude correction δB and a phase correction δφ between
the two horizontal antennas. So the rf magnetic field writes:

B(t) = (1 + δB)Bx cos (ωt+ φx)ex + (1− δB)By cos (ωt+ φy + δφ)ey. (4.8)

Experimentally, our objective is to optimize δB to make the amplitude along x axis
and y axis equivalent: (1 + δB)Bx = (1 − δB)By, and modify δφ to make the phase
difference equal to −π/2: φy + δφ − φx = −π/2.
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Therefore, there are four crucial parameters to make the rf field polarization cir-
cular, which are the amplitude Bz and the phase φz of the third antenna as well as
the amplitude correction δB and the phase correction δφ between the two horizontal
antennas. At first, we should align the parameters of the vertical antenna to make the
rf polarisation in the horizontal plane. Optimizing the phase allows us to displace the
atoms at different angular position on the bubble. Once the third antenna cancels the
vertical component of the rf field following the procedure described in Sec. 4.2.2.1, the
rf field polarization is in the horizontal plan. To generate a circularly polarized rf field,
we then tune the amplitude correction δB and the phase correction δφ of the horizontal
antennas, as detailed in Sec. 4.2.2.2.

4.2.2.1 Phase and amplitude of the third antenna

During the alignment procedures, we first adjust the amplitude and the phase of the
third antenna. Since its parameters are independent from the parameters of the hori-
zontal antennas, we first make the amplitudes of the latter imbalanced to generate an
elliptically polarized rf field on purpose. In this way we get two clouds after compen-
sating gravity, as shown in Fig. 4.2. From the top view of the clouds, these two clouds
are located on an annular trajectory, shown in Fig. 4.3. The precise position and the
atom number in the two clouds depend on the parameters of the vertical antenna. We
then tune the phase and the amplitude of the vertical antenna. If the third antenna’s
phase is not well adjusted, the two clouds are not located symmetrically with respect
to the center. As Fig. 4.3(a) shows, in the top view, the two clouds are located in the
same half-circle. We then tune the phase φz to make the position of the two clouds
symmetric with respect to the center, as shown in Fig. 4.3(b).

From the picture we can see that the two clouds do not have the same atom number.
This can be solved by adjusting the amplitude Bz of the third antenna. When the am-
plitude of the third antenna is not large enough to compensate the vertical component
of the rf field, the cloud on the left has much more atoms than the right one, shown as
Fig. 4.3(b). After adjusting the amplitude of the third antenna, when these two clouds
are almost balanced, the amplitude Bz should be well adjusted. As Fig. 4.3(c) shows,
from the top view, the two clouds on the annular trajectory are centrosymmetric and
balanced. This is the signature of good parameters of the third antenna. Therefore,
by this way we align the phase and the amplitude of the third antenna.

4.2.2.2 Phase difference and amplitude difference of the first two antennas

After adjusting the third antenna to compensate the vertical component of the rf field,
the rf field polarization is in the horizontal plane. In order to obtain a perfect circularly
polarized rf field, we use an amplitude correction parameter δB and a phase correction
parameter δφ to adjust it. In the following, I will show the procedures for getting a
circularly polarized rf field experimentally by adjusting δB and δφ.

As seen in Chapter 2, the rf polarization in the horizontal plane writes:

ε = cos(Θ) ex + eiΦ sin(Θ) ey, (4.9)
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(a) (b) (c)

Figure 4.3 – In situ images of the atoms in microgravity, taken from above. (a):
The phase and the amplitude of the third antenna are not adjusted because the two
clouds are neither located symmetrically with respect to the center of the annular
trajectory, nor balanced in terms of atom number. The white dashed line represents
a diameter. (b): The phase of the third antenna is well adjusted but the amplitude
does not exactly cancel the vertical component of the rf field because the atom
number in the two clouds are imbalanced. (c) Both phase and amplitude of the
third antenna are well adjusted because the two clouds are symmetric in the in situ
image taken from the top.

Figure 4.4 – In situ images of the atoms in microgravity, taken from above. The rf
field polarization is elliptical in the horizontal plane. The maximum Rabi coupling
at the bottom is 2π×93.8 kHz. The small amplitude correction is δB = 0.024.
From left to right, the phase correction δφ is 0.05π/2, 0, −0.025π/2, −0.05π/2 and
−0.15π/2.

where Φ is the phase difference between the two antennas and the cos Θ and sin Θ terms
indicate the amplitudes of two antennas with a total amplitude normalized to 1. Thus,
our aim is to make cos Θ = sin Θ and Φ = π/2. If the rf polarization is elliptical in the
horizontal plane, the two holes with zero Rabi coupling are located symmetrically with
respect to the z axis. We thus expect to observe two symmetric atomic clouds from
the top. Their angular position is described by the polar angle θ and the azimuthal
angle φ shown in Fig. 2.4. In the top view picture, although changing the polar angle
θ should modify the distances between the two holes, in the experiment the distance
between the two atomic clouds is not very sensitive to this parameter. Instead, we
use the azimuthal angle φ to get information about both the amplitude and the phase.
Through equation (2.90), the angular position of these two holes are φ and φ+π where:

φ =
1

2
arctan[tan(2Θ) cos Φ]. (4.10)

Since we are not far from circular polarisation, Θ ' π/4 and Φ ' π/2. So these two
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parameters can be written as: Θ = π/4 + δΘ and Φ = π/2 + δΦ where δΘ and δΦ are
very small. Injecting these expressions into equation (4.10), we get:

φ =
1

2
arctan

[
sin(δΦ)

tan(2δΘ)

]
' 1

2
arctan

(
δΦ

2δΘ

)
. (4.11)

This equation shows that for a given δΘ the angular position angle φ depends
on δΦ with an arctan shape. Experimentally, it indicates that for a given amplitude
difference of the horizontal antennas the two atomic clouds in the vertical image rotate
as a function of the phase difference between them. If δΘ is positive and almost equal
to zero, the rf amplitude along x is slightly smaller than the amplitude along y. In this
case, during scanning δΦ from negative to positive values, in the beginning the angular
angle φ is −π/4, and then it jumps to π/4 when δΦ crosses 0. If we define the width
of the transition as the width of the region for which φ goes from −π/8 to π/8, this
width is 4δΘ. The goal is then to adjust the relative amplitude such that we minimize
this width. If the amplitude along x is slightly larger than the amplitude along y, the
same behavior occurs with the limits −π/4 and π/4 reversed, as shown in Fig. 4.5.

Experimentally, we proceed as follows to determine the optimal value for δB and δφ.
We scan the phase correction parameter δφ for different given values of δB see Fig. 4.5,
and we fit the data with Eq. (4.11). The function (4.11) shows that when the width
of the transition becomes the thinnest, Θ is π/4 and the amplitudes of the horizontal
antennas are well balanced. In addition, the good parameter δφ, corresponding to the
phase difference between the horizontal antennas equal to π/2, can be determined by
averaging over the centers of the arctan fits δφ satisfying φ = 0 for different values of
δB.

Fig. 4.5(a) shows that the symmetry axis of the two clouds rotates as the phase
correction parameter δφ between the horizontal antennas is varied around π/2. As we
have explained φ is either an increasing or a decreasing function of δφ, depending on
the sign of δΘ. Fig. 4.5(a) obviously shows that the variations of φ change sign when
the amplitude correction δB is modified from -0.02 to -0.04. It means that the optimal
value of δB making the horizontal antennas’ amplitudes balanced should be between
-0.02 and -0.04. We determine precisely the optimal value by plotting the transition
widths as a function of the amplitude correction δB, as shown in Fig. 4.5(b), and finding
the minimum width with a quadratic fit.

In principle, the optimal value of the phase correction δφ could be determined
through each curve in Fig. 4.5(a). For a given amplitude correction δB, the phase
correction δφ making φ = 0, corresponding to δΦ = 0, should be the good value for
which the phase difference of the horizontal antennas is exact π/2. In order to be more
precise, we determine the good value of δφ for the five cases in Fig. 4.5(a) and average
them to obtain the optimal value for δφ, shown in Fig. 4.5(d). Finally, we obtain the
following optimal values for the amplitude and phase corrections: δB = −0.0334 and
δφ = −0.003257× π/2. These values allow us to realize a perfectly circularly polarized
rf field.
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Figure 4.5 – (a): Azimuthal angle φ of the two atomic clouds as a function of the
phase correction δφ for different amplitude corrections δB. The blue solid circles
are the experimental results and the black dashed lines are the fits with the arctan
function. The different data sets for different δB are shifted by 1 rad for clarity.
Inset: in situ image with two clouds whose azimuthal angle is φ ' 0, corresponding
to the amplitude and phase correction of δB = −0.02 δφ = −0.003. (b): Data
corresponding to δB = 0.02 in figure (a). The width of the transition is indicated.
(c): Plot of the transition width for the values of δB presented in figure (a). We
obtain the optimal value for δB from a quadratic fit. (d): Phase corrections δφ
corresponding to φ = 0 and their average value.

4.2.3 Experimental results with a pure circular polarization

4.2.3.1 A levitating ring

In the previous section I have presented the method to determine the optimal pa-
rameters to achieve a perfectly circularly polarized rf field. After setting these val-
ues, we have a rotationally invariant bubble trap which is prepared to test the condi-
tion of microgravity presented in equation (4.6). We set the maximum Rabi coupling
2π×93.8 kHz at the bottom and the final quadrupole current after the ramp is 45 A.
The sequence is the same as for the experiments of the alignments mentioned before.
Surprisingly, we finally observed a levitating ring-shaped cloud instead of an expected
bubble-shaped cloud with a hole at the top, as shown in Fig. 4.6. The atomic density
along the ring presents variations of order ∼ 17%, see Fig. 4.6. In addition, the radius
of the ring is around 43 µm which is smaller than the semi-major axis of the bubble
rb =46 µm, indicating that the ring is located slightly above the equator. We wonder if
this unexpected result is caused by insufficiently or over compensating gravity, so we
will fix the current to keep the bubble size and scan the maximum Rabi coupling.
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Figure 4.6 – Left: In situ image of a levitating ring-shaped cloud in microgravity
after the optimization of the circularly polarized rf field. (b): Density profile of the
unfolded levitating ring as a function of the radius and the azimuthal angle.

4.2.3.2 Evolution of the atomic density across the microgravity threshold

In order to figure out how does a connected cloud at the bottom of the bubble evolve
into a levitating annular gas located around the equator, we will fix the final quadrupole
current at 45 A and ramp the maximum Rabi coupling to different final values. More
precisely, as shown in Fig. 4.7: at t = 0.6 s we obtain a BEC at the bottom with the
maximum Rabi coupling 2π×79.0 kHz and a current 28.5 A in the quadrupole coils;
then we ramp the quadrupole current to 45 A in 0.6 s to compress the bubble while
the atoms are still trapped at the bottom because such a maximum Rabi coupling is
not large enough to compensate gravity; after that we remove the rf knife and hold
the atoms in the compressed bubble trap for another 0.2 s; we then gradually ramp
the maximum Rabi coupling from 2π×79.0 kHz to a final target value in 1 s; after
waiting for 0.1 s, we take an in situ absorption image. Scanning the ramped value
of the maximum Rabi coupling from 2π×79.0 kHz to 2π×112.6 kHz, we observe the
process of the formation of a levitating ring. Fig. 4.7 shows absorption images taken
for different final values of the Rabi coupling.

As the maximum Rabi coupling increases, the force pushing the atoms upwards
becomes larger and more and more atoms escape from the top hole. As shown in
Fig. 4.1, when the upward force is larger and larger as compared to the force of gravity,
more and more atoms escape from the hole located at the top of the bubble, leading
to atom losses. We quantify this effect by measuring the remaining atom number
for the sequence illustrated in Fig. 4.7 as a function of the maximum Rabi coupling.
Fig. 4.8 shows that the atom number of the levitating ring decreases as a function of
the maximum Rabi coupling.
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Figure 4.7 – Top: Experimental sequence used to scan the maximum Rabi cou-
pling. Bottom: In situ images of the atomic cloud with different Rabi cou-
plings. From figure (a) to (f), the maximum Rabi coupling is respectively:
2π × (79, 82.7, 93.8, 97.8, 103.4) kHz.

Figure 4.8 – Atom number in the levitating ring as a function of the maximum
Rabi coupling in the range from 2π×95.7 kHz to 2π×123.8 kHz. The red solid curve
is as fit with an exponential function.

The in situ images with different Rabi couplings show the process through which
a connected cloud becomes an annular gas when gravity is compensated. The cloud
stays ring-shaped when gravity is over-compensated. However, the on-shell potential
written in equation (4.4) describing the previous analytical model shows that if gravity
is exactly compensated the potential on the bubble surface should be homogeneous
and equal to ~Ω0/2. This means that some essential factor is is missing is our simple
theoretical description. This essential factor is that the transverse confinement strength
is not uniform on the surface of the bubble trap. We are explaining it in the next
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paragraph.

4.3 Interpretation of the results

4.3.1 Improved analytical model

In the previous section, we have shown the experimental result in microgravity which is
an unexpected levitating ring instead of a hollow cloud distributed on the whole surface
of the bubble trap. In fact, the previous simple analytical model only considers the
effect of the inhomogeneous Rabi coupling on the bubble surface and gravity but we
neglected a crucial effect: the strength of the transverse confinement is not uniform on
the bubble which results in a contribution to the on–shell potential. On the resonant
surface of the bubble trap, the tangential trapping frequency ideally vanishes when
gravity is compensated, whereas the transverse trapping frequency is large. We will
thus model the tangential motion by assuming that the atoms stay in the ground state
of the transverse direction and add to the longitudinal on-shell potential a contribution
~ωtrans(z)/2 which takes into account the transverse ground-state energy. Therefore,
based on the potential in equation (4.6), we should add another term ~ωtrans(z)/2 to
the complete expression of the on-shell potential due to the inhomogeneous transverse
trapping frequency on the bubble. We have given the transverse trapping frequency
at the bottom of the bubble in equation (2.37) of Chapter 2. The altitude-dependent
transverse trapping frequency is given by:

ωtrans(z) = α(z)

√
~

MΩ(z)
, α(z) = α

√
1 +

12z2

r2
b

(4.12)

where α(z) is the magnetic gradient in the direction normal to the ellipsoid, α = α(0)
corresponds to the magnetic gradient in the x − y plane and Ω(z) is the local Rabi
coupling (2.67). From this expression we have an idea why the atoms form a levitating
ring. We could compare the transverse trapping frequency ωtrans(z) at three positions:
the top, the equator and the bottom of the bubble. From the bottom to the equator,
the value of the magnetic gradient reduces to its half α(−rb/2) = 2α(0) while the
value of the local Rabi coupling also decreases to its half according to the equation
(2.67). So the transverse frequency is decreased from the bottom to the equator,
ωtrans(0) = ωtrans(−rb/2)/

√
2. However, from the equator to the top of the bubble, the

transverse frequency increases because the gradient increases and the Rabi coupling
decreases. The trapping frequency should even diverge at the top where the Rabi
coupling vanishes. So there must be a global minimum of the transverse frequency
located around the equator of the bubble.

Let us change the variable from z to ϕ to describe the position on the bubble,
where ϕ is the angle with respect to the z axis in the stretched bubble, see in Fig. 4.9.
The angle ϕ is defined by cosϕ = 2z/rb or tanϕ = r/(2z) with ϕ ∈ [0, π]. We can
write the on-shell potential including the contribution of the inhomogeneous transverse
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confinement, which reads:

Vshell(ϕ) = Vbub(ϕ) +
~ωtrans(ϕ)

2
(4.13)

=
~Ω0

2
+

(
ωrfMg

α
− ~Ω0

)
cosϕ

2
+ ~α

√
~

MΩ0

√
5 + 3 cos(2ϕ)√

8 sin(ϕ/2)
, (4.14)

where the first two terms are just Vbub(z) in equation (4.4) but being described by ϕ
and α is the magnetic gradient at the equator of the bubble. When the microgravity
condition is met, the second term vanishes and the on-shell potential is determined
by the third term due to the transverse confinement. We plot the transverse trapping
frequency as a function of ϕ in Fig. 4.9. The potential minimum occurs at ϕ = 0.55π,
corresponding to the altitude of 1.8 µm below the equator in the real bubble. Therefore,
after taking into account the inhomogeneous transverse confinement, in microgravity
environment the potential on the bubble surface has a minimum around bubble equator
instead of being uniform, which explains qualitatively the observed levitating ring.

Figure 4.9 – Left: Plot of the transverse trapping frequency as a function of the
angle ϕ/π away from the z axis in the stretched bubble illustrated on the right.
Right: The bubble trap in real space (top) and the stretched bubble trap (bottom).
We have discussed the spherical coordinates in the real bubble in Chapter 2 where
ρ(θ) = rb/

√
1 + 3 cos2 θ.

4.3.2 Numerical simulation of the experiment

In order to understand better the evolution of the atomic cloud in the process of
compensating gravity, it is better to numerically simulate the atoms confined in a fixed
bubble trap with different Rabi coupling. The work of the numerical simulation was
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done by Romain Dubessy. In Chapter 2, we use the rotating wave approximation
(RWA) under which we only consider the coupling Ω− within a manifold. In fact,
this approximation is valid for Ω0 � ω. But in our experiment, the maximum Rabi
coupling is around 100 kHz while the rf dressing frequency is 300 kHz, which does not
satisfy the RWA condition. Therefore, we should consider the coupling between the
manifolds, for instance, the coupling term Ω+ that couples the manifold EN to the
manifolds EN±2 with a resonant frequency ω0 + ω where ω0 is the Larmor frequency.

Under the RWA approximation, the adiabatic trapping potential can be written as
equation (2.34). If Ω+/ω is not very large, after considering the coupling terms with
Ω+, we can follow the approach of [95] and take into account the ‘light shift’ of the
main transition due to the weak coupling Ω+ of the two main levels to levels in other
multiplicities. With this perturbative approach we get:

Veff(r, z) = ~

√[
ω0(r, z)− ω +

Ω2
+

2(ω + ω0(r, z))

]
+ Ω2

−. (4.15)

However, putting this effective potential into the GPE equation and getting the
atomic density fails to fit the experimental results. Consequently, a more precise trap-
ping potential should be computed with Floquet expansion [116]. For example, the
second order Floquet expansion has to consider the coupling within a manifold EN , the
coupling between the manifold EN and EN±1 and the coupling between the manifold
EN and EN±2. A given manifold EN couples with 4 other manifolds and each manifold
has three substates, m = 0,±1. So the effective Hamiltonian in the rotating frame can
be described as a 15×15 matrix since there are 15 substates in the related 5 manifolds.
After diagonalizing the Hamiltonian, one can deduce the eigenenergies of these sub-
states, leading to a new trapping potential with the second order Floquet expansion.
Romain Dubessy computed the on-shell equilibrium position ϕ for different maximum
Rabi couplings with the quadrupole current 45 A for different approximations: RWA,
effective potential in equation (4.15), first, second and third order Floquet expansion.
After comparing these data, he found that a second order Floquet expansion is suffi-
ciently accurate to model the trapping potential.

Injecting the trapping potential, determined through diagonalization of the Hamiltonian
in the rotating frame within the second order Floquet expansion, into the Gross-
Pitaevskii equation and solving it in imaginary time gives the atomic density distribu-
tion at zero temperature. In order to illustrate the formation of the levitating ring, he
used the GP equation to simulate the atomic distribution on the bubble surface with
various Rabi coupling Ω0. Fig. 4.10 presents the ground states of 105 atoms confined on
the bubble surface with different Rabi coupling with an rf frequency ωrf = 2π×300 kHz
and a magnetic gradient in units of frequency α = 2π×6523 Hz · µm−1 corresponding to
a quadrupole current 45 A. The simulation in Fig. 4.10 does not consider the Majorana
losses due to the spin-flip near the hole at the top. It shows that as the Rabi coupling
increases, the atomic cloud evolves from a connected cloud to an annular cloud and
then this annular cloud climbs on the edges of the bubble.

Comparing with the experimental result presented in Fig. 4.7, the process of the
levitating ring formation is similar but the radius and the thickness of the levitating ring
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Figure 4.10 – Numerical simulation of the formation of the levitating ring with
105 rubidium atoms in the ground state in the full shell potential, including gravity
and the ±1 and ±2 Floquet manifolds for different Rabi couplings. The first line
is the side view of the atoms confined on the surface of the right side of the bubble
and the second line shows the top view of the atoms. The red dashed circle in
the top view images indicates the radius at equator. In addition, the grid lines are
spaced by 10 µm for the side view and 20 µm for the top view. Pictures provided
by Romain Dubessy.

for a given Rabi coupling does not agree very well quantitatively. It could be caused
by three reasons: (i) The amplitude correction δB and phase correction δφ making the
rf field circularly polarized was adjusted with the Rabi coupling 93.8 kHz, it could not
be always valid for other Rabi couplings. (ii) The Rabi coupling is controlled by rf
amplitude, the rf amplitude could be saturated when we ask for a large current from
the amplifier. So the real Rabi coupling, especially for the large Rabi couplings, could
be smaller than the expected value. (iii) The simulated atomic density distribution in
Fig. 4.10 did not consider the Majorana losses. Fig. 4.8 shows that the atom losses
increase as the maximum Rabi coupling increases. In the experiment there could exist
an area centered around the top of the bubble in which the Rabi coupling is too small
to satisfy the adiabatic condition, resulting in atom losses. For instance, as for the large
Rabi couplings in Fig. 4.10, if we take the Majorana losses into account, the thickness
the levitating ring could be thinner and the average radius becomes larger.

In conclusion, we succeeded in compensating gravity taking advantage of the in-
homogeneous Rabi coupling on the resonant surface of the bubble trap. After finely
adjusting the amplitude and the phase of the three antennas, we obtained a perfectly
circularly polarized rf field. Finally, we observed a levitating annular gas located around
the equator of the bubble instead of a bubble-shaped hollow cloud. We found that it
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is due to the inhomogeneous transverse confinement on the bubble surface. It can be
explained through the equilibrium position on the bubble surface with the trapping po-
tential determined by the second order Floquet expansion. Our study provides a new
method to achieve microgravity environment on Earth and generates a levitating ring.
In future work, we will evaporatively cool down the levitating ring without breaking
the rotational symmetry, by using the vertical antenna to cool the dynamical ring pre-
sented in Chapter 6. Given the low energies accessible once gravity is compensated, we
demonstrated the crucial importance of describing accurately the adiabatic potential,
taking into account beyond-RWA effects. Therefore, our study of the levitating ring,
formed in the microgravity bubble trap, could be helpful for the study of cold atoms
in microgravity environment, especially for the experiment carried out in the ISS.





Chapter 5
Superfluid flow in a ring trap

A superfluid is an irrotational fluid since its velocity is defined by the gradient of the
phase. For a superfluid trapped in a connected potential, rotating a superfluid leads
to the apparition of vortices, which was discussed in Chapter 1. However, for a su-
perfluid confined in a ring trap, the presence of the vortices in the bulk of the fluid is
not necessary to set the superfluid into rotation. The quantum gas confined in a ring
trap has applications to quantum sensing and quantum simulation, such as: realizing
atom interferometry based on the Sagnac effect [117–119], investigating the universe
expansion through the analogy with a supersonic expansion of a quantum gas [120],
studying the Kibble-Zurek mechanism with matter-wave interferometry [121, 122], in-
vestigating a quantized superfluid flow [29, 123] and realizing an atomtronic circuit to
study electronic transport in electric circuit and to mimic a SQUID (Superconducting
QUantum Interference Device) [32, 124].

The first group who achieved a ring-shaped BEC and observed a persistent atomic
flow inside the trap was the group of W. D. Phillips in 2007 [28]. A ring trap can be
generated in different ways: plugging a connected magnetic trap with a blue-detuned
laser beam [28]; the combination of a red detuned horizontal sheet beam and a red
detuned vertical annular beam in a Laguerre-Gauss mode [125]; a red detuned horizon-
tal sheet beam and a blue detuned vertical beam with a ring-shaped mask [123]; the
combination of a bubble trap generated by dressing a quadrupole trap (see Chapter 2)
and a vertical standing wave [87] or a blue detuned double light sheet [88], which is
the setup we use in our experiment. The ring geometry gives access to the preparation
and observation of a quantized persistent flow. A persistent flow of the ring-shaped
superfluid is usually generated by a stirring blue detuned laser beam [126] or by using
laser beams to impart angular momentum directly onto the atoms [28,29,127].

In this chapter, I will first introduce the theory and the motivations for setting a
ring-shaped superfluid into rotation, which is relevant to many interesting phenom-
ena such as quantized circulation, quantum and classical phase jumps, and hysteretic
behaviour of the phase transition. Then I will present the principle of the ring trap,
including the construction and the procedures for loading the atoms into the ring trap.
After getting a ring, I will show two independent methods to rotate the superfluid and
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create the current: the stirring method already mentioned, with a blue-detuned laser
beam, and a new method to set the atoms into rotation by rotating a quadrupolar trap
deformation which breaks the rotational symmetry. In addition, I will also explain the
way we detect the circulation by performing a time-of-flight expansion and observing
the central hole due to destructive phase interference. I will then present an improved
detection method for making the central hole more visible by reconnecting the annu-
lar gas at the bottom of the bubble. Finally, I will show evidences of a quantized
circulation.

The construction of the setup was almost done by the two previous PhD students,
Mathieu de Goër de Herve [100] and Camilla De Rossi [103]. More details on the
construction and optimization of the ring trap will be found in their theses. The
significant part of my work was to prepare and detect the circulation of the superfluid.

5.1 Theory of rotating annular superfluids

5.1.1 A single atom rotating in a ring trap

Let us start by examining a one-dimensional single atom model. In this section I will
follow the path taken in J. Dalibard’s course at Collège de France [128]. Considering
an atom with massM rotating in a ring trap with a radius r, the wavefunction ψ of the
atom is described by the azimuthal angle ϕ. Since the ring is closed, the wavefunction
satisfies periodic boundary conditions. ψ is thus periodic with a period of 2π and we
have ψ(ϕ) = ψ(ϕ + 2π). Because the potential along the ring is constant and there is
no interaction, the Hamiltonian only has the kinetic term, which reads:

Ĥ = − ~2

2M
∇2 = − ~2

2Mr2

d2

dϕ2 . (5.1)

The corresponding eigenstates and eigenenergies are:

ψ`(ϕ) =
1√
2πr

ei`ϕ, E` =
~2

2Mr2
`2, (5.2)

where ` is the winding number describing the phase winding of ` × 2π for one period
along the ring. It also indicates the circulation of a superfluid in units of h/m, which
was explained in equation (1.44). The velocity of the superfluid is defined as the
gradient of the phase, through the eigenstate presented above, the local velocity and
the angular velocity with a winding number ` write:

v(ϕ) =
~
Mr

`eϕ, Ω` = `× ~
Mr2

= `× Ω0 (5.3)

where Ω0 is the circulation quantum corresponding to the angular velocity with ` = 1.
Describing the motion in the frame rotating at an angular velocity of Ω allows us

to make the Hamiltonian time-independent. The Hamiltonian in the rotating frame
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reads:

Ĥrot = Ĥ − ΩL̂z = − ~2

2Mr2

d2

dϕ2 + i~Ω
d

dϕ
(5.4)

=
~2

2Mr2

(
−i d

dϕ
− Ω

Ω0

)2

− 1

2
MΩ2r2. (5.5)

The eigenstates in the rotating frame are the same than the ones in the laboratory
frame (5.2), but the eigenenergies then become:

E`(Ω) =
~2

2Mr2

(
`− Ω

Ω0

)2

− 1

2
MΩ2r2. (5.6)

The last term is the centrifugal energy, which is uniform along the ring and it doesn’t
depend on the azimuthal position nor on the winding number. We can thus remove
the centrifugal term by changing the origin of energies for different Ω. Therefore, the
energy of the state corresponding to a winding number of ` becomes:

E`(Ω) =
~2

2Mr2

(
`− Ω

Ω0

)2

. (5.7)

The energy spectrum with different ` is plotted in Fig. 5.1. For a given `, the energy
as a function of the angular velocity is a parabola which is symmetric about Ω = `Ω0.
The spectrum is periodic with a period of Ω0, we then have: E`(Ω) = E`+n(Ω + nΩ0).
For a potential rotating at Ω, the corresponding ground state is ψ` where `Ω0 is the
closest to Ω. Therefore, the ground state changes as a function of the angular velocity
of the rotating potential. When |Ω| < Ω0/2, the ground state corresponds to ` = 0
and is a non-rotating state.

Figure 5.1 – Left: Energy spectrum of the different ` states as a function of the
angular velocity Ω. Right: The square of the first kind Bessel function of order 0
(black line), 1 (red line) and 2 (green line).

The detection of the superfluid flow relies on the atomic density distribution after a
TOF by using the method of "self interference", as first observed by the group of W. D.
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Phillips [28]. When the atoms in the ring are at rest, the phase is uniform at different
positions. In this case, after switching off the trap and letting the atoms expand freely
during a TOF, the atoms at different places of the ring overlap and constructively
interfere at the center forming a density peak. When the atoms rotate with a winding
number ` 6= 0, after TOF the atoms with all possible phases overlap at the center and
interfere destructively, forming a density zero at the center in a region which is broader
for a larger |`|. By this way, we can determine if there is a flow in the ring trap.

More precisely, the distribution after a TOF, in the absence of interactions, is simply
related to the momentum distribution in the trap. In order to distinguish different
winding number `, we go to the simple 1D model and investigate the atomic density
distribution after the TOF with different winding number. The density distribution
after TOF describes the momentum space of the atoms, which can be deduced by the
square of the Fourier transform of the wavefunction. The wavefunction in momentum
space for a given momentum p is proportional to the Bessel function J`(rp). The
momentum distribution of the atoms as a function of x = rp is plotted in Fig. 5.1
(right). The figure shows that the maximum in momentum increases as a function
of the winding number `. Therefore, for a non zero winding number, the larger the
circulation, the larger the hole at the center. It provides a method to determine the
modulus of the circulation |`| of a superfluid flow in the ring trap.

5.1.2 Phase jump and persistent flow

In the previous section, we have derived the energy spectrum with discrete circulation
states in a one-dimensional ring trap and we have seen that the ground state is a given
` state which depends on the rotation frequency of the potential. The increase or
decrease of the rotation may thus trigger the transition between the states through a
change in the phase winding [29,129].

If the ground state changes from ` to ` − 1 due to the decrease of the rotation
rate, this transition presents an hysteretic behavior instead of a continuous transition.
The transition from the state ` to `− 1 occurs with a phase slip as the phase winding
jumps from `2π to (`− 1)2π. The phase jump happens for a rotation rate Ω such that
(`− 1)Ω0 < Ω < (`− 1/2)Ω0, which explains the hysteretic behavior.

Fig. 5.2(a-b) presents the hysteresis loops realized in the group of G. K. Campbell.
A circulation was created in the annular gas by a rotating a blue-detuned laser which
could produce a potential barrier and reduce the local atomic density. After preparing
either a non rotating ring or a rotating ring with ` = 1, they rotated the barrier at
various frequencies with two different barrier heights in order to measure when the
phase jump occurs. In both cases, an hysteresis loop is present, indicating that the
phase slip happens beyond Ω0/2. Moreover the hysteresis loop becomes wider if the
repulsive potential decrease. The hysteresis displaces the threshold frequency of the
transition between the states, leading to a metastable superfluid flow.

Up to now, we considered the energy spectrum and the momentum distribution of
the atoms by analyzing the simple 1D model. In interacting gases, the phase jump
in 1D ring is due to the creation of a soliton which is determined by the interaction
strength, rotation frequency and the barrier height [129]. However, in the experiments



5.2 Experimental realization of an annular trap 81

Figure 5.2 – (a-b): Hysteresis loop of the states transition with a small (a) or
large (b) barrier potential. The red and blue triangles show the average winding
number corresponding to a initial state of ` = 0 and ` = 1, respectively. Taken
from [30]. (c): Time evolution of the hole radius after TOF evidencing the discrete
values it takes, corresponding to ` = 3, 2, 1, 0. Right: four TOF pictures showing
the typical size of the hole or a density peak in the center. Figure is taken from [29].

until now, the realized ring trap is still in 2D or 3D regime.
In 2D or 3D regime, the ring has a radial thickness that allows the presence of

vortices in the bulk of the ring. Instead of introducing a soliton to trigger the phase
jump as in a 1D ring, in this case a vortex can cross the annulus and enter inside the ring
to generate a phase jump of 2π [130]. It can happen, for example, when a blue-detuned
laser creates a barrier in the ring and excites the ring. In the 2D regime, measuring
the size of the hole after TOF also enables to identify the different circulations, as
shown in Fig. 5.2(c) realized by the group of Z. Hadzibabic. This experiment started
by preparing a circulation of ` = 3, then waiting for a given time and finally measuring
the hole radius after TOF. The radius, or the size, takes discrete values for different
circulations.

5.2 Experimental realization of an annular trap

5.2.1 Principle of the ring trap

In our experiment, benefiting from the smooth surface of the bubble trap, our ring trap
is constructed by adding a horizontal blue-detuned double light sheet beam intersecting
the bubble, which confines the atoms at the equator of the ellipsoid [87]. The principle
of the ring trap is shown in Fig. 5.3.

The blue-detuned light sheet beam of wavelength 532 nm had been installed by
the previous two PhD students in the group, the details of the installation and the
alignment were written in their theses [100,103]. The double light sheet is shined along
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Figure 5.3 – Left: Principle of the ring trap. The light blue ellipsoid shows
the isomagnetic surface of the bubble trap and the green sheets indicate the blue-
detuned light sheets. Their intersection generates a ring trap plotted in dark blue.
Right: Intensity profile of the double light sheet beam (in red) going through the
phase plate and the Gaussian beam profile without crossing the phase plate (in
black). Inset: scheme of the 0− π phase plate. Figure taken from [100]

the y axis which is aligned with the horizontal probe beam. It is generated by placing
a 0 − π phase plate on the path of a blue-detuned very anisotropic Gaussian beam.
When the beam passes this phase plate, the phase of the upper half beam is shifted
by π with respect to the lower half beam. This phase different generates a horizontal
plane where the light intensity vanishes due to the destructive interference, shown in
Fig. 5.3. The atoms thus undergo a repulsive force which pushes them towards the
center of the light sheet. In the horizontal plane where they are confined, the vertical
trapping frequency reads [88]:

ωz(x) =
4

π

√
ηLP0

Mw3
zwx

e
− x2

w2
x , (5.8)

where ηL = 1.22× 109 Hz ·W−1 · µm2 and P0 is the total power in the light sheet beam.
The light sheet beam has a focused waist of wz = 6 µm in the vertical direction and
is collimated to wx = 200 µm in the horizontal direction. This produces an optical
potential with a maximum oscillation frequency in the harmonic approximation of
2.72(2) kHz measured with a laser power of 3 W. In the experiment we typically use a
reduced laser power of 300 mW, leading to a calculated vertical oscillation frequency
of 850 Hz.

Since the ring is at the equator of the bubble, the radius of the ring is the same as
the semi-major axis of the ellipsoid, which reads r = α/ωrf . The radial confinement is
independent of the dipole trap and can be deduced from the equation (2.37):

ωr = α

√
2~

MΩ−
(5.9)

in which Ω− is the maximum Rabi coupling at the bottom the bubble and the one
at the equator is half of the maximum value. For our ring trap, the current in the
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coils is 90 A and we work with a dressing frequency of 300 kHz resulting in a radius
of 23 µm. With such a gradient and with the maximum Rabi coupling of 93.8 kHz,
the theoretical radial trapping frequency is 647.2 Hz, which is comparable with the
measured oscillation frequency 643(1) Hz [100].

Once we have the radius and the confining frequencies of the ring trap, we can
deduce the chemical potential. For the ring trap with oscillation frequencies ωr, ωz and
assuming a uniform azimuthal confinement, the chemical potential for a 3D gas in the
Thomas-Fermi regime can be written as [87]:

µ3D = ~ω
√

2Na

πr
, (5.10)

where ω =
√
ωrωz is the geometrical average of the oscillation frequencies. The chemical

potential is estimated to be µ = h× 3 kHz for ωr = 2π× 650 Hz, ωz = 2π× 850 Hz and
N = 105. Since in this case µ3D/~ > ωr, ωz, the quantum gas studied in this work is
well inside the 3D regime.

5.2.2 Loading atoms into the ring trap

Now that I have given the principle of the ring trap and I will detail the procedure
for loading the atoms into the trap. The overall loading procedure consists of four
steps: (i) confining atoms at the bottom of the bubble trap; (ii) shifting the bubble
vertically to match the altitude of the atoms with the intensity minimum of the double
light sheet; (iii) switching on the double light sheet to compress the atoms inside;
(iv) compressing the bubble by ramping the magnetic gradient while displacing the
magnetic zero to bring the atoms at the equator. During the first three steps, the
current in the quadrupole coils stays at 28.5 A and the rf dressing frequency at 300 kHz.
In the last step, the current in the coils is ramped to 90 A, which results in a compressed
bubble whose radius is 23 µm. In Chapter 3 we have seen how to confine the atoms
at the bottom of the bubble. For the fine alignment for matching the atoms into the
potential minimum of the double light sheet and the precise procedure for compressing
the bubble and forming the final ring trap I refer to Appendix B.

In addition, while the atoms are loaded into the light sheet, the rf knife is applied
to cool down the atoms, at a frequency 15 kHz higher than the minimum trapping
potential. When the bubble is shifted to displace the atoms from the bottom to the
equator of the bubble, the Rabi coupling at which the atoms are trapped decreases
by half of the initial value. Therefore, during this phase, the rf-knife kept at fixed
frequency is at a much higher height from the trap bottom, namely the Rabi frequency
plus 15 kHz. After the atoms have been loaded in the final ring trap, the knife is thus
decreased again to bring the relative depth of the trap back to 15 kHz.
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5.2.3 Imaging the annular gas

5.2.3.1 In situ image

After following the steps presented above, atoms are confined at the equator of the
bubble. We then wait for another 500 ms to cool down the cloud, and take an in situ
image of the atoms in the ring trap, shown in Fig. 5.4. The method of optimizing
the circularly polarized rf field is similar to the one presented in Chapter 4. The
most crucial parameters are the amplitudes of the third antenna and the amplitude
difference between the two horizontal antennas. By optimizing the third antenna we
obtain a double-moon shaped symmetrical cloud, which is a signature of an elliptically
polarized rf field in the horizontal plane. Optimizing the amplitude difference between
the horizontal antennas finally leads to a circular polarization. The measured radius of
the resulting ring is 23 µm corresponding to the rf dressing frequency 300 kHz and the
quadrupole current 90 A. Its vertical oscillation frequency is estimated to be 850 Hz
from the frequency measured at different light powers in the double light sheet but
without the bubble trap. The measured radial oscillation frequency is 643(1) Hz, as
described in [100].

Equation (B.3) in Appendix B presents the theoretically computed current in the
bias coils needed to put the atoms at the equator of the bubble. This calculation
should be checked experimentally. The way to verify if the cloud is indeed at the
equator is to measure the Rabi coupling at the atomic position. The distribution of
the Rabi coupling is described in equation (2.67), and is determined by the relative
altitude on the bubble. Since the maximum Rabi coupling occurring at the bottom
of the bubble doesn’t depend on the magnetic gradient1, the maximum Rabi coupling
Ω− = 2π × 93.8 Hz is measured with a quadrupole current 28.5 A. It should thus be
2π×46.9 kHz if the atoms are at the equator. We then realize a spectroscopy to measure
the Rabi coupling at the atomic position after the loading procedure and waiting time
500 ms. The resulting curve is shown in Fig. 5.4. The measured Rabi coupling is
47.9(2) kHz, which indicates that the ring is ∼0.3 µm below the equator.

5.2.3.2 After time-of-flight

If the ring is not rotating, the phase of the wavefunction at different angular position
of the ring is identical. Thus it is supposed to generate a density peak in the center
after a TOF which is long enough to let the ring expand radially and get a constructive
interference. In order to estimate the typical TOF duration for which we can observe
this self interference pattern, we can first investigate the expansion rate of a cigar
shaped cloud which can be regarded as an open ring. For a very elongated trap, the
radial trapping frequency ωcr and the trapping frequency along the elongation axis
ωcz verify ωcr � ωcz. For this model, after expansion during the TOF, the radial
Thomas-Fermi radius writes [131]:

R(tTOF) = R(0)
√

1 + ω2
crt

2
TOF. (5.11)

1. The Rabi frequency measured at the bottom of the ellipsoid is corrected for the gravitational
sag, which puts the atoms slightly below the resonant surface.
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Figure 5.4 – Left: Optimized ring with ∼ 105 atoms, situated around the equator
of the bubble. The central dot is due to the diffraction of the imaging system and
not to real atoms. Right: Spectroscopic curve fitted with a Lorentzian distribution,
showing that the resonance is at 47.9(2) kHz.

The radial expansion of the ring-shaped cloud is comparable with the radial expansion
of a cigar-shaped cloud. If ωcr takes the value of the radial oscillation frequency of
the ring, the transverse Thomas-Fermi radius after expansion becomes larger than
23 µm when the TOF duration is longer than 5 ms. So for such a TOF duration, the
constructive interference is achievable in the case of the ring trap. Fig. 5.5 shows the
cloud after 23 ms TOF including the Stern-Gerlach procedure aiming at well separating
the clouds with different Zeeman sublevels. Both horizontal and vertical images in
Fig. 5.5 present a density peak in the center, which proves that the phase is uniform
all along the ring.

Figure 5.5 – Left: Side image of the expanding annular gas after 23 ms TOF with
0.5 ms of Stern-Gerlach delay, observed from the side. Right: Top image of the
expanding ring after 10 ms TOF with a 0.7 ms Stern-Gerlach delay, observed from
above.
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5.3 Preparation and detection of a quantized flow

In order to investigate persistent flows and phase slips after confining atoms in the
ring trap, we have to set them into rotation. Let us first estimate the elementary
rotation rate Ω0 corresponding to ` = 1 in our case. The elementary rotation rate
only depends on the radius of the ring, Ω0 = ~/(Mr2). The radius of our ring is
23 µm, so the elementary rotation rate is 0.22 Hz. The critical rotation rate will depend
in particular on the geometry of the annular gas [132]. The chemical potential for
the 3D ring, computed with 105 atoms, is h × 3 kHz. So the thickness of the ring,
equivalent to twice the Thomas Fermi radius, is 2.46 µm which is much smaller than
the radius. In this very thin annulus, we expect that the critical excitation frequency,
for a very weak perturbation, will be close to the speed of sound. The speed of sound
in our ring is comparable with the one in an elongated cigar-shaped cloud which is
vc =

√
µ/(2M) = 2.6 mm · s−1 [79]. Consequently, the critical rotation rate of our ring

is at most Ωc = vc/r = 2π × 17.9 Hz. On the other hand, for a strong perturbation
such as a focused beam fully depleting the density at some point, the critical velocity
should be close to Ω0/2, as already shown in the Campbell group [30].

Here, I will present two experimental methods for rotating the atoms. One consists
in deforming the trap and rotating the deformation. The other one consists in using a
blue-detuned laser to stir the atoms in the ring trap. Both of them create at least one
density dip where the vortices can enter and exit, leading to phase slips [130]. We will
compare the atomic density profiles after TOF with different circulations generated by
these two methods.

5.3.1 Rotating the deformed bubble

5.3.1.1 Principle

The first method to rotate the atoms is deforming and rotating the trap, in the spirit of
the "rotating bucket" experiment. We change the polarization of the rf field from circu-
lar to elliptical by increasing the amplitude of one horizontal antenna while decreasing
the amplitude of the other one, leading to modify the Rabi coupling distribution along
the ring. It is realized by our DDS through changing η = 1 to η = 1 − δη, where η is
defined as:

η = |ε · e∗+|2 =
1 + sin 2Θ sin Φ

2
. (5.12)

Through equation (2.84), it implies that η = 1 corresponds to a circular polarized
rf field as well as a uniform ring at the equator whose trap bottom potential is ~Ω0/2
in which Ω0 is the Rabi coupling at the bottom of the bubble. A non zero deformation
δη leads to a modulation of the trap bottom in the horizontal plane, which becomes:

V (φ) =
~Ω0

2
(1 +

√
δη cos 2φ) (5.13)

where φ is the azimuthal angle along the ring. The density is then inhomogeneous
around the ring, with a characteristic double-moon shape, shown in Fig. 5.6. By
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rotating the axis of the deformation, the atoms are able to be set into rotation. In
the experiment, the steps taken for rotating the atoms and detecting the flow are as
follows. After loading the atoms into the ring trap, we wait for a duration t1 while
evaporative cooling is applied. We then deform the trap by changing η from 1 to 1−δη
in 0.4 ms. After that, we rotate the deformation for trot which depends on the rotating
frequency and the number of rotation turns. The trap returns to uniform in 0.4 ms and
then we wait for a time t2 while the atoms are rotating inside. In the end, we take an
absorption image of the expanded cloud after TOF with a Stern-Gerlach delay.

This method is easy to implement and doesn’t require further fine alignments with
respect to the ones implemented to balance the density of the ring trap. It creates
two potential minima where vortices can enter and exit, generating a 2π phase jump.
However, a shortcoming of this method is that the amplitude of the perturbation
cannot be very small because of the amplitude resolution of the DDS. The minimum
achievable δη is 10−4, corresponding to a minimum perturbation of the deformation on
the Rabi coupling around 2π×500 Hz. Compared to the chemical potential ∼ h×3 kHz,
this perturbation is not small. For a larger perturbation strength, the local minimum
of the chemical potential along the ring decreases. Consequently, the speed of sound
corresponding to the minimum chemical potential is also reduced, leading to a smaller
critical rotation rate.

Figure 5.6 – In situ pictures of the double-moon shaped atomic cloud. These two
pictures are taken during the rotation process, showing that the axis of the large
atomic density is rotating.

5.3.1.2 Experimental sequences and results

We have discussed how to confine and rotate the atoms in the ring trap, now we will
detect the circulation through the vertical images after TOF. Through the 1D model in
section 5.1.1, we have seen that the appearance of a central hole after TOF expansion
indicates a non-zero circulation of the superfluid. A larger size of the hole within the
cloud corresponds to a larger circulation `.

The effective rotation frequency of the superfluid after the rotating bucket process
depends on three essential parameters: the applied rotation frequency Ωrot, the duration
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of the rotating phase trot and the amplitude of the deformation. During the rotation
process, we set the peak-to-peak amplitude of the deformation to 1 kHz (η = 10−4)
and apply 2.5 turns of the rotating bucket. The exact experimental sequence is the
following: after forming the ring and waiting for t1 = 500 ms the atoms are set into
rotation using the parameters given above, and then we let them rotate for another
t2 = 500 ms, after that we release the trap and let the atoms expand freely for a
duration of the TOF of 23 ms which includes a 3 ms Stern-Gerlach procedure in the
beginning of the TOF. Finally, we take an absorption image of the cloud along the
vertical axis.

The TOF images corresponding to different applied rotation frequency Ω are shown
in Fig. 5.7. The central holes are the signature of the circulation. As the applied
rotation frequency increases, the size of the hole becomes larger. We can observe this
hole for rotation rates from Ω ' 2π × 7 Hz to Ω ' 2π × 30 Hz. The expected critical
rotation rate determined in beginning of this section for a very weak perturbation is
17.9 Hz. Taking into account the modulation of the trap bottom, the new critical
rotation rate corresponding to the local minimum of the chemical potential (∼ h ×
2.5 kHz) becomes 16.3 Hz. It is still much larger than the rotation rate 7 Hz at which we
first observe the hole. This could be caused by additional defects due to the roughness
of the optical potential that have not been taken into account in the determination of
the minimum local density and thus the critical rotation rate.

Fig. 5.7 shows that the size of the central hole in the expanded cloud depends
on the circulation: the larger the winding number `, the larger the size of the hole.
Since the elementary rotation rate of our ring is Ω0 = 2π×0.22 Hz, the minimum
achievable rotation rate to generate circulation is 7 Hz which is 32 times Ω0. We can
not declare that the first observable central hole at 7 Hz corresponds to ` = 1 nor ` = 32.
Once vortices have started to enter the central hole, their number also depend on the
duration of the excitation and may be comprised between these two extreme values. In
principle, classifying the hole sizes in histograms should enable to distinguish between
different circulation states. However, the hole areas created with this rotation methods
do not present well separated sizes, rather a continuous increase as a function of the
applied frequency. Therefore, using this method to rotate the cloud can easily generate
circulations of the superfluid but it is difficult to distinguish different circulations `.
Creating two potential minima to let vortices enter or exit may be not so controllable
nor fully understood, and would need further investigation.

There is another method to prepare a circulation state in the ring which was used
by many groups and well understood. This method uses a blue detuned laser to stir
the ring. It should generate a circulation of ` = 1 with a stirring frequency larger than
Ω0/2 = 2π × 0.11 Hz. In the following, we will use this method to rotate the atoms in
order to prepare small quantized circulations in the ring.
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Figure 5.7 – Vertical ring pictures after the rotating phase with a quadrupole
deformation, 500 ms holding time in the uniform ring trap and 23 ms TOF with
3 ms Stern-Gerlach. From left to right, the applied rotation frequency are 0, 13, 15,
18, 30 Hz. The size of the images is 100× 100 µm2

5.3.2 A rotating laser stirrer

5.3.2.1 Principle

The second method to generate superfluid circulations is to use a blue-detuned laser
stirrer whose position is controllable. This method has been used by many other groups
to rotate atoms both confined in a connected trap [34, 133] or in a ring trap [125]. In
the ring trap, the density dip created by the rotating blue-detuned laser can make
the vortices enter, eventually leading to an increase of circulation. This method has
successfully produced circulation quanta from ` = 1 to ` & 12 [123]. We will try to use
it to create circulation at lower rotation frequency which is comparable with the half
of the elementary rotation rate Ω0/2 = 2π × 0.11 Hz.

The blue-detuned laser beam has a wavelength λ = 532 nm with maximum intensity
11 mW. Its waist is 7 µm and its Rayleigh length ∼200 µm. This beam is derived from
a part of the ALS laser which generates the plug beam. The blue-detuned laser crosses
a pair of acousto-optic modulators (AOM) that can deflect the beam in two directions
and the deflecting angle depends on the applied frequency. Therefore, we can control
the beam to impact any position of the cloud by modifying the applied frequency on the
AOMs. In the experiment, we use four types of trajectories: linearly oscillation along x
or y axis and circularly rotating clockwise or counterclockwise. In the following we only
use the a circular rotating trajectory. In addition, the motion of the beam is controlled
by these essential parameters: stirring center, stirring radius, stirring frequency and
power of the laser stirrer.

5.3.2.2 Beam focusing and position alignment

The stirring beam is injected from above the trap, after passing through the atoms
it hits the vertical camera. In order to protect the camera, an interferential filter is
installed to prevent the green light to reach it. To rotate the atoms efficiently, we
have to first optimize the beam to focus on the atomic position. The last lens that
the stirring laser crosses just before reaching the atoms can be translated. Thus, we
will scan the position of this lens and detect a maximum in intensity directly with the
vertical camera. Indeed, we know that the image of the atoms inside the ring is well
focused on the camera. If the beam is correctly focused onto the camera, it will also be
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focused in the object plane where the atoms are. Before doing that, we lower the power
of the stirring beam 0.03% of its maximum intensity and remove the interferential filter.
The exposure time is set to 20 ms. We then plot the maximum intensity as a function
of the position of the last lens, as shown in Fig. 5.8. The maximum intensity is largest
once the beam is focused.

Figure 5.8 – Focusing the stirring beam on the vertical atomic position. Plot of
the maximum intensity of the beam for different relative displacement of the last
lens compared to the initial position, fitted by a parabola (red line). It gives the
optimized position of the lens to focus the beam. The error on the center of the
parabola deduced from the fit is ±9 µm.

After focusing the beam, the second alignment is to make the stirring center coincide
with the center of the ring. We have tried to realize this alignment by centering the
beam onto the connected cloud trapped at the bottom of the bubble. However, this
method did not work very well due to the dipole oscillation of the cloud at the bottom.
In the end, we optimize the beam center by detecting the superposition of the stirrer
trajectory and the in situ absorption image of the ring. As the procedure of the beam
focusing, the beam power is set to 0.03% of maximum before removing the filter. In
this case, the intensity of the stirring beam corresponds to around 1% of the chemical
potential, which means that the stirring beam can not really create an obvious atomic
density dip. Since the filter was removed, the stirring beam could be caught by the
camera. The vertical camera records the photons from the stirrer as well as the photons
absorbed by the cloud, which results in a circular dark region indicating its trajectory,
see Fig. 5.9. The rotation frequency is set to 100 Hz and the exposure time is 30 ms,
which means that the exposure time is long enough to let the stirring beam complete
several times a whole trajectory. The radius of the rotation is 23 µm which is the same
as the radius of the ring. After setting these parameters, we produce a ring trap and
confine atoms inside. 300 ms later, the stirring beam start to rotate and we take an in
situ absorption image, shown in Fig. 5.9. When the trajectory of the stirring beam is
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superimposed onto the ring, the center of the circular trajectory of the stirrer and the
ring coincide.

Figure 5.9 – In situ image of the superposition of the stirring beam and the
atomic cloud. The estimated trajectory of the stirring beam is plotted in dashed
white line. Left: Before optimization the rotation trajectory is off the atomic cloud.
Right: After alignment the rotation trajectory coincides with the ring.

5.3.2.3 Preliminary experimental results

After the alignments, we look at TOF absorption images of the rotating ring excited
by the stirring laser. In order to create small quantized currents with low stirring
frequency, we have to adjust two parameters, the power of the stirring beam and the
radius of the rotation, which determine the density dip created by such a repulsive
optical barrier. We define the power of the stirrer p, which is the ratio between the real
power and the maximum power (11 mW). The stirring laser with a power of p = 0.02
can create a zero of density on the ring when 105 atoms are trapped inside. This means
that the potential barrier generated by the stirring beam with p = 0.02 is equivalent
to the chemical potential of the ring with 105 trapped atoms. Before starting the
experiment, we check the applied rotation frequency and the alignment of the stirring
trajectory. We set the radius of the rotation to the radius of the ring and the power
to p = 0.15. We then take the in situ images at different times during the stirring
phase, as shown in Fig. 5.10. Once the trajectory of the density dip coincides with the
ring and the period corresponds to the applied rotation rate, we start to generate and
detect the superfluid flow.

After trying different parameters, we succeeded in lowering the stirring frequency
necessary to produce a central hole after the standard TOF procedure down to 1.1 Hz.
The experimental sequence is shown in Fig. 5.11: the cold ring is formed at time
t = 2 s after the creation of the bubble trap, when the rf knife is 15 kHz higher than the
potential bottom; 100 ms later, the stirring beam power is ramped up in 200 ms from
0 to p = 0.13 while rotating at 1.1 Hz with a radius of 35 µm; then the beam stirs the
annular gas for 500 ms with the power p = 0.13 and is ramped down to p = 0 in 500 ms



92 Superfluid flow in a ring trap

Figure 5.10 – In situ pictures of the ring excited by the stirring beam, taken at
different times of the stirring phase. The power of the stirring beam is p = 0.15
and the stirring frequency is 1 Hz. The pictures from left to right are taken at times
0.25, 0.5, 0.75, 1 s.

while rotating; after holding the atoms in the ring trap for another 300 ms, we release
the quantum gas and take an absorption image from above after a TOF of 30 ms (with
3 ms Stern-Gerlach procedure).

Figure 5.11 – Experimental sequence used to produce and detect the superfluid
circulation.

Fig. 5.12 (a) illustrates how the blue detuned beam stirs the ring. The radius of
the ring is 23 µm while the stirring radius 35 µm. Such a radius and power of the
stirring beam produce an optical barrier of around 30% of the chemical potential at
ring position.

The corresponding experimental result is presented in Fig. 5.12 (b), showing a
central hole within the cloud due to the destructive interference. Although using this
method allowed us to lower the rotation frequency to observe a hole, 1.1 Hz is still 5
times larger than the elementary rotation rate. When rotating below this frequency,
we observed a deformed connected cloud but never a clear hole within the cloud.

5.4 Improvement of the detection of the flow
In the experiment presented above, we could not observe a central hole by stirring the
cloud at the elementary rotation rate (0.22 Hz). The technique of rotating the ring-
shaped gas with a stirring beam was well investigated by the group of G. K. Campbell.
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(a) (b)

Figure 5.12 – (a): Illustration of the stirring procedure. The blue ring is the
ring-shaped cloud and the blue disk indicates the stirring beam. The red dashed
line represents the stirring trajectory of the center of the stirring beam with a radius
35 µm. (b): Resulting vertical TOF image with a stirring frequency of 1.1 Hz. The
central hole indicates the existence of a nonzero circulation. The image size is
120× 120 µm.

Their ring trap was constructed by a pair of red-detuned laser beams, a horizontal
sheet beam and a vertical ring beam, which is presented in Fig. 5.13(a). It was also
difficult for their experiment to detect and analyse the central hole corresponding to
a low circulation, so they provided a solution to magnify the hole size [123]. Instead
of releasing the trap directly, they ramped down the red–detuned annular beam to
about 10% of its initial power in 50 ms before releasing the trap and then detect the
TOF absorption image. By doing so, the radial trapping frequency is reduced and the
radial expansion is slower, which facilitates the detection of a small circulation. They
presented the comparison of the TOF density profile with or without the "ramp-down"
procedure, as shown in Fig. 5.13(b) and (c), which indicates that this procedure can
make the central hole more visible.

5.4.1 Our strategy for magnifying the effect of the circulation

5.4.1.1 Reconnecting the annular gas

The configuration of our ring trap does not allow us to gradually load atoms into a
harmonic trap by ramping down some laser. However, benefiting from the geometry
of the bubble trap, we can load the rotating atoms in a connected harmonic trap by
vertically shifting up the bubble while the light sheet beam is still on. The atoms
then are pushed from the equator to the bottom of the bubble. When the light sheet
pushes the atoms to the bottom, the local velocity increases since the radius is reduced
but the angular momentum and the circulation are conserved during the reconnection
procedure. As the relative position of the atoms on the bubble is modified, the Rabi
coupling also changes. To avoid any unwanted evaporation, the rf knife is removed
during the reconnection procedure.
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Figure 5.13 – (a): Scheme of the ring-shape trap that consists of a horizontal red
detuned annular sheet beam and a vertical ring beam. Atoms are confined at the
intersection of the two beams. Taken from [125]. (b): TOF absorption images of
the ring with low circulation ` = 1, 2, obtained by directly switching off the trap.
(c): TOF absorption images of the annular gas with ` = 1, 2, released from the trap
after the "ramp-down" procedure. (b) and (c) are taken from [123].

Based on the sequence presented in Fig. 5.11, before releasing the trap we shift
the bubble up in the vertical direction in 100 ms to reconnect the ring at the bottom
while maintaining the vertical optical confinement. As soon as the ring is reconnected
at the bottom, we switch off the trapping laser as well as the bubble trap and a
vertical absorption image is performed after a 30 ms TOF. The resulting image is
shown in Fig. 5.14. Compared the one with the same condition but released directly,
this procedure leads to an extreme enhancement of the hole size after TOF in the case
of a rotating ring.

Finally, by adjusting the parameters and using the reconnection procedure, we
observe a clear central hole at a rotation rate of 0.15 Hz which is above Ω0/2 but below
the elementary rotation frequency Ω0. For this rotation experiment at low frequency,
we increase the duration of the ramp up and rotating phase to 500 ms and 2 s and
reduce the rotation radius to 32 µm. After repeating many times for a given stirring
frequency, the size of the central hole could be different, as shown in Fig. 5.15. The
figure also shows that the atomic density along the central hole has fluctuations. It
might be induced by optical defects in the double light sheet. In addition, when the
double light sheet push atoms from the equator to the bottom at constant speed, the
acceleration of the bubble in the beginning and the end is infinite. Consequently, the
cloud position is not at the potential minimum of the double light sheet anymore. This
effect could also affect the atomic cloud, leading to a density fluctuation of the cloud
along the central hole.
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Figure 5.14 – Top: Principle of the reconnection procedure: the atoms are pushed
from the equator to the bottom of the bubble. The green parallelogram indicates
the confining plane in between the two light sheets while the atomic cloud is in
blue. Bottom: TOF images of the expanding annular gas rotated with a stirring
beam at 1.5 Hz with (right) or without (left) the reconnection procedure.

Figure 5.15 – TOF images of the ring after the reconnection and release procedure
and 30 ms TOF. These picture are taken with the same condition, stirring frequency
0.2 Hz and radius 32 µm.

5.4.2 Statistics on the hole area

With the reconnection method, we were able to observe a small circulation generated
at low stirring frequency. We may now wonder if the observed currents are indeed
quantized. The superfluid currents corresponding to different winding numbers should
lead to discrete hole sizes. If the measured area of the hole is discrete for different
rotation rates, it proves that the superfluid flow is quantized. In order to look for this
hole area quantization, we took around 200 images with a stirring frequency ranging
from 0.15 to 0.3 Hz and measured the surface of the central hole.

The method for measuring the surface of the holes was developed by Romain
Dubessy in the group. The hole size can be estimated through a Laplacian filter oper-
ation: after removing some background noise and smoothing the vertically integrated
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atomic density profile, the boundaries of the holes are defined as the zero curvature
contour line. The hole size is then given by the number of pixels counted inside the
contour line. Using this method to measure the hole areas of these 200 images, we plot
the histogram showing the number of occurrences of different areas, shown in Fig. 5.16.
This histogram of the hole sizes shows a clear threshold for the smallest holes corre-
sponding to ` = 1 quantum of circulation. However it is not as expected constituted
of two well separated peaks corresponding to ` = 1 and ` = 2.

It could be caused by three reasons: (i) the number of the images in the sample is
not large enough and we have to take much more pictures to make the statistics; (ii)
the hole size depends on the number of atoms and we have to make the atom number
more stable; (iii) the method for measuring the hole area by counting the pixels is not
so accurate and we should optimize the setup and the parameters to make the atomic
density uniform around the hole and fit it by an ellipse. More generally, the fluctuations
we observe on the images taken in the same condition, see Fig. 5.15, indicate that the
experiment would benefit from an improved stability.

Figure 5.16 – Hole size as a function of the stirring frequency and the histogram
of the hole sizes. The inset shows a typical hole seen in the TOF distribution
corresponding to the data point marked in red.

5.4.3 Splitting into singly-charged vortices

Another most direct proof of the quantized current is to observe a multiply charged
vortex splitting into several singly charged vortices. The equation (1.47) shows that for
a given angular momentum the energy of a multiply charged vortex is larger than the
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sum of singly charged vortices. In a connected gas, splitting into small vortices is thus
energetically favorable. If one generates a circulation ` = 3 in the ring trap presented
in Fig. 5.13 and then reconnect the trap to make it harmonic, three well separated
singly charged vortices will appear after the time-of-flight expansion [28,29].

In order to observe this vortex splitting, we stir the atoms at a larger rotation
frequency of Ω = 2π × 0.5 Hz for which we expect a circulation between ` = 2 and
` = 3. If the atoms are not held at the bottom of the bubble after the reconnection
procedure, the TOF images show a large single hole indicating a multiply charged
vortex. However, if the atoms undergo a free evolution in the reconnected trap for
longer than 500 ms, the TOF images show 2 to 3 smaller separated holes within the
cloud, which are the singly charged vortices, shown in Fig. 5.17. This is a strong
indication for the previous presence of a quantized current in the ring.

Figure 5.17 – TOF images of the atoms after reconnection procedure and free
evolution in the reconnected trap. From left to right, the holding time in the
reconnected trap is 0, 500, 600, 800 ms. During the waiting time in the reconnected
trap, a multiply charged vortex splits into 2 or 3 singly charged vortices.

5.5 Conclusions

In this Chapter, I presented the principle of the ring trap produced by the double light
sheet and the bubble trap. In addition, I introduced two methods for rotating the
atoms inside: one is to introduce a quadrupole deformation of the ring trap that is
set into rotation, the other one is to stir a blue detuned laser beam focused near the
atoms.

The former method can create circulations in the ring but we can not determine the
corresponding winding number ` for a given size of the central hole in the expanded
cloud. In the limit a vanishing deformation amplitude, the critical rotation rate of the
quadrupole deformed trap to excite the ring is 17.9 Hz, computed through the speed
of sound of the ring with 105 atoms inside. Compared to the elementary rotation rate
0.22 Hz corresponding to ` = 1, this critical frequency is very large. Therefore, this
method is not well adapted to the production of a desired circulation, especially for
small `. The results we obtained with this method are not fully understood and would
require further investigation.
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The latter method was used by many other groups and is well understood. In a first
set of experiments, we found that the lowest stirring frequency to produce a circulation
that can be detected is 1.1 Hz. After adding the reconnection procedure, shifting the
bubble and pushing the atoms from the equator to the bottom of the bubble before
releasing them, we finally succeeded in detecting the circulation generated by stirring
the laser at 0.15 Hz.

The histogram of the observed hole sizes shows a clear threshold in size for the
smallest holes, which is strongly evidencing for the observation of elementary circulation
corresponding to ` = 1. In addition, after reconnection procedure and free evolution
in the connected trap, we observed that a multiply charged vortex splits into two or
three small vortices with single circulation ` = 1. It was an evidence indicating that
we have generated a quantized circulation of the superfluid in the ring trap. Further
studies would involve the determination of a reliable protocol to prepare a well-defined
circulation state and study its lifetime and decay mechanisms.



Chapter 6
Fast rotating superfluid in a bubble
trap: from a connected gas to a
dynamical ring

In a superfluid, the the ensemble of particles behave as a wave described by an am-
plitude and a phase. The velocity of the fluid is defined by the gradient of the phase,
which implies that a superfluid is irrotational. Nevertheless, introducing vortices inside
with lines of zero density leads the superfluid to rotate [6, 7, 74]. The rotation of such
an irrotational superfluid attracts a lot of interest. When the superfluid rotates faster,
it exhibits different properties. Once many vortices enter the cloud, as the rotation
rate increases, the superfluid in the bubble trap can be roughly characterized by three
different phases: an ordered vortex lattice, a dynamical ring with a multiply charged
vortex in the center and a vortex lattice in the bulk, and a one-dimensional ring with
a single multiply charged vortex called a giant vortex [134–136]. The first regime, the
vortex lattice, was observed and studied experimentally [34, 35, 40]. In order to reach
the second regime with a multiply charged vortex at the center, a harmonic plus a quar-
tic trap is necessary, as the atoms need to rotate faster than the harmonic trapping
frequency. Experimentally, this regime was investigated and approached more than ten
years ago [137]. A density depletion could be observed in the trap center, although the
density did not fully vanish. The third regime, even harder to reach experimentally,
has never been observed yet.

The idea of rotating the superfluid at bottom of the bubble fast enough to get a
ring was proposed by Romain Dubessy. The bubble trap is a smooth anharmonic trap
with a weak anharmonicity which decreases the critical rotation rate to create a hole
at the center. With our setup, we have been able to achieve the second regime where
a fast rotating annular superfluid presents a vanishing density in the center, indicating
a multiply charged vortex. This rotating annular gas, that we called a dynamical ring,
is supersonic with a coarse-grained linear velocity reaching Mach 18 and survives more
than a minute [94]. Here I will show the steps for achieving such a dynamical ring and
examine its properties.
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This chapter aims at investigating the fast rotating Bose gas in the bubble trap. In
the first section, I will recall the theory of the fast rotating superfluid in a harmonic
trap or in a harmonic plus quartic trap. At first I will explain how a rotating neutral
atom can mimic a free charged particle in a magnetic field. I will then discuss the
Lowest Landau Level for a fast rotating Bose gas. I will then present the three phases
of the rotating superfluid with increasing rotation frequency. After that, I will discuss
the collective modes of a rotating superfluid confined in a harmonic trap or a harmonic
plus a quartic trap respectively. In the second section I will describe our strategy to
achieve a superfluid rotating faster than the harmonic trapping frequency, give the trap
geometry and the method for rotating the gas. The effective rotation frequency of the
cloud can not be precisely controlled, so I will present several methods for measuring
the effective rotating frequency through the in situ and TOF images directly or by
exciting the quadrupole modes. After that, I will show the main experimental result:
a long lived dynamical ring. I will give the evidences for its superfluid and supersonic
character. In addition, I will then present the quadrupole mode in the dynamical ring,
which has been predicted theoretically but never observed experimentally. Finally, I
will present the outlook of the fast rotation experiment and give an idea of how far our
dynamical ring is from the giant vortex regime.

6.1 Theory of rotating superfluids

6.1.1 Motivations for fast rotation

6.1.1.1 Analogy with an electron in a magnetic field

A rotating superfluid is worth investigating. An essential reason is its analogy with a
2D electron gas immersed in a strong magnetic field. In classical mechanics, an atom
with mass M moving with a velocity of v in a frame rotating around a rotation vector
Ω undergoes the Coriolis force:

FC = 2Mv ×Ω, (6.1)

which is totally analogous to the Lorentz force on a moving electron of charge q in a
magnetic field B:

FL = qv ×B, (6.2)

if we identify qB with 2MΩ. In quantum mechanics, we can also write the Hamiltonian
for the motion of one particle in a frame rotating around the z axis with angular
frequency Ω = Ωez. The transformed Hamiltonian in the rotating frame writes Hrot =
H0 − ΩLz where Lz is the projection of the angular momentum on the z axis. In this
rotating frame, assuming the atom is confined in the x−y horizontal plane, its position
and momentum are noted as r(x, y) and p(px, py). The one-body Hamiltonian in the
presence of a rotationally invariant trapping potential V (r) can be written as:

Hrot =
p2

2M
+ V (r)−Ω · L =

p2

2M
+ V (r)− Ω(xpy − ypx). (6.3)
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If the atom is confined in a harmonic trap with a trapping frequency ωr, the Hamiltonian
becomes:

Hrot =
1

2M
[p2 − 2MΩp · (−yex + xey) +M2Ω2(x2 + y2)] +

1

2
M(ω2

r − Ω2)r2

=
(p−MAC)2

2M
+ Veff(r), (6.4)

where the effective trapping potential is Veff(r) = 1
2
M(ω2

r − Ω2)r2. Comparing with
the harmonic trap potential, the additional term is the centrifugal potential due to the
rotation. The effective trapping potential depends on the position as well as on the
rotation frequency. The potential vector AC describing the field of Ω can be written as
AC = Ω× r. This Hamiltonian takes the same form of the Hamiltonian of an electron
involved in a uniform magnetic field, which is given by:

He =
(p− qAL)2

2M
, (6.5)

in which the vector potential AL for the magnetic field B is AL = 1
2
B× r. Comparing

these two Hamiltonians (6.4) and (6.5), we see that studying the behavior of a rotating
BEC confined in a harmonic trap can give the related behaviors of electron gases in an
uniform magnetic field, provided Ω = ωr. For this reason, rotation plays the role of a
gauge field.

6.1.1.2 High rotation rate: Lowest Landau Level

Here we will discuss the case of atoms rotating very fast in the harmonic trap. As the
rotation rate increases, the gas expands because of the centrifugal potential. When
the rotation frequency is close to the trapping frequency, the radial trapping frequency
becomes very small and the atomic cloud expands radially while the atomic density
decreases, which may lead to a quasi two-dimensional atomic cloud.

We consider an atom confined in a two-dimensional isotropic harmonic trap with
a trapping frequency ωr and a ground state size dr =

√
~/Mωr. We use the quantum

mechanical description of the trapped atoms, introducing the creation and annihilation
operators of the harmonic oscillator. These operators along x axis are given by:

âx =
1√
2

(
x

dr
+ i

pxdr
~

)
, â†x =

1√
2

(
x

dr
− ipxdr

~

)
. (6.6)

The operators ây and â†y along y axis take the same form as (6.6). Since we look for
the quantum states in a rotating frame, it is more appropriate to use the circularly
polarized states in which basis the creation and annihilation operators can be written
as:

â± =
âx ∓ iây√

2
, â†± =

â†x ± iâ†y√
2

(6.7)

The Hamiltonian of the harmonic oscillator can be written as:

H0 = ~ωr(â†xâx +
1

2
) + ~ωr(â†yây +

1

2
) (6.8)

= ~ωr(â†+â+ + â†−â− + 1). (6.9)
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In this new basis, the angular momentum is given by:

Lz = ~(â†+â+ − â†−â−). (6.10)

The eigenvalues of â†+â+ and â†−â− are n+ and n− which are two non-negative integers.
The operators â†+ and â+ can create and annihilate one quantum with positive circular
polarization. The expression of Lz shows that the angular momentum increases as ~n+

and decreases as ~n−. Taking the expressions above, one finds that the Hamiltonian
in the rotating frame reads:

Hrot = ~ωr + ~(ωr − Ω)â†+â+ + ~(ωr + Ω)â†−â−. (6.11)

Therefore, the corresponding eigenenergies of the Hamiltonian Hrot depend only on
n±. If we remove the energy of the fundamental state ~ωr, the eigenenergies reads:

E(n+, n−) = ~(ωr − Ω)n+ + ~(ωr + Ω)n− (6.12)
= n~ωr −m~Ω (6.13)

where n = n+ +n− describes the energy level of the non-rotating gas and m = n+−n−
describes the angular momentum. The non negativity of n± imposes that |m| ≤ n.
When the rotation frequency Ω is very close to the trapping frequency ωr, the energy
simply writes E = 2n−~ωr. All the states with n = m have the same energy and form
a degenerate ground state known as the Lowest Landau Level (LLL), shown in Fig. 6.1.
The next level corresponds to n−m = 2 and is distant by an energy 2~ωr.

Figure 6.1 – Formation of the Lowest Landau Level with an increasing rotation
frequency. From left to right, the rotation frequency increases from 0 to 0.5ωr and
close to ωr. The energy of a substate with angular momentum m is shifted by m~Ω.

6.1.1.3 Mean field LLL regime

In the previous paragraph we have examined the one-body Hamiltonian which shows
a degenerate ground level of single particle states which appears when the rotation
frequency equals the radial trapping frequency. In the real case, considering the in-
teractions between the atoms, the atomic distribution on the substates depends on
the interaction term gn, the Landau level spacing 2~Ω and the off-resonant energy
~δ = ~(ωr − Ω). At first, I will introduce the Landau level parameter which describes
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how close we are to the LLL. The Landau level parameter is the ratio between the
interaction term and the Landau level spacing, which reads:

ΓLLL =
gn

2~Ω
. (6.14)

Under the mean field Thomas Fermi and the local density approximation, the char-
acteristic interaction energy gn(r) can be also regarded as the effective local chemical
potential µ′(r) = µ − V (r). If ΓLLL is smaller than 1, then all the atoms stay in the
LLL which is almost degenerate but with an energy spacing ~δ, as shown in Fig. 6.2.
The number of the states occupied in the LLL can be deduced as:

mmax =
gn

~δ
if
gn

~δ
is an integer, or dgn

~δ
e+ 1 otherwise. (6.15)

Now I will introduce another parameter called the filling factor ν which describes the
number of atoms occupying one given substate in the LLL. In this case with ΓLLL < 1,
the filling factor can be written as the total atom number divided by the number of
occupied states: ν = N~δ/(gn).

Figure 6.2 – Illustration of the occupation of the near-degenerate ground states.
Here the interaction energy is smaller than the Landau level spacing, and the atoms
occupy only the LLL. Each substate has 4 atoms indicating a filling factor ν = 4.

We have mentioned that the signature of a rotating superfluid is the presence of
quantized vortices, as shown in Fig. 1.3. At a high rotation rate, the trap is gradually
open due to the centrifugal force, leading to a radial expansion and decrease of the
atomic density. In Chapter 1, we have shown that the typical size of the vortex is,
comparable with the healing length ξ and depends on the chemical potential. Therefore,
as the rotation frequency increases, the size of the vortex core is getting larger and larger
because the chemical potential decreases while the number of vortices increases due to
an increasing angular momentum. When the interaction term gn decreases below 2~Ω,
all the atoms are in the LLL degenerate ground state. In this case, each vortex indicates
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a substate of angular momentum m. So the number of vortices is equal to the number
of the substates occupied Nv = mmax. The filling factor thus represents the number
of atoms per vortex. Experimentally, the group of E. A. Cornell rotated the quantum
gas in a harmonic trap and first entered the Lowest Landau Level regime [40]. In their
experiment, the minimal achievable filling factor is around ν = 500. For a such high
filling factor ν � 1, the superfluid is in the mean-field LLL regime [138] and forms a
vortex lattice. If the filling factor drops to 1 or even smaller, the mean field approach
is not valid anymore and the system is described by a many-body ground state called
the Laughlin state [139]. In this fast rotating two-dimensional BEC, the condensate
wavefunction writes [140]

Ψ(x, y) = C
∏
j

(u− uj)2e−|u|
2/2d2

r , u = x+ iy, (6.16)

where uj = xj + iyj describe the vortex locations in complex notation while C is a
normalization constant. This is a highly correlated state because in the condensate
the position of a single atom depends on the positions of the other atoms. In the
fractional quantum Hall effect, with electrons, the filling factor can take fractional
values, such as µ = 1/q where q is an odd integer. For bosons, q should instead be
even. In this case, the system can be described by a highly correlated state whose
wave function is proposed by Laughlin and takes the same form as equation (6.16) [51].
More details about these states and the relation with the quantum Hall regime can be
found in [141,142].

6.1.2 GPE solution in the rotating frame

6.1.2.1 Vortex lattice in the Thomas Fermi regime

In this section we consider a rotating superfluid in the presence of many vortices. We
have seen that the vortices in the superfluid form a triangular vortex lattice. We recall
the Feynman-Onsager relation describing the circulation of a superfluid:

Γ =

∮
C
v(r, t) · dl =

∮
C

~
M

∇φ(r, t) · dl = `× 2π
~
M
, ` ∈ Z. (6.17)

Therefore, a singly charged vortex contributes a circulation of 2π~/M . We consider a
closed area of surface S having Nv vortices inside, which leads to a total circulation
ΓN = Nv2π~/M . Stokes’ theorem gives the corresponding circulation of a classical
fluid Γc = 2ΩeffS [143]. Comparing the two expressions of the circulation, we can
deduce the density of vortices:

nv =
Nv

S
=
MΩeff

π~
(6.18)

in which Ωeff is the effective rotation frequency defined by the average angular momen-
tum per particle 〈Lz〉:

Ωeff =
〈Lz〉
M〈r2〉

, 〈r2〉 =
2

7
R2
⊥ (6.19)
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where R⊥ is the Thomas-Fermi radius [6]. The mean area A per vortex is thus:

1

nv
=

π~
MΩeff

= πl2 (6.20)

where l = (~/MΩeff)1/2 is a "magnetic length" by analogy with the quantum Hall effect
(lB = (~/eB)1/2), which also defines the inter-vortex distance. Using S = πR2

⊥, the
number of vortices can be determined as:

Nv =
R2
⊥(Ωeff)

l2
(6.21)

where R⊥(Ωeff) is the radial Thomas-Fermi radius of a rotating condensate with the
effective rotation frequency Ωeff . In a harmonic trap with radial and vertical trapping
frequency ωr and ωz, as the rotation increases the radial trapping potential becomes
1
2
M(ω2

r −Ω2
eff)r2 due to the centrifugal force while the condensate gets more and more

anisotropic, see Fig. 6.3. Since the trapping frequency is modified by the rotation, in
the rotating frame, the Thomas-Fermi radii become [143,144]:

R⊥(Ωeff) = R⊥(0)

(
1− Ω2

eff

ω2
r

)−3/10

Rz(Ωeff) = Rz(0)

(
1− Ω2

eff

ω2
r

)1/5

, (6.22)

which can also give the aspect ratio of a rotating BEC in the harmonic trap:

Rz(Ωeff)

R⊥(Ωeff)
=

√
ω2
r − Ω2

eff

ωz
. (6.23)

This is valid provided that the gas stays in the Thomas-Fermi regime in the vertical
direction, i.e. Rz(Ωeff) > dz.

The critical temperature for Bose-Einstein condensation is proportional to the ge-
ometric mean trapping frequency which is reduced due to the rotation. Therefore, the
ratio between the critical temperature with or without the rotation is given by [145]:

Tc(Ωeff)

Tc(0)
=

(
1− Ω2

eff

ω2
r

)1/3

. (6.24)

6.1.2.2 Beyond the harmonic trapping frequency: giant vortex

In the previous paragraph we discussed the vortex lattice that happens for a rotation
rate smaller than the radial trapping frequency. The rotation rate of a BEC confined
in a harmonic trap can never exceed the trapping frequency. In order to achieve higher
rotating rate compared with the trapping frequency, one solution is to confine the BEC
in a harmonic plus a quartic trap [136,137,146]. The higher order confinement is able
to trap the atoms for higher rotation rates. The horizontal trapping potential is given
by:

Vtr(r) =
1

2
Mω2

r

(
r2 + λ

r4

d2
r

)
. (6.25)
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Figure 6.3 – Side view of the condensate in a harmonic trap. (a) A static BEC
in the trap with aspect ratio Rz/R⊥ = 1.57. (b) This ratio reduced sharply for a
rotation rate of Ωeff = 0.953ωr. (c) Rotation at Ωeff = 0.993ωr. Figures are taken
from [40].

where λ is the coefficient of the quartic term and dr is the harmonic oscillator length.
For such a trap, rotating faster than the harmonic trapping frequency results in a
Mexican hat potential with an anti-confinement at the center, creating a density hole.
A density hole starts to form when the chemical potential is smaller than the potential
barrier at the center. Thus the critical rotation rate for generating a hole at the center
is given by [136]:

Ωh = ωr

1 + 2
√
λ

(
3
√
λg̃

2π

)1/3
1/2

, (6.26)

in the case of a quasi-2D gas and g̃ = g/(
√

2πdz) is the dimensionless interaction
constant for the quasi-2D system. The critical rotation rate is slightly larger than the
trapping frequency due to the interactions between the atoms.

When the rotation rate is increased from below to above the harmonic trapping
frequency, the gas will cross three different phases: ordered vortex lattice with many
singly charged vortex, a central hole of multiply charged vortex in the center with vortex
lattice in the bulk and a pure multiply charged vortex which is called a giant vortex,
and is shown in Fig. 6.4. In the giant vortex regime, the thickness of the annular gas
is too small to contain a single vortex, which means that the gas is in the 1D regime.
This giant vortex state has been identified by several theoretical studies [134–136].
However, confined in such a potential, the atoms can not exactly reach the LLL which
only happens in a harmonic trap.

6.1.3 Collective modes of a rotating trapped superfluid

6.1.3.1 In a harmonic trap

In Chapter 1 we have seen the collective modes of a non-rotating trapped superfluid.
After linearizing the hydrodynamic equations, we obtain the dispersion relation of the
eigenmodes. Here we recall the dispersion relation of a 3D (µ� ~ωz � ~ωr) trapped
oblate condensate under the hydrodynamic approximation:

ω2 = ω2
r

(
4

3
n2 +

4

3
nm+ 2n+m

)
. (6.27)
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Figure 6.4 – Left: Numerical simulation of the GPE in the rotating frame de-
scribing a BEC confined in a harmonic plus a quartic trap with λ = 0.5. From (a)
to (f): as the rotation rate increases, the cloud starts from a vortex lattice (a) to a
central hole with vortex lattice in the bulk (b-d). Finally it reaches the giant vortex
regime with a single multiply charged vortex at the center (e-f). Taken from [136]
Right: The expected phase diagram of the ground state of a rapidly rotating BEC
in the rotation-interaction space showing the three different phases. Figure is taken
from [135].

where n gives the number of radial nodes and m corresponds to the z-axis projection
of the angular momentum. There are two quadrupole modes n = 0,m = ±2 whose
frequencies are ω+ and ω−. For a non-rotating condensate, the frequencies of these
two modes are degenerate ω+ = ω− =

√
2ωr, as obtained from equation (1.49). The

quadrupole out-of-phase oscillation of the condensate radii can be regarded as the
superposition of two rotating elongated clouds corresponding to the mode m = ±2.
They rotate at the same frequency ω+/2 but in opposite directions, as illustrated in
Fig. 6.5. The figure also shows that if the elongated cloud rotates by half a turn it goes
back to its initial shape, which indicates that the frequency of the quadrupole mode is
twice the rotation frequency of the elongated clouds.

For a rotating condensate with a nonzero angular momentum, the frequencies of
these two modes are not degenerate anymore. The frequency difference is determined
by the effective rotation frequency of the condensate [81]:

ω+ − ω− = 2Ωeff ω2
+ + ω2

− = 4ω2
r , (6.28)

which also provides a way to measure the effective rotation frequency of a rotating
condensate. Combining these two relations above, we can deduce the frequencies of
these two modes:

ω± =
√

2ω2
r − Ω2

eff ± Ωeff . (6.29)

The equations show that as the effective rotation frequency of the condensate increases,
the frequency of the mode m = +2 increases while the frequency of the mode m = −2
decreases.

The rotating superfluid can also be excited by a superposition of the two modes
m = ±2, if a sudden deformation is applied. We can then observe an out-of-phase
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Figure 6.5 – Illustration of the quadrupole oscillation of a non-rotating conden-
sate. The figures in the first line show the motion of the quadrupole mode for
one period. The figures in the second line show half a period of the two rotating
components which are the elongated clouds corresponding to the modes m = ±2.
Again, this corresponds to half a period of a solid rotation but to a full period of
the mode itself, as the final state is the same as the initial one.

oscillation of the cloud radii, with a rotation of the main axes. The mode m = +2 and
m = −2 rotate with and against the atomic flow respectively. The rotation frequency
of the axes is then Ωeff . Experimentally, the quadrupole modes can be excited by
rotating a quadrupole deformation of the trap. A resonance occurs when half a period
of this deformation corresponds to the second line of Fig. 6.5, i.e. to full a period of
the quadrupole mode. The deformation probe should thus rotate at half the frequency
of the quadrupole modes:

ωrot
± =

1

2
(Ωeff ±

√
2ω2

r − Ω2
eff), (6.30)

where we define that the direction of the atomic flow is positive. The details of exciting
the quadrupole modes will be explained in section 6.3.2 and section 6.6.

6.1.3.2 In a harmonic plus quartic trap

In order to achieve a high rotation rate, the atoms should be confined in a trap with
higher order confinement than a harmonic trap. Here we will discuss the quadrupole
mode of a rotating condensate confined in a harmonic plus quartic trap. It has two
phases distinguished by the formation of the central hole.

When Ωeff < Ωh, the cloud is still connected. Hence the frequencies of the quadrupole
modes are similar to the case of a harmonic trap but with a correction due to the quartic
term, which reads [147]:

ω± =

√(
2 + 3λ

R2
⊥
d2
r

)
ω2
r − Ω2

eff ± Ωeff , (6.31)

where we recall that R⊥ is the Thomas-Fermi radius of the condensate and dr the
harmonic oscillator length. In our case of a weak anharmonicity with λ = 1.3× 10−4,
the term with λ in the last equation is of order 0.15 which is much smaller than 2. The
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frequencies of the two quadrupole modes are slightly shifted but their difference is still
2Ωeff , as shown in Fig. 6.6.

When Ωeff > Ωh, the central hole with multiply quantized vortex is formed. Once
the hole appears, the frequencies of the two modes will deviate, as predicted by M.
Cozzini [146, 147]. In addition, after the formation of the central hole, there are four
quadrupole modes: two modes with m = −2 and two modes with m = +2, shown in
Fig. 6.6.

Figure 6.6 – Frequencies of the quadrupole modes m = +2 (blue upwards trian-
gle) and m = −2 (red downwards triangle) in the harmonic plus quartic trap with
λ = 0.5 in the rotating frame. The black dashed line indicates the critical frequency
Ωh. The solid black lines are the sum rule predictions, explained in [147]. Figure is
taken from [147].

From the prediction in [146,147], in the condition of large rotation frequency Ωeff �
Ωh, the high-lying mode frequency becomes

√
6Ω2

eff − 2ω2
r and the low-lying mode

frequency is proportional to 2λR2
−/Ωeff where R2

− = R2
2 −R2

1, R2 and R1 are the outer
and inner radius of the annular gas [147]. Therefore, as the rotation frequency increase,
the frequency of the low-lying mode gets close to 0 but is always positive.

In the experiment, when one of the quadrupole modes are excited, we can observe
that the cloud becomes elongated and rotates with respect to the direction of the
rotating deformed trap at half the mode frequency. Since describing the motion of
the deformed trap in the laboratory frame is easier than in the rotating frame, it is
more clear to plot the resonant frequency, which is also half the mode frequency, as a
function of the effective rotation frequency of the superfluid in the laboratory frame.
Romain Dubessy computed these frequencies for our trap parameters using sum rules,
and the result is shown in Fig. 6.7.
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Figure 6.7 – Resonant frequencies as a function of the effective rotation frequency
in the laboratory frame, in units of ωr. The blue dots and the red diamonds indicate
respectively the modes with m = +2 and the modes with m = +2 with different n.
Numerical calculation realized by Romain Dubessy.

Figure 6.7 shows that, once the central hole appears, the two modes with m = +2
are excited around ωr and 2ωr while the two modes with m = −2 are excited around ωr
and 0. Concentrating on the mode m = −2, we observe that as the rotation frequency
increases but stays below the critical rotation frequency Ωh, the resonant frequency
of the mode m = −2 increases from its initial negative value −

√
2ωr towards 0. Just

after crossing Ωh, there are two groups of modes, the resonant frequency of one mode
stays close to zero but decreases to more negative values, while the resonant frequency
of the other one mode jumps to ωr and increases for an increasing rotation frequency.
We remark that the mode whose resonant frequency stays close to zero always rotate
against the atomic flow. In other words, its resonant frequency is always negative. We
will investigate this mode of a fast rotating annular condensate in section 6.6, which
will show a frequency not exactly in agreement with the theoretical prediction. Its
resonant frequency may cross zero to be positive.
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6.2 Fast rotating superfluids in a bubble trap

6.2.1 Potential in the rotating frame

In order to rotate the gas above the harmonic trapping frequency, we confine the
condensate at the bottom of the bubble trap where it is equivalent to a harmonic plus
a quartic trap. We have presented the bubble trap in Chapter 2. Here we recall the
trapping potential and trapping frequencies at the bottom of the bubble. In the case
where ε = Mg/2~α � 1 i.e. the effect of the magnetic gradient is much stronger
than gravity, we can assume that the atoms are trapped on the surface of the bubble.
Therefore the radial and vertical trapping frequencies at the bottom become, in the
harmonic approximation:

ωr =

√
g

2rb

(
1− ~Ω0

Mgrb

)1/2

(6.32)

ωz = 2α

√
~

MΩ0

. (6.33)

Assuming that the atoms remain on the resonant surface, the trapping potential in the
rotating frame, beyond the harmonic approximation, can be written as:

V (r, z) = ~Ω1(r, z) +Mgz − 1

2
MΩ2

effr
2 (6.34)

where the Rabi coupling and relation between the radius and the altitude are recalled:

Ω1(r) =
Ω0

2

(
1− 2z

rb

)
z = −

√
r2
b − r2

2
. (6.35)

Therefore we can rewrite the total potential:

V (r) =
~Ω0

2
−Mω2

rr
2
b

√
1− r2

r2
b

− 1

2
MΩ2

effr
2 (6.36)

Expanding to fourth order in r and comparing with the expression of the harmonic plus
a quartic trap in the equation (6.25), we can determine the quartic term coefficient λ
at the bottom the bubble trap, which reads:

λ =
d2
r

4r2
b

. (6.37)

In the fast rotation experiment, the current flowing in the quadrupole coils is 28.5 A,
the dressing frequency is 300 kHz and the maximum Rabi coupling is 49.25 kHz, which
determines the radial trapping frequency ωr = 2π×33.7 Hz and the semi-major axis of
the bubble rb = 77.6 µm. With these values, the parameter λ in our trap is 1.5× 10−4.

The expression of the critical rotation frequency to create the central hole Ωh is
given in equation (6.26), which depends on λ. Once we have the quartic term strength
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Figure 6.8 – Illustration of the realization of a fast rotating superfluid in a bubble
trap. The black dashed line describes the side view of the bubble trap constructed
by dressing the quadrupole trap. The solid black line indicates the isopotential that
is 0.3 kHz above the minimum of the potential. The radial trapping frequency is
ωr = 2π × 33.7 Hz. From left to right: as the rotation rate increases, the atomic
cloud expands and climbs on the bubble’s sides leading to a central hole. Numerical
calculation by Hélène Perrin.

λ, we can deduce the critical rotation frequency to produce the central hole in the
bubble trap: Ωh ' 1.05ωr.

When the rotation frequency is above Ωh, the central hole appears and the atoms
climb on the edges of the bubble with an increasing r and z, see Fig. 6.8. Since the
Rabi coupling is position dependent, the trapping frequencies will change as the atoms
climb on the bubble. The new perpendicular and tangential oscillation frequencies
at the position of the atoms can be computed as a function of the effective rotation
frequency Ωeff and the initial trapping frequencies ωr and ωz at the bottom of the
bubble. The new perpendicular and tangential trapping frequencies at the location of
the atoms corresponding to a rotation rate Ωeff > Ωh can be written as:

ω2
z′ = ω2

z

[
1 + 3κ2

2(1 + κ)
+

Ω2
0

ω2

3κ(9κ4 − 7κ2 − 2)

8(1 + 3κ2)

]
− 1− κ2

1 + 3κ2
Ω2

eff (6.38)

ω2
r′ = ω2

r

4

κ

1− κ2

1 + 3κ2
(6.39)

where κ = ω2
r

Ω2
eff
< 1 and we remind that ω is the rf frequency. When the atoms climb

on the bubble and form an annular gas, the perpendicular and tangential trapping
frequencies in the trap modified by the centrifugal potential decrease.

6.2.2 Experimental rotation protocol

The method for rotating a superfluid is to realize a ‘rotating bucket’, which has been
used previously for rotating superfluid helium [7] or a dilute BEC [34]. For dilute BECs,
transferring angular momentum from a rotating anisotropic trap to the condensate has
been already investigated in detail [133,148].

The main idea is to deform the trap geometry from circular to elliptical and then
rotating the main axis of the ellipse. In order to produce a rotational symmetrical trap,
a circularly polarized rf field is necessary, which requires that the horizontal antennas
H1 and H2 have the same amplitude and a π/2 phase difference. The polarization is
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described in equation (2.84). During the rotating bucket phase, we first increase the
rf amplitude of one horizontal antenna while decrease the rf amplitude of the other
horizontal antenna by modifying Θ to make the polarization from circular to elliptical
on purpose. In Chapter 2, we have seen that the Rabi coupling is determined by the
local orientation of the static magnetic field as well as the local magnitude and the
polarization of the rf field. Therefore, such an elliptically polarized rf field modifies
the local Rabi coupling and creates a deformed trap. We then change Θ and Φ in the
same time to rotate the deformation while keeping the anisotropy of the deformed trap
constant. After rotating a given number of turns, Θ and Φ are set back to π/4 and
π/2, resulting a rotationally symmetrical bubble trap again. In this way, we are able
to rotate superfluids at the bottom of the bubble. The rotating procedure is shown in
Fig. 6.9.

Figure 6.9 – Illustration of the rotation procedure. The dashed magenta circle
describes the circularly polarized rf field generated by the first two antennas H1 and
H2. The solid blue ellipse is the elliptically polarized rf field produced when the
amplitudes are made slightly different, which make the polarization elliptical and
the trap anisotropic. The deformed trap rotates with the main axis of the elliptical
polarization at a frequency Ωrot.

Although rotating the deformed trap enables to rotate the atoms, the effective
rotation frequency Ωeff of the gas is not exactly the same as the applied frequency Ωrot.
The real rotation frequency of the gas is affected by three factors: the applied rotation
frequency, the duration of the rotation phase and the strength of the trap deformation.
In the experiment, during the rotating phase, we apply 5.5 turns of the rotating bucket
to rotate the gas for any applied rotation frequency. We use

εani =
ω2
x − ω2

y

ω2
x + ω2

y

=

√
1− η

2MgR

~Ω0

√
1−ε2 −

√
η

(6.40)

to describe the deformation of the trap. During the rotation phase, the anisotropy of
the trap is εani = 0.14.

Therefore, we need to determine the effective rotation frequencies of the superfluid
after the rotation phase. The methods we implemented for this measurement are
presented in the next section.
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6.3 Measurement of the rotation rate
A superfluid is irrotational but in a rotating frame it can get angular momentum
through the nucleation of vortices. The effective rotation frequency of the superfluid
affects the expansion rate after TOF and the vortex density. Here I present four
methods to measure Ωeff in a rotating superfluid.

6.3.1 Analysis of the in situ atomic density distribution

This method of measuring the rotation frequency consists in a direct analysis of the
atomic density distribution of the rotating cloud inside the trap because the density
profile of the cloud is modified by the centrifugal force. In the following, we will discuss
two situations: a connected rotating gas and an annular rotating gas.

When the rotation frequency is below Ωh, the cloud is still connected. The effective
trapping potential is modified by the centrifugal force, as shown in Fig. 6.10. The
effective potential can be written as Veff(r, z) = Vtr(r, z)− 1

2
MΩ2

effr
2. The typical atom

number in the rotating superfluid is 105. We can thus neglect the kinetic term and take
the Thomas-Fermi approximation. After doing so, we can describe the atomic density
distribution as a function of the rotation rate, which reads:

n(r) =
1

g

[
µ− Vtr(r) +

1

2
MΩ2

effr
2

]
. (6.41)

In this way, we obtain the effective rotation frequency by fitting the density profile of
the cloud. For a given chemical potential and trapping potential, presented in equation
(6.41), as Ωeff increases the r satisfying n(r) = 0 becomes larger, which indicates that
the Thomas-Fermi radius R⊥ also increases.

This method for determining the effective rotation frequency through the in situ
atomic density distribution is very convenient as it is not necessary to take a series of
pictures. However, compared to other methods presented in the following, we found
that the results obtained by this method are not very accurate for the connected clouds,
which may be caused by the limit of the high density absorption imaging or the dipole
oscillation of the cloud.

We assume that the trap is a harmonic plus a quartic trap as in(6.25) such that the
atoms are always confined even for a large rotation rate. When the rotation frequency
is above Ωh, the central hole appears and the cloud becomes an annular gas. In this
case, we can determine Ωeff directly from the in situ density profiles of the annular gas.
We first perform an azimuthal integration of the density profiles to obtain the mean
radial profile of the annular gas. After considering the effect of the centrifugal force,
the effective trapping potential modified by the rotation frequency can be written as:

Veff(r) =
1

2
Mω2

r

(
r2 + λ

r4

d2
r

)
− 1

2
Mr2Ω2

eff . (6.42)

Since the maximum atomic density occurs at the minimum of the trapping potential
where the derivative of the position is zero, we can deduce the relation between the
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Figure 6.10 – Left: Illustration of the atomic density distribution for a zero or
nonzero rotation rate below Ωh. The centrifugal force leads to a trap opening and a
modified density profile. Right: The radius of the annular rotating gas as a function
of the effective rotation frequency. It starts to be nonzero above Ωh.

rotation frequency and the radius of the ring by solving the equation dVeff(r)/dr = 0.
In the end, Ωeff can be written as a function of the radius of the ring r0:

Ωeff = ωr

√
1 +

2λr2
0

d2
r

, (6.43)

which is plotted in Fig. 6.10. Using this method to fit the annular gas and to determine
the rotation frequencies is more accurate than fitting the connected cloud, as we just
need to point the maximum density radius and not to determine a width. Therefore,
once the central hole appears, we use this method to determine the effective rotation
frequency of the superfluid.

6.3.2 Exciting the quadrupole modes of a rotating superfluid

For a connected rotating superfluid, the effective rotation frequency measured by the
method of resonantly exciting quadrupole modes is accurate. The principle of this
method is to excite the quadrupole modes m = ±2 resonantly and deduce the effec-
tive rotation frequency through the difference of these two quadrupole modes through
Eq. (6.31).

After rotating the atoms at the bottom of the bubble, we slightly deform the trap
again with an anisotropy of εani = 0.065 and then rotate the trap at Ωprobe. The
resonance occurs at Ωprobe = ±ω±/2 while scanning Ωprobe from negative (opposite to
the flow) to positive (in the same direction of the flow). Here we define the sign of
the frequency with respect to the direction of the atomic flow. Once the resonance
occurs, the cloud becomes elongated and rotates to follow the deformed trap. We let
the atoms rotate in the deformed trap for a while and take an in situ image while
the trap is still rotating. We then plot the anisotropy of the cloud as a function of
the excitation frequency, as shown in Fig. 6.11. The anisotropy of the resonant cloud
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ζ = Rlong/Rshort depends on the duration of the excitation time t, the dissipation Γ
and the detuning from the resonant frequency ω± − 2Ωprobe, and reads: [149].

ζ(Ωprobe) = 1 +
∑
m=±

ζ0,m

√
1 + e−2Γmt − 2e−Γmt cos[(ωm − 2Ωprobe)t]

(ωm − 2Ωprobe)2 + Γ2
m

(6.44)

where ζ0,± describes the constant amplitudes for the mode m = ± and Γm is the mode
damping rate. After fitting the curve by this model, we determine the frequencies of
the quadrupole modes ω±, leading to measure the effective rotation frequency Ωeff =
(ω+ − ω−)/2.

Figure 6.11 – Left: Cloud anisotropy ζ as a function of the probe frequency
Ωprobe. There are two peaks at ω−2/2 and ω+2/2 that are resonant with the mode
m = −2 and m = +2 respectively. In the rotation phase, we apply a rotation rate
27 Hz and 5.5 turns with an anisotropy of the trap εani = 0.14. After waiting another
10 s in the rotationally invariant trap, we apply this second resonant excitation with
a small anisotropy of the trap εani = 0.03. After fitting the curve by Eq. (6.44), we
find ω−2/2π = −6.8(2) Hz and ω+2/2π = 70.7(2) Hz, leading to the effective rotation
frequency 31.9(3) Hz. Right, top: In situ image of the non-resonant cloud in the
rotating deformed trap. Right, bottom: In situ image of the cloud at resonance
with the rotating deformed trap. The excited cloud becomes very elongated.

6.3.3 Analysis of the vortex density in the time-of-flight images

Previously, we have examined the methods for measuring the effective rotation fre-
quency by analysing the trapped cloud. Here we will discuss the methods to analyse
the cloud after time-of-flight. For a rotation frequency below the radial trapping fre-
quency, the rotating superfluid exhibits a vortex lattice which is related to the effective
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rotation frequency. We recall the relation between the vortex density and the rotation
frequency [6]:

nv =
MΩeff

π~
. (6.45)

Figure 6.12 – Left: Time-of-flight picture with vortex lattice. Before the 23 ms
TOF, the gas was rotated at 27 Hz and 5.5 turns with an anisotropy of εani = 0.14
then held in the symmetrical trap for another 10 s. The effective rotation frequency
determined by this method is 33 Hz. Right: Autocorrelation of the left picture. It
is obtained by displacing the vortex lattice in the left picture for various distances
in different directions and analysing how perfectly the shifted lattice overlaps with
the initial lattice. For example, the first order peak at (a) means that if the vortex
lattice is shifted along ~oa for a distance d3, the new vortex lattice almost coincides
with the initial lattice. Autocorrelation realized by Avinash Kumar.

This equation shows that we can determine the effective rotation frequency Ωeff

by analysing the vortex density of the trapped cloud. However, the vortex lattice in
the trapped cloud is too small to observe, so we concentrate on the vortex lattice in
the expanding cloud after TOF. We assume that the total number of the vortices is
conserved during the period of TOF. We first determine the vortex density of the TOF
cloud n′v and then deduce the vortex density of the trapped cloud nv.

Since the vortex lattice takes the form of a triangular lattice, the autocorrelation
of the ordered vortex lattice gives the typical inter-vortex distance and the mean area
per vortex. Fig. 6.12 shows a TOF image with ordered vortex lattice and its autocor-
relation. The autocorrelation picture has six maxima (noted a, b, c, a′, b′, c′ in Fig 6.12)
forming a hexagon. The maximum in a indicates that if we shift the initial picture
along ~oa the shifted picture significantly overlaps with the initial picture. The max-
ima in the autocorrelation picture should be centrosymmetrical, because the overlap
between the initial picture and the picture shifted along ~d is the same as the overlap
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between the initial picture and the picture shifted along −~d. As shown in Fig 6.12,
we have ~oa = − ~oa′ = ~d3, ~ob = − ~ob′ = ~d1 and ~oc = − ~oc′ = ~d2. Therefore, we can
deduce the mean inter-vortex distance by only taking the average of |~d1|, |~d2| and |~d3|.
It reads:

d =
1

3

n=3∑
i=1

di. (6.46)

The surface of an equilateral triangle with side length d is half of the unit area per
vortex, because the sum of the internal angle is π which is the half of the perigon 2π.
Therefore the vortex density after TOF can be deduced as:

n′v =
1

s
=

2
√

3 · d2 . (6.47)

As a consequence, the vortex density of the in situ cloud should be:

nv =
πr2

πR2
· n′v (6.48)

where r and R are the Thomas Fermi radii of the in situ and the TOF cloud. We then
determine the effective rotation frequency:

Ωeff =
h

√
3Md

2 ·
r2

R2
. (6.49)

This method needs a well ordered vortex lattice such that we can determine an accurate
inter-vortex distance. In order to obtain a clear ordered vortex lattice, we use the Stern-
Gerlach method to separate the cloud with different Zeeman substates. The stray
magnetic field may shift the cloud with |mF = ±1〉, so the Stern-Gerlach procedure is
able to avoid the superposition of the three clouds and the associated loss of contrast.
After the Stern-Gerlach procedure, only the cloud with the state |mF = 0〉 will be
detected and analysed. Since during the Stern-Gerlach procedure we lose about half
of the atoms, we should have enough atoms after the rotation phase. This method for
measuring the effective rotation rate is accurate but it requires a high quality of the
TOF pictures, for instance a clear ordered vortex lattice and enough atom number. In
addition, it is only useful for the connected cloud with a vortex lattice whose rotation
frequency should be smaller than the radial trapping frequency.

6.3.4 Size of the expanding cloud

Here we also present another method for analysing the TOF image, where it is not
necessary to have an ordered vortex neither a connected gas. The method is to perform
a time-of-flight expansion: we abruptly turn off the trapping potential and let the
atoms fall for a duration tTOF. The cloud undergoes a fast radial expansion, which can
determine Ωeff by using the ballistic model. The principle is shown in Fig. 6.13. We
treat the gas as a classical fluid with a rigid rotation frequency of Ωeff , so all the atoms
at the edge of the cloud have a tangential velocity of Ωeffr where r is deduced from the
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Thomas-Fermi radius of the in situ image. This approach is justified when a vortex
lattice is present, as the coarse-grained average velocity field is then the one of a solid
body. The square of the Thomas-Fermi radius after tTOF writes:

R2 = r2 + r2Ω2
eff · t2TOF. (6.50)

We can first measure the Thomas-Fermi radius of the in situ cloud then measure the
radius after the free expansion for a given TOF. Inserting r, TOF duration tTOF and
the radius R after TOF into the equation (6.50) can determine the effective rotation
frequency Ωeff . A more accurate way is to plot the square of the cloud radius after
TOF as a function of the square of the TOF duration and fit it by a straight line. The
gradient of the line is r2Ω2

eff .

Figure 6.13 – Left: Illustration of the expansion in the ballistic model. The
central area in red describes the in situ cloud. The light blue disk represents the
cloud after TOF with a radius R. Right: Time-of-flight expansion of an annular
cloud above Ωh. Open blue circles: square of the measured radius R2 as a function
of the time-of-flight square t2TOF. The dashed line is a linear fit. The top left inset
shows the top view of the in situ cloud. The bottom right inset shows the side view
of a typical time-of-flight image at tTOF = 23 ms. Ωeff = 1.06ωr from these data.

The accuracy of the rotation rate determined by this method depends on the accu-
racy of the mean radii of the in situ and TOF cloud. When Ωeff > Ωh and the cloud
becomes an annular gas, both the radius and the rotation rate are accurate. However,
for a connected gas with a vortex lattice, the mean radius of the cloud after TOF is
not so accurate because of the density fluctuations due to the vortices. In addition,
since this method requires both the in situ and TOF images, we need to modify the
vertical position of the camera for each given tTOF, which is not very convenient.
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6.4 A long-lived dynamical ring

In the previous section, when I introduced the methods for measuring the effective
rotation rates I mentioned that we obtain an annular gas for a large rotation rate. As
the rotation rate increases, the atoms climb on the edges of the bubble trap and form
such a dynamical ring. This ring can survive for more than one minute. In this section,
I will present the formation of the long-lived dynamical ring as well as the effect of the
rf knife on the ring formation.

6.4.1 Formation of the dynamical ring

The experimental procedure is presented in Fig. 6.14. We change the trap geometry
by modifying the dressing field polarization. Over a time tramp = 400 µs we linearly
increase εani up to its maximal value 0.18, then rotate the trap axes at angular frequency
Ωrot = 2π × 31 Hz for trot = 177 ms (5.5 turns) and finally return to the isotropic trap
over tramp.

After this procedure we let the cloud evolve in the rotationally symmetric trap
for a finite time t and take an absorption image of the in situ atomic distribution,
as presented in Fig. 6.14. During the stirring phase the density profile is strongly
deformed, as is clear on the second image. Once the rotating phase is over and the
trap returns to isotropic, which we take as t = 0, the cloud shape goes back to circular
with an increased radius due to its higher angular momentum. We have mentioned
that, in the frame co-rotating with the atomic flow at Ωeff , the effective potential
modified by the centrifugal force reads Veff(r, z) = V (r, z) −MΩ2

effr
2/2, leading to a

reduced effective radial trapping frequency and an increased size of the cloud. As the
cloud expands, the chemical potential is reduced and the gas enters the quasi-2D regime
µ < ~ωz. We will discuss the chemical potential in more detail in section 6.5.4.

-0.2 s

0

10

20

30

40

50

-0.048 s 3 s 15 s 20 s 24 s

0

5

10

15

38 s 50 s 71 s

t

!kn/2⇡

65 kHz
forcedevaporation

58 kHz

"

t

" = 0.18

stirring at

⌦rot

0 s

⌦exc

" = 0.01

(spectroscopy)**** ***********************************

Figure 6.14 – Sketch of the experimental procedure (see text for detail on the
stirring, evaporation and optional spectroscopy stages) and in situ images of the
atomic distribution. The first image on left shows a cloud at rest before the stirring
procedure: for this image only ∼ 10% of the atoms are imaged. As the cloud is
set into rotation the peak density decreases and for the sake of clarity we use two
different color scales for pictures taken before and after t = 25 s, for which the
darkest pixels correspond to densities of 50 µm−2 and 20 µm−2, respectively.
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As Fig. 6.14 shows, we apply an rf knife on the atoms to do evaporative cooling
during the whole sequence. In our experiment there are two rf antennas used for
evaporation, an antenna of horizontal axis called "horizontal antenna" and located on
the side of the science cell and an antenna of vertical axis placed below the science
cell and called the "vertical antenna". After forming an annular gas, we prefer to
use the "vertical antenna" which preserves the rotational symmetry of the trap. But
before that, when atoms are confined at the very bottom where the quantisation axis is
aligned with the rf field generated by the vertical antenna, this vertical antenna cannot
evaporate efficiently the atoms trapped at the bottom. So during the dressing and
stirring phase as well as the first 2 s waiting time, we still use the horizontal antenna
at 365 kHz to evaporate the cloud. From t = 2 s on, the vertical antenna at 65 kHz
replaces the horizontal one. The rf frequency in the vertical antenna is ramped down
to 58 kHz from t = 20 s to t = 24 s in order to cool the cloud further, this is the forced
evaporation stage in Fig. 6.14.

After a few seconds, a density depletion appears at the center of the cloud which is
a signature of Ωeff exceeding ωr. After the stage of forced evaporation, a macroscopic
hole appears in the density profile, indicating that Ωeff is now above Ωh, and leading
to the formation of a dynamical ring with a typical radius of ∼ 30 µm. Fig. 6.14 shows
that the dynamical ring is able to survive for more than one minute. Such a long
lifetime shows that the dissipation of the annular flow is very small.

6.4.2 Time evolution of the effective rotation frequency

From the time evolution of the density as the dynamical ring forms, we find that the
atoms are accelerated while rotating in the isotropic trap. We plot in Fig. 6.15 the
effective rotation frequency measured by analysing the in situ image (see section 6.3.1)
as a function of the waiting time. After the stirring phase the cloud rotation accelerates
and reaches a steady state value of Ω ' 1.02ωr around t = 12 s in the presence of a
rf knife at ωkn = 2π × 65 kHz. Applying the forced evaporation phase, ramping down
the knife from 65 kHz to 58 kHz in 4 s, leads to a significant increase of the rotation
frequency, as shown in the grey region of Fig. 6.15.

During the forced evaporation phase, the rotation frequency increases and becomes
larger than the critical rotation frequency Ωh for which a dynamical ring is expected
to form. At later times, the effective rotation frequency increases, which results in the
formation of a faster rotating dynamical ring. This effect of the acceleration is due
to the effect of the vertical evaporation antenna that selectively evaporates the atoms
with lower angular momentum states, as we will explain now.

The rf field generated by the evaporation antenna also couples with the static
magnetic field, as the dressing rf field. But the coupling strength between atomic spin
and the rf field generated by the evaporation antenna is much smaller than the coupling
strength between the spin and the rf field produced by the dressing antennas. We thus
can neglect the coupling caused by the evaporation antenna in the estimation of the
potential depth. The relative depth of the trap can be deduced from the difference
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Figure 6.15 – Time evolution of the effective rotation frequency Ω (blue dia-
monds) and systematic uncertainty induced by the anisotropy of the dynamical
ring (dashed blue lines), as measured from an elliptic fit of the annular shape. The
light gray shaded area indicates the time span during which the forced evaporation
is performed. The solid red line shows the value of Ωh for each time, which is
the critical rotation frequency leading to an annular two-dimensional density pro-
file [150,151]. The open red circles show the same data when we take into account
the optical resolution σ = 4 µm.

between the RF knife frequency ωkn and the local Rabi coupling Ω1(r), which reads:

~ωtrap = ~(ωkn − Ω1(r)). (6.51)

Figure 6.16 – Left: Sketch of the relative depth of the trap as determined by the
rf-knife frequency ωkn and the Rabi coupling Ω1. The dressed state is open on both
sides of the resonance due to the presence of the RF knife [107]. Right: Illustration
of the dynamical ring (red ring) climbing on the sides of the bubble (gray ellipsoid).
The altitude of the annular gas is higher than the bottom, leading to a smaller Rabi
coupling compared to the one at the bottom.

A sketch of the relative trap depth is shown in Fig. 6.16. In Chapter 2 we have
shown that the Rabi coupling is position dependent and the maximum occurs at the
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bottom of the bubble. When the atoms climb further away from the trap center, the
local Rabi coupling Ω1(r) decreases and the relative depth of the trap ωtrap with respect
to the rf knife frequency increases. Therefore, the rf knife removes the atoms situated
close to the bottom more efficiently. Once these atoms with lower angular momentum
are removed, the average angular momentum per particle will increase. The function
of the rf knife is thus not only evaporative cooling, but also accelerating the rotation.

6.5 Evidence of superfluidity
The dynamical ring has a clear macroscopic hole in the center, it seems close to the
giant vortex state. However, all these achievements depend on the dynamical ring
being a superfluid instead of a thermal gas. Therefore, we have to figure out if the
dynamical ring is superfluid or not.

6.5.1 The most direct proof we are waiting for

In section 6.1.2 we have discussed the three difference phases as a function of an
increasing rotation rate. Since the dynamical ring is not in the giant vortex regime,
if it is a superfluid it is supposed to have a large central multiply charged vortex and
singly charged vortices in the bulk. The most direct way to confirm the superfluid
character is to observe a vortex lattice in the bulk of the annular gas after time-of-
flight expansion. The expected atomic distribution from Gross-Pitaevskii equation is
shown in Fig. 6.17(a). Fig. 6.17(b) shows the vertical TOF image of the dynamical ring
which was rotated at 31 Hz for 177 ms and rotating in the isotropic trap for 20 s [100].

(a) (b)

Figure 6.17 – (a) Gross-Pitaevskii simulation of the in situ atomic density dis-
tribution for a gas rotating at 35 Hz at the bottom of the bubble trap, realized by
Romain Dubessy. (b) Pictures of the dynamical ring at t = 20 s, taken after a TOF
of 23 ms. Picture taken from [100].

From the time-of-flight picture, we can observe some density fluctuations, but the
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contrast is too low to claim that a vortex lattice is present in the bulk of the ring.
Moreover, the fluctuations of the atomic density are very large. In addition, observing
the vortices would require a time-of-flight duration long enough for the vortex size to
overcome the optical resolution. However, for such a duration the atomic density drops
dramatically due to the fast radial expansion and falls below our detection threshold.
So we can’t conclude that the dynamical ring is superfluid by only detecting its TOF
image.

6.5.2 Estimating the ring temperature

6.5.2.1 Temperature measurement under an assumption of a pure thermal
gas

Although we can not conclude that the dynamical ring is superfluid from the vertical
TOF image, we can exclude the possibility that the gas is in a pure thermal state by
using a proof of contradiction.

After getting a dynamical ring in the bubble trap as presented in Fig. 6.14, we
release the gas from the trap and let it freely expand for various time-of-flight durations
before taking the horizontal TOF images. It gives the atomic density integrated along
the imaging axis y. We then integrate the data along x axis to get a vertical density
profile, which can be nicely fitted by a Gaussian distribution.

Figure 6.18 – Evolution of the square of the cloud 1/
√
e-radius as a function of

t2TOF. A linear fit of the data (red solid line) gives a slope of 1.05(6) µm2/ms2. Inset:
dynamical ring after a TOF of 19 ms, taken from the side.

In the beginning, we assume that the gas is thermal and that its temperature can
be deduced from its vertical expansion. The vertical position variance σr(t)

2 can be
related to the initial position variance σr(0)2 and the initial velocity variance σv(0)2

through
σr(tTOF)2 = σr(0)2 + σv(0)2 · t2TOF. (6.52)
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If the gas is thermal and satisfies kBT � ~ωz, its velocity distribution should obey
Maxwell-Boltzmann distribution. The standard deviation in velocity σv(0) can be

written as
√

kBT
M

, where kB is the Boltzmann constant and M is the atomic mass. The
relation then writes

σr(tTOF)2 = σr(0)2 +
kBT

m
· t2TOF. (6.53)

From the equation above, we find that the vertical position variance σr(tTOF)2 is linear
with the square of the tTOF. The temperature thus is determined by its slope which
is 1.05 µm2/ms

2. We deduce the temperature of the ring-shape cloud T = 13.0 nK.
If it is a pure thermal cloud with 7 × 104 atoms at 13 nK, we can calculate that the
corresponding phase space density is around 20. Such a high phase space density
indicates a BEC which in turns contradicts our initial assumption that it is a thermal
gas. If all the atoms stay in the ground state of the vertical direction, the expansion
slope is σ2

v0 = ~ωz/2M = 0.826 µm2/ms
2 where ωz = 360 Hz is taken at the bottom of

the bubble trap. Our measured expansion slope is 1.27 times of the slope corresponding
to the situation where about 80% of the atoms are in the vertical ground state.

We can estimate more precisely the temperature if we take into account the discrete
trapping states in the vertical direction. The momentum or velocity width in the trap
at finite temperature is related to the mean excitation 〈nz〉 in the vertical harmonic
trap through σv(0)2 = (〈nz〉+ 1/2)~ωz/M . 〈nz〉 is related to the temperature through
〈nz〉 = 1/[exp(~ωz/kBT )− 1]. This allows us to write the temperature as a function of
the measured velocity width:

kBT =
~ωz

ln
(

1 + 1
〈nz〉

) =
~ωz

ln
(
σv(0)2+σ2

v0

σv(0)2−σ2
v0

) =
~ωz

ln
(

2Mσv(0)2+~ωz

2Mσv(0)2−~ωz

) . (6.54)

We find a temperature of about 10 nK, extremely small. The motion in the vertical
direction appears to be frozen. In order to also gain information on the horizontal
degrees of freedom, we performed another analysis focused on the density distribution
in the horizontal plane.

6.5.3 Analysis of the in situ azimuthal density profile

Up to now, we have studied the characteristics of the TOF annular gases to investigate
their superfluid or degenerate character. Now we will concentrate on the in situ density
profile of the dynamical ring in order to verify if it corresponds to the atomic density
distribution of a 2D superfluid. In addition, we will also compare it to the density profile
of a normal gas at the critical temperature Tc of the BKT transition [52,53,152].

We first take the dynamical ring at t = 35 s and take an azimuthal integration
along the radius, which is plotted in magenta circle in Fig. 6.19. We then use a zero
temperature Thomas-Fermi model, which is convolved with a Gaussian of σ ' 4 µm to
take into account the imaging resolution, to fit the density profile. This fit is plotted in
blue solid line in Fig. 6.19, which is in perfect agreement with the experimental result.
It is consistent with the fact that the dynamical ring is a superfluid.
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Figure 6.19 – Radial density profile at t = 35 s (open magenta circles) compared
to two models of a quasi-2D gas: a semi-classical density profile at the critical
temperature (solid red line) and a Thomas-Fermi density profile (solid blue line).
The two models include a 2D convolution with a Gaussian of σ ' 4 µm to take
into account the optical resolution. The dashed lines show the models before the
convolution.

In order to double check the result, this time we use a semi-classical Hartree-Fock
model [153,154] to approximate the in situ density profile in Veff(r, z) close to the critical
temperature. This would be the case if the gas were normal but close to the superfluid
critical temperature. We know the total number of the atoms and the effective trap
geometry of the rotating gas. If we assume that this total number of atoms is equal
to the critical atom number for superfluidity, we can plot the density profile of the
cloud at the critical temperature, which corresponds to the red solid line in Fig. 6.19.
With the same atom number, the maximum density of the dynamical ring is much
larger than the one at the critical temperature. Therefore we find that our dynamical
ring must be well below the degeneracy temperature. Combining this finding with the
results of the fit with the Thomas-Fermi model, we conclude that the dynamical ring
is a superfluid.

6.5.4 Properties of the dynamical ring

Using the Thomas-Fermi model we can estimate the properties of the cloud. For the
dynamical ring at t = 35 s the Thomas-Fermi profile shown in Fig. 6.19 has about
N = 4 × 104 atoms and the average radius of the ring at equilibrium is req ' 30 µm.
We then deduce the effective rotation frequency of the dynamical ring using equation
(6.43), and we have Ωeff = 2π × 35.4 Hz = 1.05ωr. From the radius and the effective
rotation frequency, one can determine the average angular momentum per particle:
〈Lz〉/N ' 317~.

Let us now estimate the value of the chemical potential. A first rough estimation
can be made by modelling the effective trap, including the rotational term, by a ring
potential with harmonic trapping ω′z in the vertical direction and ω′r around the equi-
librium radius req. Through equations (6.38) and (6.39), we deduce the perpendicular
and tangential trapping frequencies the dynamical ring, which read: ω′z/2π = 337.5 Hz,
ω′r/2π = 16.9 Hz. If we assume that the gas is in the three-dimensional regime, the
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chemical potential is given by [87]:

µ3D = ~
√
ω′zω

′
r

√
2Na

πreq

(6.55)

where a = 5.3 nm is the scattering length of rubidium atoms. Using this expression
for µ, we find µ3D/~ = 2π × 144.9 Hz which is smaller than the transverse oscillation
frequency, in contradiction with the 3D assumption. This means that the dynamical
ring is in the quasi-2D regime.

A better estimation of the chemical potential can then be given using the full
harmonic plus quartic potential modified by the centrifugal potential, following the
approach of Ref. [147] which is valid for a two-dimensional gas. The chemical potential
of such a quasi-2D superfluid is given by [147]:

µ =
~ωr
8λ

(
12λ2g̃

π

)2/3

, (6.56)

where ωr is the radial oscillation frequency at the harmonic oscillation and dz =√
~/Mωz is the size of the vertical harmonic groundstate in the nonrotating trap and

g̃ =
√

8πa/dz is the dimensionless interaction constant in two dimensions. With this
formula, we find µ/~ ' 2π × 84 Hz.

Interestingly, with this value of the chemical potential the estimated peak speed of
sound c =

√
µ/M ' 0.62 mm/s at the peak radius req is much smaller than the local

coarse-grained fluid velocity v = Ωrm ' 6.9 mm/s: the superfluid is therefore rotating
at a supersonic velocity corresponding to a Mach number of 11. If we compare it to
the radial average speed of sound of this very thin gas c =

√
µ̄/M =

√
4µ/5M '

0.55 mm/s we even find Mach 12.4.
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Figure 6.20 – Time evolution of the chemical potential in units of the harmonic
trapping frequency. The red dashed line indicates µ = 2~ωr.

Moreover, due to the continuous acceleration of the rotation, the dynamical ring
radius grows gradually with time and the atomic number decreases with the waiting
time which results in a decrease of the chemical potential and an increase of the Mach
number. The time evolution of the chemical potential is presented in Fig. 6.20. For
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t > 45 s the chemical potential is below 2~ωr and the highest measured Mach number
is above 20.

We have discussed the Lowest Landau Level regime previously. For a Bose gas
rotating in a harmonic trap, when the interaction energy gn is smaller than 2~Ωeff ,
the atoms stay in the LLL ground state. In our case, we have a harmonic plus quartic
trap, such that the LLL doesn’t strictly exist. However, there is still a family of
quasidegenerate states in the fast rotation regime, with an energy gap of 2~ωr to the
next family of states. After a holding time of about 50 s, the chemical potential drops
below this gap and we can say that the atoms occupy only this family of lower states.
The many-body character of the wavefunction is however not clear, and this work calls
for further investigation in this direction.

6.6 Quadrupole modes of the dynamical ring

In section 6.3.2 we have described how to excite the quadrupole mode for measuring the
effective rotation frequency of the connected gas at the bottom of the bubble trap. In
the case where a hole has formed, we can observe that the dynamical rings in Fig. 6.14
are not always perfectly round. An anisotropy develops after the forced evaporation
stage and rotates. For a connected cloud rotating at Ωeff < Ωh, the energies of the
m = ±2 quadrupole modes are non degenerate [82,155]. Such quadrupole modes have
also been predicted for a dynamical ring formed in a harmonic plus quartic trap [146]
but never observed up to now. Here we investigate these modes of a dynamical ring
by using a surface mode spectroscopy scheme [149].

Fig. 6.14 shows the experimental procedure and the evolution of the dynamical
ring. We have seen the experimental procedure of exciting the quadrupole modes
resonantly in section 6.3.2. During the resonant excitation phase, we selectively excite
a quadrupole mode m = −2 by rotating a small trap anisotropy εani = 0.01 for a
duration τ = 1 s once the ring is formed. For each excitation frequency Ωexc, the cloud
is imaged in situ just after excitation and the cloud anisotropy ζ = rlong/rshort is plotted
as a function of Ωexc. For a connected elliptical cloud, rlong and rshort are the Thomas
Fermi radii of the long and short axes. For the ring-shaped elliptical cloud, the long
and short axes are defined as the distance from the center of the density peaks along
the ellipse.

We have discussed above how the RF knife is able to accelerate the cloud during
evaporative cooling. Therefore, we can prepare clouds with different effective rotation
frequencies by selecting the sample at different waiting time. We hence realize the reso-
nant excitation experiment, through deforming the trap and rotating the deformed trap
at various frequencies, at different times t in order to be sure the rotation frequencies
are different before the resonant excitation phase.

Figure 6.21 shows the result of this quadrupole mode spectroscopy, focusing on
the m = −2 mode for increasing rotation frequencies corresponding to times t =2.5 s,
5 s, 20 s, 26 s and 50 s. They are fitted by a Lorentzian distribution instead of the
model in equation (6.44), since we are mostly interested in the resonant frequency.
By convention we set that Ωexc is negative when the excitation anisotropy is rotated
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Figure 6.21 – Cloud anisotropy ζ as a function of the probe frequency Ωexc for
different holding times t = 2.5 s, 5 s, 20 s, 26 s and 50 s from bottom to top, cor-
responding to effective rotation rates Ω/ωr ' 0.98, 1.02, 1.03, 1.04 and 1.05 (circle,
square, star, diamond and triangle symbols respectively). The black solid curves
are Lorentzian fits to the data. Inset: example of resonantly excited dynamical
ring.

against the direction of the atomic flow. The resonant spectroscopy of the connected
cloud shows that the m = −2 quadrupole mode resonance occurs at negative frequency
since the behavior of the quadrupole modes of the connected cloud trapped in the
bubble is similar to the m = −2 mode in a harmonic trap, before the appearance of
the central hole. Surprisingly, when the rotation frequency increases and Ω > Ωh, this
resonance shifts towards positive frequencies, which means that the two quadrupole
modes m = ±2 are now both co-rotating with the flow. This is not expected, as Ref.
[146] always predicts a negative value for the m = −2 resonant quadrupole frequency.

In order to verify that the direction of the rotating mode m = −2 is really co-
rotating with the flow, we take many in situ images with different waiting times after the
1 s resonant excitation phase and observe the rotating direction of the anisotropic ring.
The four figures in Fig. 6.22(b) show that the trap deformation rotates counterclockwise
during the stirring phase. Once the dynamical ring quadrupole modem = −2 is excited
resonantly, the ring becomes an ellipse and rotates in the same direction than the flow,
as shown in Fig. 6.22(a).

Moreover, the rotation rate of the ellipse in Fig. 6.22(a) is supposed to follow the
resonant probe frequency of the mode m = −2 which is ω−/2. We take pictures of
the rotating ellipse at different times and determine its rotation rate through the time
evolution of the angle, shown as the inner picture of the Fig. 6.23. Fig. 6.22 presents
the rotation rate of the ellipse, 0.801(6) rad · s−1 and the resonant frequency of the
spectroscopy 0.98(11) rad · s−1. These two frequencies are in fair agreement, showing
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(a) (b)

Figure 6.22 – (a): The ring anisotropy rotates counterclockwise at a very low
angular velocity. Pictures are taken every 1 s from left to right after the end of
the forced evaporation phase. The white lines are the long axis of the ellipse,
showing that the ellipse rotates counterclockwise. (b): Four pictures taken during
the stirring phase, at time t =−60 ms, −58 ms, −56 ms and −54 ms. Reading order
from left to right, from top to bottom.

that the elliptical excited ring rotates at the resonant frequency of the spectroscopy,
the difference being probably explained by the fact that the rotation frequency could
be slightly different if the time at which the spectroscopy was made is not exactly the
time at which the elliptic deformation occured. It also ensure that both the quadrupole
modes m = ±2 are co-rotating with the atomic flow, which doesn’t agree with the
theoretical prediction in [146,147].

We also tried to excite the mode m = +2 through rotating a deformed trap with a
small anisotropy εani = 0.01 at different rotating frequencies between 10 Hz and 70 Hz.
However, this mode was much more difficult to excite than the mode m = −2. In the
end, we could not observe a resonant peak as the one of the mode m = −2. If we
increase the anisotropy of the deformed trap to εani = 0.03 and decrease the excitation
duration to 25 ms, the resonant peak corresponding to the mode m = +2 appears with
a resonant frequency around 40 Hz.

6.7 Outlook

6.7.1 Reaching the giant vortex regime

In this chapter I have presented our results showing that we have achieved a dynamical
ring with a multiply charged vortex in the center and vortices in the bulk. The next
interesting step would be to try to reach the giant vortex regime. As the phase diagram
in Fig. 6.4 shows, in order to realize a phase transition from the dynamical ring to the
giant vortex, we can increase the rotation rate Ωeff or decrease the interaction strength.
On the one hand, increasing the rotation rate to values much larger than 1.06ωr is too
difficult to reach in our experiment. On the other hand, decreasing the interaction
strength requires to increase the quartic strength λ or decrease the number of atoms.
For our experiment, since changing the anharmonicity λ is not realistic, we can reach
the giant vortex state with the current ring rotation frequency by lowering the atom
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Figure 6.23 – Comparing the rotation frequency of the ellipse and the resonant
frequency of the quadrupole mode. The inner picture represents the angle as a
function of time together with a linear fit.

number. Fig. 6.24 presents the result of a GPE simulation made with N = 400 atoms:
a giant vortex is formed at Ωeff = 1.06ωr. Waiting for a long time and decreasing
the rf knife frequency would allow us to reach such a small atom number. But a high
sensitivity detection setup is then required, which is not currently implemented on
our setup. However, such sensitivities are possible and within reach of single atom
detection schemes realized by other groups [156].

6.7.2 Dissipation of the supersonic flow

In section 6.3.2 we showed that when the temperature of the cloud is very low, the
damping of the quadrupole mode will be very small and limited by the Fourier trans-
form. In addition, the trapping potential is very smooth and the dynamical ring has
little dissipation such that it can survive for a long time with the atomic velocity more
than ten times of the superfluid speed of sound. In order to study how a localized de-
fect would dissipate a superfluid flow at such a supersonic speed, we would like to use
the blue detuned beam that we developed to stir the static annular gas (see Chapter 5)
as an obstacle to perturb the dynamical ring. We are able to align the position of the
circular trajectory of the obstacle with the dynamical ring by using the same method
presented in Section 5.3.2.2. Changing the parameters of the obstacle, such as position,
intensity or rotation frequency, modifies the perturbation strength. We can measure
the evolution of the effective rotation frequency in the absence of the selectively evap-
orative rf knife or the atom number with the knife as a function of the perturbation
strength. This experiment may complement to even higher speeds the theoretical and
recent experimental works [157–160] showing that obstacles moving at velocities far
exceeding the Landau critical velocity do not necessarily create a significant amount



132 Fast rotating superfluid

Figure 6.24 – GPE simulation for 400 atoms rotating in the bubble trap for
different Ωeff in units of ωr. The blue (red) dashed lines are the contours along
which the circulation Cint (Cext) has been computed. The difference between the
circulations of the inner contour and the outer contour indicates the number of
vortices present in the bulk of the ring. When Ωrot = 1.06ωr, the inner contour and
the outer contour have the same circulation, proving that the dynamical ring is in
the 1D giant vortex regime. Simulations realized by Romain Dubessy.

of excitations. This work will be realized in the near future.



General conclusion

In this manuscript, I have shown three ring-shaped superfluids, a levitating ring, a
trapped ring situated at the equator of the bubble trap and a fast-rotating dynamical
ring. They are all confined on the surface of the bubble trap but with different formation
mechanisms.

The levitating ring is formed in a microgravity environment and confined on the
bubble surface. During my PhD, we proposed a method to compensate gravity which
is taking advantage of the inhomogeneous distribution of the local Rabi coupling. We
then designed the related experiments to test the theoretical prediction and to ensure
a perfectly circularly polarized rf field. After observing an unexpected ring instead of a
bubble-shaped cloud, we improved the initial analytical model by taking the inhomo-
geneous transverse confinement into account which allowed us to qualitatively explain
the formation of the levitating ring. As recently NASA has launched the Cold Atom
Laboratory (CAL) to the International Space Station (ISS) [65] to produce ultracold
degenerate quantum gases and one of the experiments aims at investigating the gas
confined in a microgravity bubble trap [67], our study of the levitating ring could be
helpful for the study of cold atoms in microgravity environment, especially for the re-
lated experiment in the ISS. By now, we did not probe the coherence of the levitating
ring. In the near future, we plan to evaporatively cool down the levitating ring with
the antenna of vertical axis, avoiding to breaking the rotational symmetry, in order to
study the properties of the levitating ring further.

As for the trapped ring, it is confined directly in the ring trap which is constructed
by the combination of a double blue detuned light sheet and the bubble trap. The
circulation of the ring is determined by the phase winding around one circle. The
wavefunction at a certain position of the ring should be single-valued, so the winding
phase has to be an integer times 2π, resulting in a quantized circulation. In the
beginning of my PhD, the implementation of the ring trap was almost done by the two
previous PhD students. My work, during my PhD, was to set the ring into rotation
and prove that the circulation of the ring is quantized. In this manuscript, we recall
the principle and experimental realization of the ring-shape trap. In addition, we also
showed two methods to set the ring into rotation: one method is rotating a quadrupole
deformation of the ring trap, and the other one is stirring the annular gas with a blue



134 General Conclusion

detuned laser.
The former method is able to create circulations in the ring, but it is difficult to

determine precisely the corresponding winding number. The critical rotation rate to
excite the ring and introduce vortices, computed through the speed of sound of the ring,
is much larger than the elementary rotation rate. As a consequence, using this method
is difficult to produce a desired circulation, especially a small one. The latter method
was used by many other groups and it was understood much better than the last
method. After improving the detection sensitivity of the circulation by implementing
a reconnection procedure, shifting the bubble and pushing the rotating superfluid from
the equator to the bottom of the bubble before releasing them, we finally succeeded
in detecting the circulation of the first circulation quanta. Moreover, we also observed
that a multiply charged vortex is separated into two or three small singly charged
vortices, which was an evidence of a quantized circulation.

As for the perspective of the trapped ring, on one hand, in order to generate any
desired circulation accurately, we would like to use the phase imprinting technique [161]
to rotate the ring. The idea is to imprint a given phase on the ring through an helix
of light intensity, generated by a Spatial Light Modulator (SLM). This method was
investigated theoretically [161] and the realization of the light profile has been obtained
experimentally in the lab. On the other hand, increasing the power of the double light
sheet and the magnetic gradient while decreasing the chemical potential allow the ring
to reach quasi-2D or quasi-1D regimes. A quasi-1D ring is attractive since it can be
regarded as a uniform ring satisfying periodic boundary conditions. Reaching such a
low-dimensional regime requires a chemical potential for a quasi-1D ring smaller than
both the radial and vertical trapping frequencies. The challenge here will be to produce
a quasi-1D ring with a small chemical potential due to the residual optical defects and
the inhomogeneous potential.

The superfluid dynamical ring, obtained by rotating a superfluid initially at the
bottom of the bubble trap, is formed due to the centrifugal force. The linear velocity
of the superfluid dynamical ring is more than Mach 18, indicating a supersonic velocity.
In addition, the dynamical ring can survive for more than one minute, showing that
the adiabatic potential is too smooth to dissipate the atomic flow. In the manuscript,
we also demonstrated the quadrupole modes of rotating connected or annular superflu-
ids. Surprisingly, we found that both of the quadrupole modes for the dynamical ring
are co-rotating with the atomic flow, which does not agree with the previous theoret-
ical prediction. This thesis presents the first experimental realization of a superfluid
dynamical ring and the first observation of the quadrupole modes of the dynamical
ring.

Theoretical and recent experimental works [157–159] indicated that obstacles mov-
ing at velocities far exceeding the speed of sound do not necessarily create a significant
amount of excitations. The heating rate may become maximum when the velocity of
the obstacle is close to the speed of sound [160]. In our setup, it will be very interesting
to study how a localized defect would dissipate the superfluid flow at such a super-
sonic speed. To this aim, we plan to add a local obstacle to perturb the dynamical
ring in order to investigate the decay of rotation as a function of the laser parameters,
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such as position and intensity. The blue detuned laser stirrer which had been used to
stir the trapped ring can be used for this purpose. We can use the same method as
presented in Section 5.3.2.2 to adjust the laser position with respect to the dynamical
ring. Analyzing the resulting data and compare it to theory will be the main challenges
here.

As described in Chapter 6, rotating a superfluid rapidly in an anharmonic trap,
such as a harmonic plus quartic trap or a bubble trap, crosses three phases: vortex
lattice, multiply charged vortex in center with vortex lattice in bulk, and giant vortex.
The giant vortex, as a one-dimensional irrotational flow with a large rotation rate, is
a phase never observed yet. We demonstrated that our superfluid dynamical ring is
one important step towards this giant vortex. After a series of numerical simulations
by Romain Dubessy, we found that the giant vortex regime should be accessible in our
experimental system for an atom number of 400 atoms with the maximum achievable
rotation rate in the experiment. Although such a small atomic density is below our
current detection sensitivity, it is still within reach of single atom detection schemes
[156]. Future experiments in this direction could build on the results presented in this
manuscript to access unprecedented regimes or rotation.
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Appendix A
Measurement of the gradient of the
quadrupole trap

In Chapter 2 we have explained that a rf dressed quadrupole trap results in a bubble
trap, and this dressing process take place in the science cell. After forming the bubble
trap, measuring the magnetic gradient α precisely allows us to obtain a more accurate
information about the trap. In fact, the most interesting parameter is the constant
gradient b = α/I, which only depends on our own configuration of the magnetic trap.
Once having this constant gradient b, it is accessible to the magnetic gradient with any
current. In the following I will present a method of measuring the constant gradient.
The main idea of measuring the gradient is that we increase the rf frequency for a certain
flowing current while the semi-minor axis increases correspondingly. A reminder of the
expression of the vertical equilibrium position considering gravity is written:

R =
ωrf

2α

(
1 +

ε√
1− ε2

Ω0

ωrf

)
=
ωrf

2α
+

ε√
1− ε2

Ω0

2α
. (A.1)

where ε is defined Mg/2~α. In this configuration of the quadrupole trap, α describe
the horizontal magnetic gradient, half of the vertical one, which is proportional to the
flowing current. From the last equation, one finds the first term is the semi-minor axis
of the resonant ellipsoid surface and the second term corresponds to the correction of
gravity. For a given Rabi coupling and a flowing current, the second term becomes a
constant that doesn’t depend on the rf frequency. If we plot the vertical position of
atoms after a duration of time-of-flight(TOF) for a different dressing frequencies, which
is supposed to be a straight line whose gradient indicates the inverse of the vertical
gradient of the magnetic trap. We can also describe the rf frequency as a function of
the vertical position as:

ωrf = 2αR− εΩ0√
1− ε2

. (A.2)

in which the gradient of the plotting curve gives the magnetic gradient. In order to
minimize the errors due to the dipole oscillation and get an accurate vertical position,
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for a fixed current and rf frequency, we also plot the vertical positions at different
waiting time.(see Fig.A.1) Fitting the curve with a sine function presents the center
of the motion, which minimizes the error bars. By using this method, we measure
the value of α/2π with three different flowing currents: 36 A, 45 A and 60 A, which
are 5.2(1), 6.6(2) and 8.5(5) MHz ·mm−1. It then gives the constant gradients per
ampere by dividing the currents into the magnetic gradient α respectively. Finally,
after averaging the three values for different currents, we obtain an accurate constant
gradient per ampere, which is b = 2.071± 0.16 G · cm−1 · A−1.
Fig. A.1 shows one case of 36A as well as the vertical oscillation of the cloud confined
in the bubble trap with dressing frequency 3 MHz.
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Figure A.1 – Left: Plot the setting rf frequency as a function of the measured
vertical position of the atoms after TOF while the flowing current is always 36 A.
The gradient of the resulting curve indicates the vertical magnetic gradient for 36 A.



Appendix B
Loading atoms to the equator of the
compressed bubble trap

In order to shift the relative position between the bubble and the light sheet, there
is a pair of coils in Helmholtz configuration situated below and above the science cell
generating a vertical bias magnetic field, which can displace the bubble vertically. So
the equilibrium of the vertical position is determined by the sum of two magnetic fields:
one is generated by the quadrupole coils with an amplitude −2bZ × Iquad where b =
2.071G · cm−1 · A−1 is the horizontal magnetic gradient and Z is the vertical distance
away from the quadrupole trap center; the other one is produced by the vertical bias
field with an amplitude Bb× Ibias. Therefore, the new center of the quadrupole field is
given by seeing:

Bb × Ibias − 2bZ × Iquad = 0. (B.1)
Applying a current Ibias in the bias coils can shift the bubble vertically by a distance Z
and a given current Iquad in the quadrupole coils. The conversion between the vertical
displacement in distance and the change of the current in bias coils can be described
as:

Z =
Ibias

Iquad

× Bb

2b
= Ibias ×

β

Iquad

, (B.2)

where β = 2266 µm is constant for a given geometry of the coils and is calibrated by
plotting the vertical position of the cloud after TOF as a function of Ibias for a certain
Iquad [100].

To shift the bubble and make the altitude of the atoms correspond to the center of
the light sheet, after vertically shifting the bubble to a certain position, we switch off
the trap including the quadrupole currents and the rf antennas while switching on the
double light sheet for 0.1 ms with its maximum power. Since the blue-detuned light
sheet applies a repulsive force on the atoms, one can deduce their relative position
through the atomic shape and center of mass in the horizontal TOF pictures. If the
altitude of atoms is aligned with the two maxima or the central minimum of the light
sheet, the vertical expansion of the cloud after TOF is symmetric and the vertical posi-
tion of the center of mass after TOF coincides with the position after free fall, which is
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shown in Fig. B.1. The distance between the two potential maxima of the double light
sheet is about 10 µm, and the corresponding current shifting in the bias coils is 0.15 A,
which also can be checked with equation (B.2). During scanning the bias current and
shifting the bubble, there are three times that the cloud expands symmetrically after
touching the double light sheet. It occurs when the atoms are aligned with the two
potential maxima and the potential minimum of the double light sheet, noted "b" and
"a" respectively in Fig B.1. In order to avoid to align the atoms with the maxima of
the light sheet, we scan the current Ibias from a value smaller than the expected value.
Once the expansion after TOF becomes extremely large and symmetric we check the
position of the other maximum by adding 0.15 A. If the expansion is still symmetric we
conclude that the good bias current corresponding to the potential minimum is between
these two values. After scanning the bias current and getting another symmetrical ex-
panding cloud, we load the atoms in the potential minimum of the double light sheet.
We check that the cloud is indeed at the minimum by looking at the position of the
center of mass after TOF.

Figure B.1 – Left: Vertical optical intensity distribution of the light sheet (red
line) and its derivative indicating the force applying on the atoms (black line). The
atoms do not undergo a force when they are located at the two maxima (noted b)
and minimum (noted c) of the light sheet. Right: Horizontal images of the atoms
after 23 ms TOF. (a) indicates the atoms at the bottom of the bubble without the
light sheet. (b) corresponds to the atoms located at a maximum of the double light
sheet, which also expands symmetrically. (c) corresponds the atoms in the central
minimum of the light sheet, which indicates a successful loading of the atoms into
the light sheet. (d) shows the TOF image of the atomic cloud after loading into the
light sheet with a power P0 = 300 mW. The cloud expands larger than (a) since
the vertical trapping frequency generated by the light sheet is more important than
the transverse trapping frequency at the bottom of the bubble.
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After aligning the atoms with the minimum of the light sheet, we note the current
in the bias coils as Ibias. During the third process of loading the atoms into the light
sheet, we hold the atoms at the bottom of the aligned bubble and then ramp the power
of the light sheet from 0 to P0 in 400 ms. Before compressing the bubble, atoms are
maintained in the double light sheet for another 100 ms.

Increasing the magnetic gradient and compressing the bubble lead to increase the
atomic density and the chemical potential, which also make it easier to reach condensa-
tion. During the last step, we first shift down the bubble for a distance of ∆z in 50 ms,
resulting in a ring trap whose radius r is already the goal radius at the equator of the
final ring trap, as shown as Fig.B.2(a) and (b). After that, we ramp the current in the
quadrupole coils from 28.5 A to 90 A in 200 ms to compress the bubble while changing
the current in the bias coils in order to always keep the radius of the ring constant,
as shown in Fig.B.2(c). Keeping the same radius during the bubble compression can
avoid displacing the atoms and minimize the heating and losses of the atoms. The final
current in the bias coils after compressing the bubble is given by:

Ifin = Ibias
I2

I1

+
rb
2
× I2

β
+ Zg ×

I2

β
, (B.3)

where I1 = 28.5 and I2 = 90 are the initial and final currents in the quadrupole coils,
rb is the semi-major radius of the bubble with 28.5 A, determined by equation (2.61).
On the right hand side of the equation (B.3), the first term serves to fix the position
of zero magnetic field. The second term is shifting down the bubble for a distance of
semi-minor radius rb/2. In addition, the last term corresponds to the correction of the
gravity, which is around 2.6 µm deduced by equation (2.74). An illustration showing
the role of these three contributions is presented Fig. B.2(d).

Figure B.2 – Illustration of the processes for loading the atoms into the ring trap
at the equator the bubble. (a)(b) show the vertical shift to make a ring trap whose
size is the same as final trap. (c) indicates the compressing process while keeping
the same size of ring trap. (d) is not one step of the loading procedure but it shows
the idea of how to determine the final current in the bias. The small ellipse drawn
in dashed line indicates the bubble trap after being compressed while remaining the
same center. Zshift presents the distance between the initial center of the bubble
trap and the center of the double light sheet. It consists of the semi-minor radius
of the large bubble draw in solid line and the distance between the position where
atoms are trapped and the very bottom of the resonant surface.
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Résumé
Les gaz quantiques dégénérés constituent une plate-forme idéale pour étudier la superfluidité.
Un superfluide annulaire a de nombreuses propriétés subtiles dues à sa géométrie topologique.
Dans ce manuscrit, nous présentons trois superfluides annulaires, obtenus par trois mécanismes
différents.

Le point de départ des expériences est un superfluide confiné au fond d’un piège en forme
de bulle, produit par l’habillage des atomes dans un piège quadrupolaire avec des photons
radiofréquence (rf). Ce piège adiabatique, présentant une excellente régularité, permet de
réaliser ces trois superfluides annulaires.

Le premier est un anneau en lévitation, formé à la surface du piège bulle par compensation
de la gravité. Nous étudions la structure prise par le nuage atomique, liée à l’effet fin de la
polarisation rf et au fort couplage rf. Le second est un piège annulaire, formé à l’équateur
de la bulle avec une double nappe lumineuse désaccordée vers le bleu. Nous avons placé
le gaz annulaire en rotation par deux méthodes, ce produisant ainsi un courant superfluide
permanent et une circulation quantifiée. Enfin, nous avons réalisé un anneau dynamique, qui
se forme sous l’effet de la force centrifuge lorsque l’on place les atomes de la bulle en rotation
rapide. Il s’agit d’un superfluide supersonique de longue durée de vie dont la vitesse linéaire
peut atteindre Mach 18. Nous mettons également en évidence un mode collectif d’un tel
superfluide en rotation rapide. La réalisation expérimentale de l’anneau dynamique est une
étape importante vers le régime du vortex géant.

Mots-clefs : Condensats de Bose-Einstein, potentiels adiabatiques, microgravité, super-
fluide, vortex, rotations rapides, modes collectifs, vortex géant

Abstract
Degenerate quantum gases offer an ideal platform to study superfluidity. An annular su-
perfluid has many subtle properties due to its topological geometry. In this manuscript, we
present three ring-shaped superfluids, obtained with different formation mechanisms.

The starting point of the experiments is a superfluid confined at the bottom of a bubble-
shaped trap, generated by dressing atoms in a quadrupole trap with radio-frequency (rf)
photons. Taking advantage of the smoothness of such an adiabatic trap allows us to realize
these three annular superfluids.

The first one is a levitating ring, formed on the surface of the bubble trap by compensating
gravity. We study the structure taken by the atomic cloud related to fine effect of the rf
polarization and the strong rf coupling. The second one is a ring trap, formed at the equator
of the bubble with an additional blue detuned double light sheet. We set the annular gas
into rotation by two methods, resulting in a persistent superfluid current and a quantized
circulation. The last one is a fast-rotating dynamical ring, which forms under the effect of the
centrifugal force. It is a long-lived supersonic superfluid whose linear velocity can reach Mach
18. We also evidence a collective mode of such a rapid rotating superfluid. The experimental
realization of the dynamical ring is an important step towards the giant vortex regime.

Keywords: Bose-Einstein condensates, adiabatic potentials, microgravity, superfluidity,
vortex, fast rotations, collective modes, giant vortex
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