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Abstract xi

Spatial modeling of invasion dynamics: Applications to biological control of Aedes spp.
(Diptera: Culicidae)

Abstract

In this thesis, we focus on mathematical modeling and analysis of invasion dynamics, with application to the biological
control of Aedes mosquitoes, vectors of various diseases such as dengue, zika, chikungunya, and yellow fever. We focus on
the study of spatial effects on population persistence and extinction, which remains a fundamental challenge in the study
of population dynamics. Biological controls based on the rear and release technique are sustainable and environmentally
friendly. These techniques involve releasing large numbers of insects reared in the laboratory that are either sterile or
incapable of transmitting disease, in order to reduce or replace the wild population. Reaction-diffusion models have been
applied and updated in this work to describe the spatial phenomena that influence the effectiveness of these techniques.
In an isolated area, we provide a critical domain size to ensure the efficacy of the control in the presence of migration of
individuals on the boundary. In wide regions, we design moving release strategies to block and reverse the propagation
of the population. A metapopulation model with discrete diffusion is also used to model the population in the presence
of inaccessible zones. The monotonicity is the key tool to analyze the models to help design better release strategies.
We also use empirical data to calibrate the models using an approach that combines the mechanistic view of differential
equations and the statistical view of data to make simulations and predictions about mosquito population behavior while
applying these techniques in the field.

Keywords: biological invasion, population dynamics, spatial modeling, reaction-diffusion equations, biological control

Résumé

Dans cette thèse, on étudie la modélisation mathématique et l’analyse de la dynamique des invasions, avec une application
au contrôle biologique des moustiques Aedes, vecteurs de diverses maladies telles que la dengue, le zika, le chikungunya
et la fièvre jaune. Nous nous concentrons sur l’étude des effets spatiaux sur la persistance et l’extinction des populations,
ce qui reste un défi fondamental dans l’étude de la dynamique des populations. Les contrôles biologiques basés sur la
technique de l’élevage et du lâcher sont durables et respectueux de l’environnement. Ces techniques consistent à relâcher
un grand nombre d’insectes élevés en laboratoire qui sont soit stériles, soit incapables de transmettre des maladies, afin
de réduire ou de remplacer la population sauvage. Des modèles de réaction-diffusion ont été appliqués et mis à jour dans
ce travail pour décrire les phénomènes spatiaux qui influencent l’efficacité de ces techniques. Dans une zone isolée, on
fournit une taille de domaine critique pour garantir l’efficacité du contrôle en présence d’une migration d’individus à la
frontière. Dans les régions étendues, on conçoit des stratégies de lâchers mobiles pour bloquer et inverser la propagation
de la population. Un modèle de métapopulation avec diffusion discrète est également utilisé pour modéliser la population
en présence de zones inaccessibles. La monotonicité est l’outil clé pour analyser les modèles afin de concevoir de meilleures
stratégies de relâchement. Nous utilisons également des données empiriques pour calibrer les modèles en utilisant une
approche qui combine la vision mécaniste des équations différentielles et la vision statistique des données pour faire des
simulations et des prédictions sur le comportement des populations de moustiques tout en appliquant ces techniques sur
le terrain.

Mots clés : invasion biologique, dynamique de populations, modélisation spatiale, équations réaction-diffusion, lutte
anti-vectorielle

Laboratoire Analyse, Géométrie et Applications
Université Sorbonne Paris Nord – 99 Av. Jean Baptiste Clément – 93430 Villetaneuse – France
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Chapter 1

Introduction

1.1 Thesis outline

This thesis contains three parts corresponding to three modeling approaches that are used within the present
work. Part I gathers studies on reaction-diffusion equations both in a bounded domain and in the whole space.
The results were obtained in one- and two-dimensional spaces. Part II contains the study using discrete diffusion
models and the metapopulation approach. The models in this part consist of a system of ordinary differential
equations. Part III is devoted to presenting works on model calibration using empirical data.

In detail, the present chapter introduces the motivation, the methods, and the main results obtained in this
thesis. The biological motivation of the thesis is described in Section 1.2 in the context of biological invasion
of Aedes mosquitoes. Next, in Section 1.3, we discuss how spatial modeling can be used as a tool to address
sophisticated problems in the study of biological control of Aedes mosquitoes. To describe the models we use
in the thesis, we place them in a broader context of spatial models to highlight the circumstances under which
our models provide an appropriate modeling approach. The contribution of the thesis is described in Section
1.4. From Chapter 2 to Chapter 6, we provide new results, some of which have already appeared in scientific
journals (the corresponding references are given at the beginning of each chapter) as listed below.

• Chapter 2 was published in European Journal of Applied Mathematics [7]

• Chapter 3 was published in Mathematical Modeling of Natural Phenomena [126]

• Chapter 5 was submitted for peer-review. Chapter 4, and 6 are almost ready for submiting.

1.2 Biological Invasion of Aedes Mosquitoes and Challenges

During evolution over 100 million years, mosquitoes have developed adaptive mechanisms that allow them to
survive in various environments. Among thousands of mosquito species, the two species of interest in this thesis,
Aedes albopictus and Aedes aegypti, which are major vectors of many dangerous arboviruses, have a fascinating
capacity to adapt to various climatic factors or environmental conditions. Nearly no aquatic habitat in the
world is unsuitable for them to breed. They can lay eggs in highly polluted and clean water, and even in the
smallest water containers such as buckets, vases, tires, bottle lids, or rainwater drums (see [29] and references
therein). Their use of artificial containers as a larval habitat and desiccation-resistant eggs have contributed to
their successful invasion worldwide.

In this section, we describe the invasion of these two species in four principal stages: introduction, establish-
ment, spread, and impact (see Figure 1.1) which are commonly used to study dynamics of biological invasion
(see [222, 132]). Each stage has its own issues to address in terms of the management and control of the in-
vading species [183], and we are interested in how these issues can be addressed mathematically. Mathematical
modeling and numerical simulation create a virtual laboratory to test hypotheses that are not feasible to do
by using only traditional methods in ecology such as analysis and interpretation of field data. Besides, field
experiments can induce adverse effects on biodiversity and the environment, and are costly while applying in
large scale. The challenges that arise in each stage of the biological invasion are discussed in Section 1.2. Among
these problems, we highlight the biological controls of Aedes albopictus and Aedes aegypti which is the main
interest of this thesis. The starting point of mathematical modeling for these issues using a dynamical system
approach is presented in this section.

1
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Figure 1.1 – Stages of biological invasion of Aedes mosquitoes

Figure 1.2 – World distribution of Aedes aegypti and Aedes albopictus in 2019 (Photo source: [109]).

1.2.1 Introduction of Invasive Mosquitoes

Modern human activities allow mosquitoes to be transported from one continent to another within a matter
of hours to a few days by cars, aircraft, or transoceanic containers and let the mosquitoes spread globally via
international trade and shipping [142, 28]. With a widespread in urbanized areas of the tropics and subtropics,
their proclivity for biting humans makes Aedes albopictus and Aedes aegypti the major vectors of various
dangerous arboviruses such as yellow fevers dengue, chikungunya, and Zika viruses [179]. Host-seeking females
take up to 95% of their blood meals from humans in nature [149].

Aedes aegypti is a polymorphic species native of Africa that belongs to a species group known as the Aegypti
Group, whose diversity is centered in the islands of the Indian Ocean. It has been brought in many areas in the
tropics, especially in concurrence with the slave trade in the 16th and 17th centuries. Additionally, Ae. aegypti
may have first invaded Portugal and Spain before reaching the Western Hemisphere on European ships [136]. In
Asia, this species was first established in the late 19th century, coinciding with the first reports of dengue fever
from an urban setting [190, 148]. In Australia, reports of dengue suggest the species established at a similar
time as in the Asian region, possibly prior. Ae. aegypti is first well-known as the vector for the yellow fever virus
(see e.g., [27]) and has been reported as the most efficient vector of the dengue virus (see e.g., [171]).

Aedes albopictus originates from Southeast Asia but has dramatically spread to both urban and rural areas,
and to many tropical, subtropical, and temperate regions around the world in the past few decades (see e.g.,
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(a) Ae. albopictus distribution (b) Ae. aegypti distribution

Figure 1.3 – Distribution of Ae. albopictus and Ae. aegypti in Europe, May 2023 [111].

[31, 136]). The spread of Ae. albopictus is the “third wave" of mosquito invasion that was caused by human
activities, following the spread of Aedes aegypti and Culex pipiens [136]. It spreads throughout the Oriental
region, north through China and Japan, and west to the African island nations of Mauritius, Seychelles, and
Madagascar [100, 157]. It had been detected in the transport of used tires at North American ports in 1983
[101, 136].

Nowadays, both species co-exist in many regions of the world [44, 109] (see Figure 1.2). Due to global
warming, heat waves and flooding in Europe are becoming more frequent and severe. This provides more
suitable conditions for invasive mosquito species like Ae. albopictus and Ae. aegypti. In 2013, the Ae. albopictus
mosquito was established in 8 EU/EEA countries, with 114 regions being affected. In 2023, the mosquito was
established in 13 countries and 337 regions (see Figure 1.3a). Also, Ae. aegypti has been established in Cyprus
since 2022 and may continue to spread to other European countries [111] (see Figure 1.3b).

A comprehension of invasive introduction unavoidably includes the whole range of issues affecting human
activities, particularly those related to human travel and transportation of agricultural products on international
and intercontinental scales [64]. The introduction of Ae. albopictus and Ae. aegypti as well as other invasive
species depends on the frequency of travel between the native country and the other, which could be determined
by the number of tourists per year, for example. The principal challenge is to minimize the risk of new introduc-
tions of invasive species, especially the vectors of infectious diseases to avoid the epidemiology. Unfortunately,
mathematical modeling of social and political processes is currently at a very early stage and is not discussed
in this thesis.

1.2.2 Establishment

The invasion history proved the amazing adaptation of Ae. albopictus and Ae. aegypti to the new areas where
they were brought in. The “Ten Rule” about the biological invasion of Williamson [222] stated that approximately
10% of nonindigenous alien species become established, and of the establishment, only about 10% become pests.
However, the performance of biting mosquitoes is much higher than in this rule [136]. For instance, in the United
States, there are 36.4 % species of mosquitoes established successfully. This proportion in Australia is about 25%.
One big challenge for biologists to prevent the establishment of mosquitoes is the identification of the factors that
affect the survival of the introduced species. It is efficient monitoring and eradication of the mosquitoes when
they are newly introduced. Monitoring is, however, a complicated theoretical and practical problem, because
the newly introduced species usually occupy only a small area. Various multi-scale approaches to modeling the
establishment of invasive species have been used but often appear to be ineffective and/or very expensive [168].
For Ae. albopictus and Ae. aegypti, many works have been carried out to monitor biological factors affecting
the establishment in different regions of the world (see e.g., [204, 74, 166]).

It is natural to expect that the invasive mosquito can only be established successfully if it starts growing
rather than declining right after the introduction. We therefore consider a mathematical model that allows us to
examine whether the invasive species will actually grow and how the answer depends on the parameter values of
the model. A classical approach is to use a compartmental model which consists of a set of compartments that
represent the density of, in this case, a certain life stage of the mosquito population, and which evolve according
to ordinary differential equations. The mosquito life cycle can be split into two clearly distinct phases: an aquatic
phase composed of three stages, egg, larvae, and pupae, and an aerial phase as adults. In the aquatic phase,
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mosquitoes are developing and sexually immature. After undergoing a metamorphosis, they become adults and
start to mate and reproduce. Here we do not focus on the modeling of the aquatic phase, which is a whole
topic on its own. As a starting point for the kind of models that will be discussed in this thesis, we introduce a
minimalistic model that was developed in the literature [19, 200]

Ė(t) = bF

(
1− E

K

)
− (νE + µE)E, (1.1a)

Ḟ (t) = ρνEΓ(M)E − µFF, (1.1b)

Ṁ(t) = (1− ρ)νEE − µMM. (1.1c)

Here we denote by E the aquatic phase (including eggs, larvae, pupae),M the males, F the fertilised females.
This is a simplified model where the dynamics of all aquatic phases in the mosquito life cycle are simplified
to the dynamics of the egg stage. Parameter b is the mean number of eggs laid by a female mosquito per day,
K is the egg carrying capacity, µE , µF , µM are respectively the eggs, females and males daily death rates,
νE is the emergence rate from the eggs stage to the adult stage, and ρ is the egg-hatching ratio to female.

The non-linear term bF

(
1− E

K

)
is a behavior of Aedes spp. which can be interpreted as a “skip oviposition”

behavior. Females will select their breeding site and may not deposit eggs or even skip their oviposition if the
breeding sites already contain a lot of larvae. The term Γ(M) represents how the density of males influenced
the dynamics of females through mating. Two typical choices for function Γ are:

Γ(M) ≡ 1 (monostable case), Γ(M) = 1− e−γM (bistable case). (1.2)

In the first case where Γ ≡ 1, the dynamics of females do not depend on the density of males, we assume that
all adult females are fertilised. While in the second case, an Allee effect is introduced through a new parameter,
γ, that is related to a female mating’s likelihood per male (in a given area) such that (1 − e−γM ) provides
the probability that an emerging female finds a male in her neighborhood to mate with. An Allee effect occurs
when the population is sparse and the population growth decreases because individuals can not find a partner
to mate with [61].

System (1.1) is monotone in the sense that the trajectory resulting from a larger initial value remains larger
over time. Details on the monotonicity of this system is provided in Appendix A. We obtain these properties
for (1.1) due to the fact that it is a cooperative system.

The population will grow and establish successfully means that the system possesses at least a positive
equilibrium. By “positive” we mean that all stages in the model are positive. We introduce the basic offspring
number

N :=
bρνE

µF (νE + µE)
.

The basic offspring number can be interpreted as the average number of offspring born per fertile female over
its expected lifetime. In the case where Γ ≡ 1, the system (1.1) has a unique positive equilibrium (E∗, F ∗,M∗)
if and only if N > 1. Due to the monotonicity of the system (see [191]), the trivial steady state corresponding to
the extinction is unstable, and all trajectories resulting from non-negative initial data converge to the positive
steady state. So that is why this case is called monostable case. Its phase portrait (of E and F ) is plotted in
Figure 1.4a where we can see the convergence of all trajectories to the positive equilibrium in the viable case,
when N > 1.

In the second case where Γ(M) = 1− e−γM , the following constants are introduced in [200]

ζ :=
µM

(1− ρ)νEγK

where ζ is the ratio between the typical male population size at which the Allee effect comes into play and the
male population size at wild equilibrium, as prescribed by the carrying capacity of eggs.

The result in [200] showed that when N > 4ζ, and

max
θ∈[θ0,1]

[
− ln θ − 1

2ζ

(
1−

√
1 +

4ζ

N
ln θ

1− θ

)]
> 0 (1.3)

where θ0 is the unique solution in (0, 1) of 1−θ0 = − 4ζ
N ln θ0, then (1.1) has two positive equilibria (e∗, f∗,m∗ �

(E∗, F ∗,M∗). The trivial equilibrium (0, 0, 0) and (E∗, F ∗,M∗) are locally asymptotically stable, so this case
is called bistable (see the phase portrait in Figure 1.4b). The basin of attraction of (0, 0, 0) is narrow, and when
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(a) Monostable case with N > 1 (b) Bistable case with γ = 0.005, N > 4ζ and (1.3) holds

Figure 1.4 – Phase portrait of E,F in model (1.1) when N large enough. The positive equilibria (in black)
appear at the intersections of the two dashed curves on which Ė (in red) and Ḟ (in blue) vanish. The values of
parameters are chosen following [69] for mosquitoes of species Aedes albopictus and presented in Table 3.1

.

the parameter γ decreases, it gets smaller.
In both cases, the model illustrates how the establishment of the mosquito population depends on the

parameter values. It requires that N is large enough which means the population should be efficient (large
birth rates and small death rates). In the bistable case where we have an Allee effect, it also requires that the
probability γ of one female to mate is high. Parameter estimation from experimental data of the Aedes mosquito
validates these conditions for establishment [200].

1.2.3 Spread of Aedes Mosquitoes and Biological Controls

Once the mosquitoes have been established locally, adult individuals usually start spreading and invading new
areas with passive ground transportation [150] and individual movements for mating and host-seeking. For
example, in France, the French Ministry of Health together with the French Regional Health Agencies have
set up monitoring of the whole territory, with increased surveillance of regions where the mosquito was present
or likely to become established. The data from the French Interdepartmental Agreement for Mosquito Control
(EID) and the European Centre for Disease Prevention and Control (ECDC) depicted in Figure 1.5 show the
spread of Ae. albopictus across the mainland France.

It is essential to determine the rate and pattern of spread of the invasive species to design appropriate control
strategies to block the invasion. In particular, the spread is affected by interactions between the invasive mosquito
and the native community as well as the biological control agents. Mathematical modeling for biological invasion
has shown that these interactions can decrease the rate of spread significantly and stop the propagating invasion
front completely. They can even reverse the propagation, hence stopping the invasion and eradicating the alien
species (see [132] and references therein). In this section, we discuss the biological controls of Ae. albopictus and
Ae. aegypti mosquitoes and some meaningful first insights into the problem by considering non-spatial models.

The spread of invasive mosquitoes has fomented the transmission of many vector-borne diseases across the
regions they have been established. As the pivot for arbovirus transmission, the mosquito vector is considered
the target for efficient arboviral disease control. Human efforts to control vector populations have a long and
controversial history. Starting from simple environmental management like eliminating standing water sources
and use of mosquito bed nets to chemical eradication using insecticide. In recent years, biological controls
become an alternative strategy because of their sustainability and eco-friendliness. Biological control can be
defined as the decrease of the target population by the use of predators, parasites, pathogens, competitors, or
toxins from microorganisms [32]. It aims to reduce the target population to an “acceptable” level and, at the
same time, to avoid unfavorable effects on the ecosystem. As far as mosquito control is concerned, biological
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Figure 1.5 – Distribution of Ae. albopictus (red) in mainland France between 2004 and 2022. Paris is presented
in the bottom left corner (Photo source: [67]).

control protects humans from mosquitoes by conservation of biodiversity while avoiding toxicological effects,
and protecting the existing community of mosquito predators. The predators then can assist the control effort
by preying upon newly hatched mosquito larvae after the control operation, thereby enhancing the efficacy of
the control methods.

Among the biological control, the rear and release techniques can be a game changer in the fight against
mosquitoes in the upcoming years [173]. These techniques consist of releasing of large numbers of insect reared in
the laboratory that are either sterile or unable to transmit disease to reduce or to replace the wild population. In
this thesis, we focus on two techniques that recently gained a lot of attention in the mosquito control community:
the SIT and Wolbachia-based method, which represent two main approaches of the rear and release techniques:
population elimination and population replacement. In this thesis, we discuss how mathematical modeling,
analysis, and simulation (including the humble contributions of this thesis) help to prevent failures, improve
protocols, and test assumptions while applying these strategies in the field.

The Sterile Insect Technique

Since the pioneering work of Knipling [118], who realized that the fertility of monogamous female organisms could
be readily compromised as a result of mating with a sterile male, the history of genetic control of mosquitoes
has begun [29]. The so-called Sterile Insect Technique (SIT) is the method aiming to suppress or even eliminate
entire populations of a particular mosquito species by mass releases of sterilized male mosquitoes that mate
with indigenous females yet produce no fertile offspring. This technique has been applied to fight against Ae.
albopictus and Ae. aegypti and evaluated in many countries around the world, for example in Cuba [88], in
Mexico [147] in China [228], and in Italy [30]. One standout advantage of SIT is that it relies on the natural
ability of the male mosquitoes to locate and mate with females. This behavior will take place even in areas that
cannot be reached with conventional control techniques (i.e. insecticides) (see Chapter 5).

When sterile males can be released in sufficient numbers and over a sufficiently long period, so that they
outcompete the wild males in terms of mating with the females, then the population should considerably decline
and reach local elimination. Different mathematical models have been studied for the SIT to assess their potential
as a control tool (see [70] and references therein). The compartmental model (1.1) was modified to study the
SIT [200]. A minimalistic model can be derived by assuming that the density of sterile male, denoted as Ms, is
constant
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Ė(t) = bF

(
1− E

K

)
− (νE + µE)E, (1.4a)

Ḟ (t) = ρνEΓ(M + γsMs)E
M

M + γsMs
− µFF, (1.4b)

Ṁ(t) = (1− ρ)νEE − µMM, (1.4c)

where we consider the proportion of fertile mating
M

M + γsMs
, with γs the mating competitiveness of sterile

males. The full model introduced in [200] describes different stages in the aquatic phase including eggs E, larvae
L and classifies the females into two types, females F that are fertilised by mating with wild males, and sterile
females Fs which mated with sterile males. The author in [200] indicated that the dynamics of the full model
is not different from the simplified model (1.4). Therefore, we focus on study system (1.4) in this thesis.

A preliminary result for this system states that, if the basic offspring number N is large enough, there exists
a critical value M crit

s > 0 (see [19] for the monostable case and [200] for the bistable case) such that

• If Ms ∈ (0,M crit
s ), system (1.4) has two positive steady states (e∗, f∗,m∗)� (E∗, F ∗,M∗);

• If Ms = M crit
s , system (1.4) has exactly one positive steady states;

• If Ms > M crit
s , system (1.4) has no positive steady state.

This result indicates that in both cases, the SIT control can induce the Allee effect in system (1.4) and if the
number of released sterile males exceeds the critical value M crit

s , zero is the unique equilibrium. By use of the
monotonicity of the system, one has (0, 0, 0) is globally asymptotically stable, and the SIT succeeds in this case.
In practice, the population of sterile males also reduces with some death rate µs > 0, and the density of this
compartment can be described by the following equation

Ṁs(t) = Λ(t)− µsMs, (1.5)

where Λ(t) is the number of sterile males released at time t. While taking Λ(t) ≡ Λ > 0 constant, we plot the
phase portraits of system (1.4) in Figure 1.6. Even when we consider the monostable case when Γ(M) = 1, the
model (1.4) still has the bistable dynamics due to the implementation of sterile males (see Figure 1.6a). When
Λ exceeds some critical value, all the positive equilibria disappear, and all trajectories converge to the trivial
equilibrium (see Figure 1.6b).

Various works in the literature provided control strategies for system (1.4),(1.5) by designing different profiles
for Λ. The work [200] considered different profiles of Λ where it is constant, periodic, or impulsive and provided
necessary conditions to reach elimination in each case. An important assumption in [200] is that there is an
Allee effect in the wild mosquito population (Γ(M) = 1 − e−γM ), and then the application of SIT for a finite
time is sufficient to drive the population into the basin of attraction of the zero steady states. In practice, this
assumption may not be valid and the size of this domain may be close to zero. Other works have considered the
case without that assumption and design alternatives strategy [19, 38, 39] based on the bistability induced by
the SIT. The strategy in [19] consists of massive release at the beginning, then followed by a lower release rate,
which can be maintained for a long time and is called the “permanent” SIT. In the thesis, this idea is extended
and implemented taking into account the spatial distribution of the population (see Chapter 3 & 4). In [38, 39],
robust strategies using both open and closed-loop control have been designed for the SIT. The optimization of
release time and release number of sterile males is another essential question to maximize the efficiency of the
technique. A clear presentation of optimal control strategies for the SIT with relevant references can also be
found in the PhD thesis of Jesus Bellver Arnau [22].

Spatial distribution is an important and interesting aspect but still remains a challenge for the mathematical
modeling of biological controls. A very first model combining effects of dispersal terms and growth dynamics was
developed in [128] to study the SIT as a method to block and reverse the invasive waves of the wild population.
Recently, many works propose spatial models for Aedes mosquitoes to investigate the barrier effects [185, 15],
and design a control strategy based on moving releases to reverse the propagating fronts [12]. This is also the
main interest in this thesis where we will use spatial modeling to investigate spatial effects on the biological
control of invasive mosquitoes (see Section 1.3).

The Population Replacement Methods and Wolbachia-based controls

The population replacement method aims to replace the vector population with a transgenic or pathogen-
refractory strain that is unable to transmit diseases [29]. Replacing the target population with a pathogen-
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(a) Λ = 30 (b) Λ = 70

Figure 1.6 – Phase portrait of model (1.4)-(1.5) with Γ(M) ≡ 1 (monostable) while applying the SIT with
different values of Λ. The equilibria (in black) appear at the intersections of the two dashed curves on which Ė
(in red) and Ḟ (in blue) vanish.

refractory strain could specifically reduce the pathogen transmission while maintaining the population in its
original ecological niche, limiting the risk of secondary pest emergence. Various mosquito antiviral factors such
as siRNA, miRNA, ribozymes, immune factors, and neutralizing antibodies can be used to reduce the virus
infection and transmission in genetically modified mosquitoes. They can replace the wild population in a few
generations, that is to say in a few months for mosquitoes (see [226] and references therein). However, the
biosafety concerns about using genetically modified insects are still controversial [158].

The biological control using Wolbachia is more acceptable for the public than the genetic modification-based
approach as it is a naturally existing bacterium. The method has been applied successfully in the field [108] and
used worldwide by the World Mosquito Program [224]. Wolbachia is a gram-negative bacterium, living inside
the cell of the host. It was first discovered in the Culex pipiens mosquito in 1924 by Hertig and Wolbach [104]
and now gains the spotlight due to the discovery of its ability to inhibit the replication of arboviruses, including
dengue, zika, and yellow fever [43, 72] and prevent viruses transmission. The high density of Wolbachia, which
could reach several hundred bacteria per cell [137] can cause high antiviral resistance and reduce significantly
fecundity, fertility, and survival [146]. This bacterium can be found in 65% insect species [105] and is mainly
transmitted vertically from mother to offspring (see Table 1.1). These characteristics allow Wolbachia-based
technique to be viewed as a population replacement method, since once the Wolbachia-infected females are
released, they will pass the bacteria to the next generation and replace the wild population.

Table 1.1 – Offspring outcome in a population with both Wolbachia-infected and uninfected mosquitoes

Male

Female
Infected Uninfected

Infected Infected CI

Uninfected Infected Uninfected

Another important property of Wolbachia is that it induces cytoplasmic incompatibility (CI) in Aedes
mosquitoes. CI is the failure of a sperm and egg to produce viable offspring under certain conditions (see
e.g., [52, 210, 209]). Various models were developed to describe CI including discrete-time population-genetics
models [210, 209], following an original model for CI in [52], and continuous-time population-dynamics mod-
els taking into account the competition and coexistence of different Wolbachia strains [116, 79]. In the case
of Wolbachia-carrying mosquitoes, CI is caused by the crossed infertility of a Wolbachia-infected male and a
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wild uninfected female, see Table 1.1. Due to the CI, Wolbachia-infected males can be released massively to
mate with wild females to reduce the reproduction of the population. This approach is similar to the SIT in
the previous section and is a form of the Incompatible Insect Technique (IIT). However, unlike the SIT, the
Wolbachia-based approach does not require a strict sex separation, since the release of both Wolbachia-infected
males and females is meaningful. Due to this reason, we can model the biological control using Wolbachia by
a simple Lotka-Volterra model without sex structure considering ni and nu the densities of Wolbachia-infected
and uninfected mosquitoes respectively (see e.g., [54, 201, 13]). We consider in the following a simple model
studied in [13]

ṅi(t) = bini

(
1− ni + nu

K

)
− dini + Λ(t), (1.6a)

ṅu(t) = bunu

(
1− ni + nu

K

)(
1− sh

ni
ni + nu

)
− dunu, (1.6b)

where we assume that the Wolbachia-infected (resp. uninfected) population has the birth rate bi (resp. bu) and

death rate di (resp. du), and K denotes the carrying capacity of the environment. The term
(

1− sh
ni

ni + nu

)
models the cytoplasmic incompatibility (CI) with sh ∈ [0, 1]. When sh = 1, the CI is perfect, no egg of
uninfected females fertilized by infected males can hatch. The factor becomes nu

ni+nu
which means the birth rate

of uninfected mosquitoes depends on the proportion of uninfected parents because only an uninfected couple
can lay uninfected eggs. Whereas, sh = 0 means that all the eggs of uninfected females hatch. In this case, the
term becomes 1, so the growth rate of the uninfected population is not altered by the pressure of the infected
one. Function Λ(t) denotes the number of Wolbachia-infected mosquitoes released per time unit. We emphasize
that system (1.6) is competitive (see Appendix A).

The analysis of system (1.6) is studied in [13]. In the absence of control (i.e., Λ ≡ 0), if the birth rate is
larger than the death rate, system (1.6) has at least three non-negative steady states

(0, 0), (n∗i , 0), (0, n∗u),

with n∗i = K

(
1− di

bi

)
and n∗u = K

(
1− du

bu

)
. In this case, one of the two populations must prevail in the

long run, eliminating the other one. In addition, the trivial equilibrium (0, 0) is (locally linearly) unstable, and
system (1.6) has a fourth distinct positive steady state (nci , n

c
u) if and only if

1− sh <
dubi
dibu

< 1. (1.7)

This coexistence equilibrium is (locally linearly) unstable (see [13] for explicit formula).
The success of the population replacement method using Wolbachia lies in the establishment of the Wol-

bachia-infected mosquito population which now plays the role of an invasive species. Hence, the control succeeds
if the trajectories of the system converge to (n∗i , 0). The phase portrait of system (1.6) is presented in Figure 1.7
with two different values of the cytoplasmic incompatibility sh. When sh is small such that the condition (1.7)
is not validated, almost trajectories of system (1.6) converge to equilibrium (0, n∗u) and the basin of attraction
of equilibrium (n∗i , 0) is very small (see Figure 1.7a). However, in practice, the rate sh is usually close to 1, so
condition (1.7) holds and the coexistence equilibrium (nci , n

c
u) exists. We can see in Figure 1.7b, this equilibrium

is a saddle, and all the flows below the dashed line passing close to this equilibrium are pushed to (n∗i , 0).
The dynamics of system (1.6) can be described by the dynamics of the proportion p =

ni
ni + nu

(see [201]) in

which two steady states 0 and 1 play an important role. Various works have provided strategies for the release
function Λ in (1.6) in both temporal and spatiotemporal frameworks using this simplified model [13, 5, 6, 71]. A
feedback control perspective was also provided in [37]. In addition, sex-structured models have been developed
to describe more details of the mosquito population under control using Wolbachia to help design a sex-biased
release strategy [78, 40]. The use of Wolbachia in the control of arboviruses transmission is also modeled using
the SIR and SEI compartmental models (see [110, 14] and references therein).

Unlike the SIT control in which the target population can recover after the controls stop, theWolbachia-based
control performs more sustainably in both ecological and evolutionary perspectives [180]. Theoretically, once
the Wolbachia-infected population is established in the reservoir, it persists for a long time without permanent
releases. This makes it a self-sustaining, affordable, and long-term solution to control mosquito-borne diseases.
However, in practice, many factors can influence the efficacy of this control technique. For example, when
the area treated by the control is surrounded by one or several areas where intervention is, for some reason,
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(a) sh = 0.2 (b) sh = 0.8

Figure 1.7 – Phase portrait of model (1.6) while applying the population replacement method using Wolbachia.
The black dots represent the equilibria. The dashed line connects the extinction equilibrium and the coexistence
equilibrium.

impossible, the migration of wild mosquitoes from the exterior towards the interior of the domain, as well as the
outflow of Wolbachia-carrying mosquito, can affect the sustainability of the method. This is the main problem
that we address in Chapter 2 by extending the model proposed in [201]. Our result suggests applying the control
technique using Wolbachia at a large scale or in well-isolated regions to guarantee its long-term stability. Many
field studies in the framework of the World Mosquito Program (see e.g., [89, 211, 212]) have confirmed the
necessity of large-scale deployment of this technique on health and economic benefits.

1.2.4 Impacts of Invasion

The last stage of biological invasion is associated with the impact of alien species to the invaded areas. In the
case of Aedes aegypti and Aedes albopictus mosquitoes, we focus on the spread of epidemics that they brought
to the indigenous region.

In terms of morbidity and mortality caused by vector-borne diseases, mosquitoes are the most dangerous
animals confronting mankind. Around 4 billion people in tropical and subtropical regions are threatened by
mosquitoes, more than half of the world’s population. Among 30 species known to have established in new areas
throughout the world, Ae. aegypti and Ae. albopictus gain special recognition for their dispersal potential and
their significance as vectors of human diseases. Ae. albopictus is characterized by their high vector competence for
arboviruses [28] and have been able to rapidly and successfully build up and establish stable populations in new
geographical regions. The invasion of mosquitoes fomented the movement of pathogens from one geographical
region to another has resulted in the spread of diseases. In 1999, the introduction of Ae. albopictus, a vector of
West Nile virus to the United States enabled this disease to spread rapidly (within 5 years from the East Coast
to the West Coast) across the continent, placing another 0.5 billion people at risk. The recent introduction
of this species to Southern Europe resulted in the first known indigenous European outbreak of chikungunya
and Zika fever. Until the early twentieth century, in regions of North and Central America, the Caribbean, and
Europe, the spread of Ae. aegypti caused severe yellow fever epidemics. Both Ae. aegypti (primary vector in
urban areas) and Ae. albopictus (secondary vector in suburban/rural areas) are the vectors of dengue. Around
390 million dengue infections occur every year and 128 countries are at risk [66]. Currently, dengue is not
endemic in Europe, but with the increasing numbers of imported cases [111] and with the spread of Ae. aegypti
and especially Ae. albopictus, there is an increasing risk.

Mathematical models have been developed widely to study the dynamics of transmission of mosquito-borne
diseases since the pioneering works of Sir R. Ross a century ago [181]. Mathematical approaches usually focus on
estimation methods for the basic reproduction number of the pandemics and their consequences for the impact
of vaccination [113]. Many deterministic models were built to describe the infection dynamics with a simplifying
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assumption that the transmission probability between mosquito and host was constant [16]. However, almost all
diseases transmitted by Ae. albopictus and Ae aegypti like dengue, zika, and chikungunya do not have effective
vaccines or antiviral drugs, so many models have been developed to study the effects of biological controls such as
the SIT or the Wolbachia-based technique to the transmission of diseases [110, 156, 62, 22]. Modern research in
this field would benefit from an expansion around the concepts of heterogeneous mosquito biting, poorly mixed
mosquito-host encounters, spatial heterogeneity, and temporal variation in the transmission process [169]. This
is an intense research field but the thesis does not focus on this direction.

1.3 Spatial Modeling for Biological Control of Aedes Mosquitoes

The simple models we have described so far have used the dynamical system approach by assuming that all
individuals experience the same homogeneous environment. In practice, populations of ecological species do
not remain fixed in space. Instead, the spatial distribution of a species tends to evolve and change with time.
Particularly, the redistribution of population is a fundamental feature of biological invasion, especially at the
stage of geographical spread. To build a mathematical model, we need to decide how we describe the movement
of individuals and how we combine it with the population dynamics to construct a growth-dispersal model.

Table 1.2 – Some different spatial models in ecology and how they treat space and keep track of population
dynamics

Models

Space Population dynamics

Explicit
Implicit

Individual Population

Continuum Discrete scale scale

Classical metapopulation

Discrete diffusion

Ideal free distribution

Cellular automata

Reaction-diffusion

Integral-kernel-based

Individual-based

There are various ways that space and the populations inhabiting it can be represented in models (see Table
1.2). Specifically, they can treat space and time as continuous or discrete, and they can describe dispersal and
population dynamics as stochastic or deterministic. Some models treat space implicitly without specifying how
the population is arranged in physical space. These include the MacArthur-Wilson [141] models for island bio-
geography and the classical metapopulation model of Levins [127] in which they described what fraction of an
environment is occupied by some species. Hanski’s version of metapopulation models [99] incorporated some
aspects of space explicitly by considering space as a collection of patches and describing the probability that
each patch is occupied. Another version of the metapopulation model that considers a patchy space but studies
the population density is known as discrete diffusion or island chain model (see e.g., [4]). The disperse between
patches is assumed at some rate that can be constant or density-dependent.

Models that treat space explicitly usually incorporate a map of a spatial region and provide some sort of
description of what is happening at each spatial location at any given time. In addition to the models mentioned
above, there are many others that consider discrete space like ideal free distribution [84] or cellular automata
models [58]. Besides, a majority of spatial models treat space as a continuum such as reaction-diffusion models
[50, 176]. The key idea to derive the dispersal in these models is to envision individuals dispersing via random
walks, then at large spatial scales, a collection of dispersing individuals will behave analogously to a collection of
particles diffusing as a Brownian motion [159, 208]. Diffusion can also be derived from Fick’s law which describes
the flux of a diffusing substance in terms of its gradient [159, 154], or from stochastic differential equations [86].
These models were first introduced into ecology by Skellam [189] and Kierstead and Slobodkin [117] and will be
discussed in the context of the mosquito population in this thesis. It is important to note the reaction-diffusion
equation ignores the long-distance dispersal since Fick’s law relates the population flux to the local value of the
population density gradient. When long-distance dispersal cannot be neglected, transport becomes nonlocal and
Fick’s law is no longer valid [165] and reaction-diffusion equations can then be replaced by integrodifferential
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equations (integral-kernel based models).
The models we described so far are not explicit in the sense of keeping track of the locations of individuals

as they move around in space. The models that capture the behavior of each individual are called individual-
based models (see [65]). They can provide enough details of behavior and life history to make predictions of
specific natural systems by computer simulations, but they seem to be too complicated to solve mathematically
by existing analytical methods. Population-based models, in contrast, can be analyzed with various tools of
mathematical analysis but usually only provide broad insights about general systems. Both specific prediction
and general understanding are worthy goals, but it is not always feasible to achieve both with the same model.

With such a wide range of spatial models that have been developed to study ecological phenomena, how
can we decide which to use in a given situation? The way we choose the type of models in this thesis is based
on the biology of the mosquito population and the challenges that arise in the implementation of biological
controls (see 1.2.3). Ae. albopictus and Ae. aegypti species usually breed and rest close to the habitat of their
hosts and therefore do not fly long distances [29], so non-local dispersal is negligible. Moreover, the biological
control agents (e.g. sterile males, Wolbachia-infected mosquitoes) are usually released in a single patch habitat,
possibly with some internal heterogeneity, and can often be viewed as a continuum, so that it is appropriate
to use reaction-diffusion models to describe the density of mosquito population inhabiting it. This kind of
model is the heart of mathematical modeling in ecology as well as this thesis. In the present work, we also study
some other spatial models with a strong connection with reaction-diffusion models. More details of the models
are presented in the following.

1.3.1 Reaction-diffusion models

Models of local growth are considered in Section 1.2 and now can be coupled with the diffusion and form a
reaction-diffusion model as follows {

∂tu(t,x) = D∆xu + f(u),

u(t = 0,x) = u0(x),
(1.8)

where x ∈ Rd is the space variable, u = (u1, u2, . . . un) a vector function in Rn that describes the density of n
stages of the mosquito population (u = (E,F,M,Ms) in the SIT case and u = (ni, nu) in the Wolbachia case),
and D ∈ Mn×n is a non-negative diagonal matrix. The continuous function f : Rn → Rn describes the growth
of population, D is the diffusion coefficient.

In a bounded domain: To study the effect of migration of mosquitoes on a treated habitat, we consider
model (1.8) in a bounded domain Ω and develop specific boundary conditions to describe the flux on the
boundary. Solutions of nonlinear parabolic equations can exhibit various and sometimes complicated behavior.
However, in a bounded domain and with small nonlinearities f , the solutions of this model relax to the constant
or simple steady states and we cannot expect spectacular behavior [167]. For example, with the homogeneous
Dirichlet condition, u = 0 on ∂Ω, the Laplace operator has a positive dominant eigenvalue, then the solution of
(1.8) converges towards a stable steady state. With the Neumann condition ∂u

∂ν = 0, the first eigenvalue of the
Laplace operator is 0 and possible long-term behavior of (1.8) is the relaxation towards a homogeneous (i.e.,
independent of x) solution, which is not constant in time.

In our work, we use an inhomogeneous Robin boundary condition to describe the inflow and outflow on the
boundary ∂Ω (see Chapter 2)

∂ui
∂ν

= −Db(ui − uext
i ), (1.9)

with i = 1, 2, . . . , and uext
i > 0 is the density of stage i outside Ω, Db > 0 is the migration rate on the

boundary. The boundary condition (1.9) models the tendency of the population to cross the boundary, with
rates proportional to the difference between the surrounding density and the density inside Ω. The model (1.8)
with boundary condition (1.9) has some non-homogeneous steady state that provides insights into the study of
the efficacy of the biological controls.

In the whole space: To investigate the spread of invasive waves in a wide area, we consider the reaction-
diffusion model in an unbounded domain and study its traveling wave analysis. When the model has a steady
state 0 which corresponds to the case the population is absent and a positive steady state u∗, the spread of
the population is described in [219, 131] and we will present the definition in the following for the sake of
completeness. The population spreads at roughly the speed c∗ if for any non-zero initial data u0 lies between 0
and u∗ and u0 has a compact support, and for any positive ε, solution u of (1.8) satisfies that

lim
t→+∞

sup
|x|>(c∗+ε)t

|u(x)| = 0, (1.10)
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and
lim

t→+∞
sup

|x|6(c∗−ε)t
|u(x)− u∗| = 0. (1.11)

Equation (1.10) states that if an observer were to move at a fixed speed greater than c∗, the local population
density would eventually look like 0. Equation (1.11) states that if an observer were to move at a fixed speed
less than c∗, the local population density would eventually look like u∗.

Traveling waves is an interesting behavior that one can observe while working with the reaction-diffusion
systems in the whole space. Recall that a traveling wave solution of (1.8) with speed c+ > 0 refers to a pair
(U, c+), where u(t, x) = U(x+ c+t) is a nontrivial and bounded solution of (1.8). We call U = (U1, . . . , Un) the
wave profile and c+ the wave speed. We say (U, c+) is a wavefront if U(±∞) exist and U(−∞) 6= U(+∞).

System (1.8) is called non-degenerate if all diagonal entries of matrix D are positive. When f is a monostable
nonlinearity, for any wave speed c+ larger than some minimal speed cmin, system (1.8) admits a traveling front.
The existence of the minimal wave speed and the stability of wavefronts for the non-degenerate case were
presented in [214]. The author in [219] proved the existence and estimate of the spreading speed c∗ for general
cooperative reaction-diffusion systems. The results in [133] showed that the spreading speed c∗ coincides with
the minimal wave speed cmin. In the bistable case, a complete result about the existence and stability of the
unique (up to translation) wavefront when (1.8) is non-degenerate was given in [214].

While applying the reaction-diffusion model (1.8) to describe the mosquito population with u = (E,F,M)
as in (1.1), we take into account the fact that the aquatic stage E of the population does not move. Thus,
the model we obtain is partially degenerate with D11 = 0, Dii > 0 with i > 1. The existence of wavefronts of
partially degenerate systems in both monostable and bistable cases was proved in [77].

In this thesis, we design a space-dependent release function (see Chapter 3 and 4) and move it with a constant
speed c < 0 in the opposite direction of the natural front. Thus, the nonlinearity f in (1.8) can be written as the
form f(x− ct,u). We are interested in the question of whether such a ’forced’ moving nonlinearity can give rise
to traveling waves with the same speed. This can be interpreted that the release strategy succeeds in reversing
the propagation of the wild population.

1.3.2 Discrete diffusion models

Another issue we want to address is the inaccessibility of the target region. Due to the natural ability to
move and mate with females of male mosquitoes, the SIT can reach the inaccessible area which other control
methods (like insecticides) can not do. To study this phenomenon, we consider space as a combination of
two patches: the directly treated zone and the unreachable zone, then use the discrete diffusion model
to describe the population dynamics (see Chapter 5). Discrete approaches offer a better and simpler way of
modeling heterogeneity (see e.g., [20, 21, 112]), especially when resources such as hosts and breeding sites are
variable across regions. This kind of model was also used to study the dispersal of mosquito population in [140,
143] and references therein.

The discrete model can be obtained using a finite difference scheme of (1.8) (see [4]). For example in

one-dimensional space, we can discretize a spatial domain (0, L) into N intervals. Let
N∑
j=1

lj = L and denote

x0 = 0, x1 = l1, x2 = l1 + l2, . . . xN = L. For j = 1, 2, . . . , N , consider vj(t) = u(t, xj) and u(xj) = vj0, then the
discrete approximation vj satisfies{

v̇j = f(vj) +Dj,j+1(vj+1 − vj) +Dj−1,j(vj−1 − vj),
vj(t = 0) = vj0.

In more general scenarios, the discrete diffusion models are written in the form

v̇j = f(vj) +
∑
k 6=j

(Dk,jvk −Dj,kvj), (1.12)

with Dk,j > 0 for any k 6= j. The study of the discrete diffusion model for single-species populations has a long
history (see [4, 202, 138]). The critical patch number such that the population persists was provided in [4, 138].
This number depends on the nonlinearity f and the diffusion rates Dj,k. In [202], the authors showed that if the
population in each patch can survive when the patches are isolated, then the whole model remains persistent
for any diffusion rates. However, there is still no general theoretical result for the multi-group system like in our
case.

In our model in Chapter 5, we consider a multi-group system on each patch. While considering the release
function only on one patch, we investigate the conditions in which both patches go extinct depending on the
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dynamics of the population, the number of sterile males released as well as the diffusion rates.

1.3.3 Multi-scale models

The movement of each individual in the population can be described by a stochastic process, where Xt denotes
its position at time t and satisfies the following stochastic differential equation

dXt = µ(Xt, t)dt+ σ(Xt, t)dWt, (1.13)

where dXt and dt can be viewed as ordinary differentials, Wt is the standard Wiener process, µ is a drift. Then
the probability density p(t, x) of the random variable Xt can be described by a parabolic equation called the
Fokker-Planck equation [172]. In the one-dimensional case, the formulation of the equation is as below

∂tp(t, x) = −µ(x, t)∂xp(t, x) + ∂xx

[
σ2(t, x)

2
p(t, x)

]
. (1.14)

We have the diffusion coefficient D(t, x) =
σ2(x, t)

2
. This equation is also known as the Kolmogorov forward

equation. The stochastic differential equation in (1.13) describes the movement in the individual scale, and the
Fokker-Planck equation (1.14) translates it into the population scale.

Equation (1.13) is convenient to do simulation, keep tracks, and make predictions of the individual move-
ments. While the diffusion equation (1.14) can be studied analytically to provide broad insights into general
systems. Therefore, a multi-scale approach combining these two models can provide both specific predictions
and a general understanding of our problem (see Chapter 6).

1.4 Contribution of the Thesis

1.4.1 Reaction-Diffusion Model with Inhomogeneous Robin Boundary Conditions

The principal motivation of this work is to study the establishment of the Wolbachia-carrying mosquitoes
released to the control area with the presence of migration on the boundary. The biological control agents now
play the role of an invasive species.

In a bounded domain Ω, we consider a reaction-diffusion model with the population dynamics as in (1.6),
and develop a mixed-type boundary condition to take into account the inflow and outflow of mosquitoes on
the boundary. We assume that the individuals tend to cross the boundary with a rate proportional to the
difference between the surrounding density and the density just inside Ω. Denote next

i , next
u respectively the

density surrounding the boundary ∂Ω of Wolbachia-infected and uninfected mosquitoes, then for some T > 0,
and for any t ∈ (0, T ),

∂tni(x, t) = D∆xni + bini

(
1− ni + nu

K

)
− dini for x ∈ Ω, (1.15a)

∂tnu(x, t) = D∆xnu + bunu

(
1− ni + nu

K

)(
1− sh

ni
ni + nu

)
− dunu for x ∈ Ω, (1.15b)

ni(0, x) = n0
i (x), nu(0, x) = n0

u(x) for x ∈ Ω, (1.15c)
∂ni
∂ν

= −Db(ni − next
i ) for x ∈ ∂Ω, (1.15d)

∂nu
∂ν

= −Db(nu − next
u ) for x ∈ ∂Ω, (1.15e)

with D > 0 the diffusion coefficient, Db > 0 the migration rate on the boundary, and ν is the normal outward
vector through x on ∂Ω. By extending the result in [201], we have shown in [7] (see Appendix B) that for Λ ≡ 0,

by replacing bi by
bi
ε
, bu by

bu
ε

with some positive parameter ε, then the proportion of Wolbachia-infected

population p =
ni

ni + nu
converges as ε→ 0 to the solution of

∂tp = D∆xp+ dish
p(1− p)(p− θ)

shp2 − (sf + sh)p+ 1
for x ∈ Ω, (1.16a)

p(0, x) =
n0
i

n0
i + n0

u

for x ∈ Ω, (1.16b)
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(a) Phase portrait of Dirichlet case (b) Phase portrait of Neumann case

(c) Equilibrium shape in Dirichlet case (d) Equilibrium shape of Neumann case

Figure 1.8 – Phase diagram of (1.17a) presenting the orbits and the corresponding shape of equilibria (in blue)
in Dirichlet and Neumann cases

∂p

∂ν
= −Db(p− pext) for x ∈ ∂Ω, (1.16c)

where
sf = 1− bi

bu
, δ =

di
du
, θ =

sf + δ − 1

δsh
,

and pext =
next
i

next
i + next

u

. The proof is based on a relative compactness argument but here, the use of the trace

theorem is necessary to prove the limit on the boundary (see Appendix B). The parameter ε here charaterises
the large fecundity rate of the population.

Our work in [7] (Chapter 2) discovers a slightly more general reaction term of (1.16a) where f is assumed
to be cubic-like and has three roots 0, 1, and θ ∈ (0, 1) to consider the strong Allee effect. We consider here an
idealized case of a system with one spatial dimension to gain insight into the principal features of the problem.
We study the model in an interval (−L,L) and normalize the diffusion coefficient D = 1. For the biological
control to succeed, the population ni needs to not only establish but also replace the population nu, so we
expect the solution p of (1.16) to converge to a steady state close to 1. The following stationary problem has
been studied

−p′′(x) = f(p(x)), x ∈ (−L,L), (1.17a)

p′(L) = −Db(p(L)− pext), (1.17b)

−p′(−L) = −Db(p(−L)− pext). (1.17c)

By using the phase diagram of this system as well as the time mapping method, we provide the critical
domain sizes such that different kinds of non-constant steady-state solutions exist. More precisely, by denoting

F (p) =

∫ p

0

f(s)ds, the “energy” functional

E(p, p′) =
(p′)2

2
+ F (p)
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is constant along the orbit of (1.17). Moreover, it is simple to show that the solution of (1.17) can not be
monotone in (−L,L), so there exists at least one point x0 ∈ (−L,L) such that p′(x0) = 0. Hence, for any
x ∈ (−L,L), one has E(p(x0), 0) = E(p(x), p′(x)), which deduces that

p′ = ±
√

2F (p(x0))− 2F (p).

Using this relation, we can draw a phase diagram for p and p′. It is classical for the case with homogeneous
Dirichlet and Neumann boundary conditions that there exist some non-constant equilibria for equations when
the size L is large enough (see [194]). The examples of equilibrium shapes and the corresponding orbits in these
cases can be depicted in Figure 1.8. The orbits in the Dirichlet case “begin” and “end” on the axis p = 0 (see
curve TD in Figure 1.8a), while in the Neumann case, they end on the axis p′ = 0 (see curve TN Figure 1.8b).

The introduction of an inhomogeneous Robin boundary condition as in (1.17) changes the analysis of the
equilibria. Their orbits do not end on the axes but on the lines, p′ = ±Db(p − pext) (see Figure 2.3) and the
critical domain sizes in this case depend on the migration rate Db and the density in the boundary pext. Theorem
2.2.1 provides the critical values of L for different pext above and below the Allee effect threshold θ such that
the symmetric non-contant steady-state solutions exist. These equilibria are important since their values is close
to 0 or 1 which are the states that we are interested in. Theorem 2.2.2 studies the existence of other types of
non-uniform equilibria. The principal eigenvalue of the Laplacian with homogeneous Robin boundary condition
is used to provide some sufficient conditions for the stability of equilibria (see Theorem 2.2.3).

The main results say that there always exists a symmetric steady-state solution that is monotone on each
half of the domain. For pext large, there always exists a steady-state solution that is close to 1; otherwise, it
is close to 0. Besides, the larger value of L, the more steady-state solutions this problem admits. In realistic
situations, the proportion pext of mosquitoes carrying Wolbachia outside the domain is usually low. Using the
theoretical results proved in [7] (Chapter 2), one obtains that, to have major chances of success, one should
try to treat large regions (L large), well-isolated (Db small) and possibly applying a population replacement
method in a zone outside Ω (to increase pext by reducing its denominator).

1.4.2 Reaction-Diffusion System with Forced Speed

The motivation of this part is to study the spread of the wild mosquito population in a wide area and design
moving releases of sterile males for the SIT to block and reverse the natural propagation waves. We consider
a released function Λ moving with a constant speed c in the opposite direction of the natural fronts. In order
to gain insight into the principal features of the problem, we first study an idealized case of a system with
one spatial dimension in Chapter 3. Results in a more realistic two-dimensional system will be considered in
Chapter 4. We emphasize that the one-dimensional space is idealized but not completely unrealistic since it can
be used to represent a long strip region in practice. In one dimension, we study the problem in the real line
R. We assume that the initial density of the wild population is compactly supported in R−. The natural front
moves to the right with a positive speed c+ so we move our release to the left with speed c < 0 (see Figure
1.9a). In the two-dimensional case, we consider a radially symmetric space, and the release is carried out in the
torus {R1 6 |x| 6 R2} and we keep releasing a small amount of sterile mosquitoes in the ball {|x| < R1} (see
Figure 1.9b).

To study the population dynamics under control, we consider a partially degenerate reaction-diffusion system
in which the aquatic stage is assumed to be immobile. Both monostable and bistable cases are considered with
Γ defined in (1.2)

∂tE = bF

(
1− E

K

)
− (νE + µE)E, (1.18a)

∂tF −D∆F = ρνEE
M

M + γsMs
Γ(M + γsMs)− µFF, (1.18b)

∂tM −D∆M = (1− ρ)νEE − µMM, (1.18c)
∂tMs −D∆Ms = Λ(t, x)− µsMs, (1.18d)

(E,F,M,Ms)(t = 0, ·) = (E0, F 0,M0,M0
s ). (1.18e)

The moving releases are described in model (1.18) by taking Λ(t, x) = φ(x− ct) with c the speed of the release.
We study in Chapter 3 and 4 the existence of solution of (1.18) spreading with the same forced speed c. Existing
results on reaction-diffusion models with forced speed are mostly based on the study of the generalized principal
eigenvalue of an associated operator (see e.g., [35, 36, 33, 34, 42]) of the scalar model. The generalization of this
approach to a partially degenerate system like (1.18) remains challenging. In this thesis, our proof relies on the
comparison principle for system (1.18) and the sophisticated construction of a super-solution that converges to
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(a) one-dimensional space
(b) two-dimensional space

Figure 1.9 – Sketch of release strategies in one- and two-dimensional space. The release function is moved with
a constant speed in the opposite direction of the natural front.

zero in the set {|x| 6 (c− ε)t} and a sub-solution that goes to (E∗, F ∗,M∗) in the set {|x| > (c+ ε)t}.

One-dimensional space

As mentioned in the previous section, many works in the literature consider the case in which there is a strong
Allee effect on the wild population so it is sufficient to apply the SIT in a bounded interval to block the
propagation [15] and reverse it by moving the release [12]. In practice, the assumption of strong Allee effect
may not be validated. The dynamics without control of the wild population can be described by the following
system

∂tE = bF

(
1− E

K

)
− (νE + µE)E, (1.19a)

∂tF −D∂xxF = ρνEE − µFF, (1.19b)
∂tM −D∂xxM = (1− ρ)νEE − µMM, (1.19c)

In this work, we consider the monostable case in which (Γ(M) ≡ 1). The bistable case was well-studied
in the literature (see e.g., [15, 12]). By applying the linear determinacy in [219], we show in Appendix C that
with only a few females at the initial time, invasion still occurs. More precisely, there exists a minimal speed
c∗ > 0 such that system (1.19) has a non-increasing wavefront U(x− c+t) connecting the positive equilibrium
(E∗, F ∗,M∗) and the zero equilibrium (0, 0, 0) if and only if c+ > c∗. And c∗ is also the spreading speed of the
solution of (1.19).

Also due to the monostable properties, the arrival of only a few individuals in the controlled zone can lead
to reinvasion. In this thesis, we introduce a release strategy to deal with this difficulty and present it in model
(1.18) as follows

Λ(t, x) =

{
0 for x− ct 6 0,

Ae−η(x−ct) for x− ct > 0,
(1.20)

with constants A > 0, η > 0 and speed c < 0.
The release function shown in (1.20) means that we need to release a large amount of sterile males near

the natural front and keep releasing a small amount behind it to avoid the reinvasion in the treated zone (see
Figure 1.9a). Our results in Chapter 3 show that if the initial data is compactly supported in R− and below
(E∗, F ∗,M∗), with constant A > 0 large enough and η > 0 small enough, the invasion does not occur: the
equilibrium (0, 0, 0) invades the positive equilibrium (E∗, F ∗,M∗) (see Theorem 3.1.1). We can also construct
a traveling front connecting these two equilibria of the wild population and moving with the same speed of
the release Λ (see Theorem 3.1.2). We emphasize that (E∗, F ∗,M∗) is the positive steady state of the wild
population in system (1.19) without releasing sterile males. It is natural to expect that in the area where sterile
males are not released (Λ = 0), the density of the wild population still converges to this state. However, our main
model (1.18) also takes into account the diffusion of sterile male population Ms in (1.18d), which means that
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the number of sterile males in the non-release area can be positive due to this diffusion. This raises a technical
difficulty in constructing a sub-solution that connects (0, 0, 0) and (E∗, F ∗,M∗). A method of perturbation is
developed to tackle this issue.

Two-dimensional space

In a more realistic scenario, we consider model (1.18) in R2 and assume the space to be radially symmetric (see
Figure 1.9b). It becomes challenging to extend the results to two-dimensional space since the analysis of the
system changes due to the emergence of the drift term in the equation of variable r = |x|. Existing results in the
two-dimensional case (see e.g. [68, 175]) indicate that the solution of the system without control still converges
to the traveling front of 1D equation ∂tu = ∂rru+ f(u) with a logarithmic delay in time coming from the drift.

In Chapter 4, for any speed c > 0, we consider the release function as follows

• In the bistable case, for some Λ > 0

Λ(t,x) =

{
Λ for R1 + ct 6 |x| 6 R2 + ct

0 otherwises .
(1.21)

• In the monostable case, for some η > 0

Λ(t,x) =


Λeη(|x|−(R1+ct)) for |x| 6 R1 + ct,

Λ for R1 + ct 6 |x| 6 R2 + ct,

0 otherwises .
(1.22)

In order to reverse the natural propagation, we need the initial to be well-prepared, that is, we have already
eradicated mosquitoes in a set with positive measures, e.g. a ball. This assumption is natural since we need to
ensure the elimination in a smaller area before extending to the larger region. With such assumptions, again we
can show in Chapter 4 that for Λ > 0 large enough and η > 0 small enough, we succeed in reversing the invasion
(see Theorem 4.1.1). We generalize the construction of super- and sub-solutions in the one-dimensional case to
two dimensions. The key idea is to divide properly the space into different zones and design the super-solution
by parts to guarantee the convergence to zero in the set {|x| 6 (c− ε)t}.

1.4.3 Global Extinction of a Two-patch Model with Control in One Patch

The motivation of this work is to study the efficacy of the SIT in the presence of inaccessible areas, such as
crab burrows in which mosquito oviposition takes place. We consider a two-patch model with the growth of
population in each patch described by a dynamical system like (1.4) in the monostable case and two patches
are connected by the discrete diffusion.

Ė1 = bF1

(
1− E1

K1

)
− (νE + µE)E1, (1.23a)

Ḟ1 = ρνEE1
M1

M1 + γsMs
1

− µFF1 − d12F1 + d21F2, (1.23b)

Ṁ1 = (1− ρ)νEE1 − µMM1 − βd12M1 + βd21M2, (1.23c)

Ṁs
1 = Λ− µsMs

1 − αd12M
s
1 + αd21M

s
2 , (1.23d)

Ė2 = bF2

(
1− E2

K2

)
− (νE + µE)E2, (1.23e)

Ḟ2 = ρνEE2
M2

M2 + γsMs
2

− µFF2 − d21F2 + d12F1, (1.23f)

Ṁ2 = (1− ρ)νEE2 − µMM2 − βd21M2 + βd12M1, (1.23g)

Ṁs
2 = −µsMs

2 − αd21M
s
2 + αd12M

s
1 . (1.23h)

In this model, system (1.23a) - (1.23d) describes the dynamics of the controlled zone, and system (1.23e) -
(1.23h) describes the dynamics of the inaccessible area. The release function Λ is only included in (1.23d) for
the first patch, and the sterile males move naturally to the second patch. We consider dij the diffusion rate of
the females from patch i to move to patch j (i, j = 1, 2, i 6= j). While the fertile males and sterile males move
slower but with proportional rates respectively βdij and αdij , where typically 0 < α < β < 1 in practice.
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The question we want to solve is whether the release in one patch can succeed in driving the whole system
to elimination, and how the diffusion rates and other parameters influence the result. As mentioned in Section
1.2.3, without the diffusion between patches, with the release of a sufficiently large number of sterile males, the
extinction equilibrium is unique and globally asymptotically stable (GAS) (see Figure 1.6b). In Chapter 5, we

investigate the same behavior for the model (1.23). The main idea is to set the proportion
Mi

Mi + γsMs
i

with

i = 1, 2 lower than a certain level so that the new basic offspring number of system (1.23) is smaller than 1.
Then, we shape the release function such that the previous setting is valid. Two release strategies have been
studied in Chapter 5

• Constant release Λ(t) ≡ Λ > 0 per time unit.

• Impulsive periodic release with period τ > 0 by taking Λ(t) =

+∞∑
k=0

τΛperδkτ .

In Theorem 5.4.1, we prove the existence of a critical value Λ such that if Λ > Λ, the zero equilibrium is GAS.
We also provide an upper bound for Λ which depends on the diffusion rates and the biological parameters.
The value of Λ is shown in Theorem 5.5.2 to be monotone with respect to these biological parameters. The
results indicate that if the diffusion rate is large, the system requires a lower number of sterile males to reach
elimination. The proofs are based on the comparison principle for system (1.23).

1.4.4 Parameter Estimation with A Mechanistic-Statistical Approach

In this part, we work with the data from the mark-release-recapture (MRR) experiments of Aedes aegypti
mosquitoes carried out in La Havana city in Cuba. The MRR experiments consist of the release of marked
(usually with colored powder) adults (or even pupae) from the lab into the field, with a trapping network
around the release locations. The data obtained is the number of individuals being trapped at different positions
and times. MRR experiments are carried out while applying the rear and release techniques in order to keep
track of the released individuals and test their fitness under field conditions. We are interested in estimating
of parameters that can provide useful insight to improve the release protocols. The set of parameters we want
to infer, denote Θ, consists of several constants or functions such as the diffusion coefficient, the survival rates,
and the recapture rates in the MRR experiments.

The spread of individuals in the experiments can be governed by the reaction-diffusion equations as in (1.8).
The parameters listed above can be incorporated into the model to describe the population dynamics. However,
in practice, one can rarely observe the density u. The observation process is usually stochastic and implies a loss
of information such as spatial or temporal censorship, and measurement uncertainty. The combination between
the mechanistic vision of the PDE-based model and the statistical vision of the data can be made with the
mechanistic-statistical approach (see e.g., [196, 197, 177, 178]).

Our general strategy of the mechanistic-statistical approach is as follows. Let u(t,x) be the population
density described by a reaction-diffusion model. We know that the experiments were carried out in N days and
there are P traps set up around the release point, with N0 mosquitoes released at once. Denote the observed
variable Yij the number of individuals captured in the trap i, on day j, with i = 1, 2, . . . P, j = 1, 2, . . . , N .
This variable is a function of the density u, say Yij(u). Each time the variable Yij is observed, a number Ỹij
is reported. This number is assumed to follow independent Poisson distributions with mean values Yij , since it
can be viewed as the sum of N0 independent Bernoulli trials with N0 very large. Then, we have

Ỹij |Θ ∼ Poisson[Yij(u)].

From this model of observation process, one can compute a likelihood function according to the parameter
set Θ. Note that, for a given value of the parameter set, the reaction-diffusion model with a given initial
condition admits a unique solution u. This solution may not be computed explicitly but we can approximate it
numerically. The parameter estimation then can be carried out using the maximum likelihood estimator (MLE)
or the posterior distribution using the Bayesian statistics (see Chapter 6).

Another contribution of our work in Chapter 6 is to provide insights at the individual scale from data at
the population scale. In order to do that, we describe the dynamics of individuals by a stochastic process as in
(1.13) together with some random variables. We derive a reaction-diffusion equation for the probability density
function corresponding to the stochastic process as in 1.3.3. Due to this strong connection between the two
models, we can use the individual-based model to generate simulated data to validate our method of parameter
estimation, and on the one hand, we can use the parameters obtained from the population-based model to unveil
the dynamics of individuals.
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Finally, we can apply the parameters estimated in our models to provide a numerical simulation of mosquito
dynamics that can not be observed by the data. This is one of the most important advantages that mathematical
modeling offers to the study of ecological problems.



Part I

Reaction-diffusion models





Chapter 2

Steady-state solutions for a
reaction-diffusion equation with Robin
boundary conditions: Application to the
control of dengue vectors.

This chapter is a joint work with Luis Almeida, Pierre-Alexandre Bliman, and Nicolas Vauchelet. It was pub-
lished as an article in European Journal of Applied Mathematics [7].

Abstract. In this work, we investigate an initial-boundary-value problem of a reaction-diffusion equation in
a bounded domain with a Robin boundary condition and introduce some particular parameters to consider the
non-zero flux on the boundary. This problem arises in the study of mosquito populations under the intervention
of the population replacement method, where the boundary condition takes into account the inflow and out-
flow of individuals through the boundary. Using phase-plane analysis, the present paper studies the existence
and properties of non-constant steady-state solutions depending on several parameters. Then, we prove some
sufficient conditions for their stability. We show that the long-time efficiency of this control method depends
strongly on the size of the treated zone and the migration rate. To illustrate these theoretical results, we provide
some numerical simulations in the framework of mosquito population control.

2.1 Introduction

The study of scalar reaction-diffusion equations ∂tp−∆p = f(p) with a given nonlinearity f has a long history.
For suitable choices of f , this equation can be used to model some phenomena in biology such as population
dynamics (see e.g. [82], [155], [192]). To investigate the structure of the steady-state solutions, the semilinear
elliptic equation ∆p+ f(p) = 0 has been studied extensively.

Many results about the multiplicity of positive solutions for the parametrized version ∆p + λf(p) = 0 in a
bounded domain are known. Here, λ is a positive parameter. Various works investigated the number of solutions
and the global bifurcation diagrams of this equation according to different classes of the nonlinearity f and
boundary conditions. For Dirichlet problems, in [135], Lions used many “bifurcation diagrams" to describe the
solution set of this equation with several kinds of nonlinearities f , and gave nearly optimal multiplicity results
in each case. The exact number of solutions and the precise bifurcation diagrams with cubic-like nonlinearities
f were given in the works of Korman et. al. [123], [122], Ouyang and Shi [163] and references therein. In
these works, the authors developed a global bifurcation approach to obtain the exact multiplicity of positive
solutions. In the case of one-dimensional space with a two-point boundary, Korman gave a survey of this
approach in [120]. Another approach was given by Smoller and Wasserman in [193] using phase-plane analysis
and the time mapping method. This method was completed and applied in the works of Wang [215], [216].
While the bifurcation approach is convenient to solve the problem with more general cubic nonlinearities f , the
phase-plane method is more intuitive and easier to compute.

Although many results were obtained concerning the number of solutions for Dirichlet problems, relatively
little seems to be known concerning the results for other kinds of boundary conditions. For the Neumann problem,
the works of Smoller and Wasserman [193], Schaaf [184], and Korman [121] dealt with cubic-like nonlinearities f
in one dimension. Recently, more works have been done for Robin boundary conditions (see e.g. [63], [186], [227]),
Neumann-Robin boundary conditions (see e.g. [207]), or even nonlinear boundary conditions (see e.g. [94], [95]

23
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and references therein). However, those works only focused on other types of nonlinearities such as positive or
monotone f . An analogous problem with advection term was studied in [218], [217] for cubic-like nonlinearities,
but in these works, they used a homogeneous non-symmetric Robin boundary condition to characterize the open
or closed environment boundary. To the best of our knowledge, the study of inhomogeneous symmetric Robin
problems with cubic-like nonlinearities remains quite open.

In this paper, we study the steady-state solutions with values in [0, 1] of a reaction-diffusion equation in one
dimension with inhomogeneous Robin boundary conditions

∂tp
0 − ∂xxp0 = f(p0), (t, x) ∈ (0, T )× Ω, (2.1a)

∂p0

∂ν
= −Db(p

0 − pext), (t, x) ∈ (0, T )× ∂Ω, (2.1b)

p0(0, x) = pinit(x), x ∈ Ω, (2.1c)

where Ω = (−L,L) is a bounded domain in R, time T > 0. The steady-state solutions satisfy the following
elliptic boundary-value problem,

−p′′(x) = f(p(x)), x ∈ (−L,L), (2.2a)

p′(L) = −Db(p(L)− pext), (2.2b)

−p′(−L) = −Db(p(−L)− pext), (2.2c)

where L > 0, Db > 0, pext ∈ (0, 1) are constants. The reaction term f : [0, 1]→ R is of class C1, with three roots
{0, θ, 1} where 0 < θ < 1 (see Figure 2.1a). The dynamics of (2.1) can be determined by the structure of steady-
state solutions which satisfy (2.2). Note that, by changing variable from x to y = x/L, then (2.2) becomes
p′′(y) + L2f(p(y)) = 0 on (−1, 1) with parameter L2. Thus, we study problem (2.2) with three parameters
L > 0, Db > 0, and pext ∈ (0, 1).

The Robin boundary condition considered in (2.1) and (2.2) means that the flow across the boundary points
is proportional to the difference between the surrounding density and the density just inside the interval. Here
we assume that pext does not depend on space variable x nor time variable t.

The existence of classical solutions for such problems was studied widely in the theory of elliptic and parabolic
differential equations (see, for example, [164]). In our problem, due to difficulties caused by the inhomogeneous
Robin boundary condition and the variety of parameters, we cannot obtain the exact multiplicity of solutions.
However, our main results in Theorems 2.2.1 and 2.2.2 show how the existence of solutions and their “shapes”
depend on parameters Db, p

ext and L. The idea of phase plane analysis and time-map method as in [193] are
extended to prove these results.

Since the solutions of (2.2) are equilibria of (2.1), their stability and instability are the next problems that
we want to investigate. The stability analysis of the non-constant steady-state solutions is a delicate problem
especially when the system under consideration has multiple steady-state solutions. In Theorem 2.2.3, we use
the principle of linearized stability to give some sufficient conditions for stability. Finally, as a consequence of
these theorems, we obtain Corollary 2.2.1 which provides a comprehensive result about existence and stability
of the steady-state solutions when the size L is small.

The main biological application of our results is the control of dengue vectors. Aedes mosquitoes are vectors
of many vector-borne diseases, including dengue. Recently, a biological control method using an endosymbiotic
bacterium called Wolbachia has gathered a lot of attention. Wolbachia helps reduce the vectorial capacity of
mosquitoes and can be passed to the next generation. Massive release of mosquitoes carrying this bacterium
in the field is thus considered as a possible method to replace wild mosquitoes and prevent dengue epidemics.
Reaction-diffusion equations have been used in previous works to model this replacement strategy (see [26, 53,
201]). In this work, we introduce the Robin boundary condition to describe the migration of mosquitoes through
the boundary. Since inflows of wild mosquitoes and outflows of mosquitoes carrying Wolbachia may affect the
efficiency of the method, the study of existence and stability of steady-state solutions depending on parameters
D, pext and L as in (2.2), (2.1) will provide necessary information to maintain the success of the control method
using Wolbachia under the effects of migration.

Problem (2.1) arises often in the study of population dynamics. p0 is usually considered as the relative
proportion of one population when there are two populations in competition. This is why, we only focus on
solutions with values that belong to the interval [0, 1]. Problem (2.1) is derived from the idea in paper [201],
where the authors reduce a reaction-diffusion system modeling the competition between two populations n1

and n2 to a scalar equation on the proportion p = n1

n1+n2
. More precisely, they consider two populations with

a very high fecundity rate scaled by a parameter ε > 0 and propose the following system depending on ε for
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t > 0, x ∈ Rd,

∂tn
ε
1 −∆nε1 = nε1f1(nε1, n

ε
2), (2.3a)

∂tn
ε
2 −∆nε2 = nε2f2(nε1, n

ε
2). (2.3b)

The authors obtained that under some appropriate conditions, the proportion pε =
nε1

nε1+nε2
converges strongly

in L2(0, T ;L2(Rd)), and weakly in L2(0, T ;H1(Rd)) to the solution p0 of the scalar reaction-diffusion equation
∂tp

0 − ∆p0 = f(p0) when ε → 0 , where f can be given explicitly from f1, f2. Now, in order to describe and
study the migration phenomenon, we aim here to consider system (2.3) in a bounded domain Ω and introduce
the boundary conditions to characterize the inflow and outflow of individuals as follows

∂nε1
∂ν

= −Db(n
ε
1 − n

ext,ε
1 ), (t, x) ∈ (0, T )× ∂Ω, (2.4a)

∂nε2
∂ν

= −Db(n
ε
2 − n

ext,ε
2 ), (t, x) ∈ (0, T )× ∂Ω, (2.4b)

where next,ε
1 , next,ε

2 depend on ε but do not depend on time t and position x. (2.4) models the tendency of the
population to cross the boundary, with rates proportional to the difference between the surrounding density and
the density just inside Ω. Reusing the idea in [201], we prove in Appendix B that the proportion pε =

nε1
nε1+nε2

converges on any bounded time-domain to the solution of (2.1) when ε goes to zero. Hence, we can reduce the
system (2.3), (2.4) to a simpler setting as in (2.1). The proof is based on a relative compactness argument that
was also used in previous works about singular limits (e.g. [201, 106, 107]), but here, the use of the trace theorem
is necessary to prove the limit on the boundary.

The outline of this work is the following. In the next section, we present the setting of the problem and the
main results. In Section 2.3, we provide detailed proof of these results. Section 2.4 is devoted to an application
to the biological control of mosquitoes. We also present numerical simulations to illustrate the theoretical results
we obtained. Appendix B is devoted to proving the asymptotic limit of a 2-by-2 reaction-diffusion system when
the reaction rate goes to infinity. Finally, we end this article with a conclusion and perspectives section.

2.2 Results on the steady-state solutions

2.2.1 Setting of the problem
In one-dimensional space, consider the system (2.1) in a bounded domain Ω = (−L,L) ⊂ R. Let Db > 0,
pext ∈ (0, 1) be some constant an pinit(x) ∈ [0, 1] for all x ∈ (−L,L). The reaction term f satisfies the following
assumptions

Assumption 2.2.1 (bistability). Function f : [0, 1]→ R is of class C1([0, 1]) and f(0) = f(θ) = f(1) = 0 with

θ ∈ (0, 1), f(q) < 0 for all q ∈ (0, θ), and f(q) > 0 for all q ∈ (θ, 1). Moreover,
∫ 1

0

f(s)ds > 0.

Assumption 2.2.2 (convexity). There exist α1 ∈ (0, θ) and α2 ∈ (θ, 1) such that f ′(α1) = f ′(α2) = 0, f ′(q) < 0
for any q ∈ [0, α1) ∪ (α2, 1], and f ′(q) > 0 for q ∈ (α1, α2). Moreover, f is convex on (0, α1) and concave on
(α2, 1).

A function f satisfying Assumptions 2.2.1 and 2.2.2 is illustrated in Figure 2.1a.

Remark 2.2.1.

1. Due to Assumption 2.2.1 and the fact that pext ∈ (0, 1), pinit(x) ∈ [0, 1] for any x, one has that 0 and 1
are respectively sub- and super-solution of problem (2.1). Since f is Lipschitz continuous on (0, 1) then
by Theorem 4.1, Section 2.4 in [164], we obtain that problem (2.1) has a unique solution p0 that is in
C1,2((0, T ]× Ω) with 0 6 p0(t, x) 6 1 for all x ∈ (−L,L), t > 0.

2. Again by Assumption 2.2.1, 0 and 1 are respectively sub- and super-solutions of (2.2). For fixed values of
Db, p

ext and L, we use the same method as in [164] to obtain that there exists a C2 solution of (2.2) with
values in [0, 1]. However, Assumption 2.2.1 and 2.2.2 on f are not enough to conclude the uniqueness
of the solution. In the following section, we prove that the stationary problem (2.2) may have multiple
solutions and their existence depends on the values of the parameters.

The following proposition shows that solutions of system (2.2) always have at least one extreme value in
(−L,L).
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(a) f(q) (b) F (q)

Figure 2.1 – Sketch of the functions f and F

Proposition 2.2.1. For any pext ∈ (0, 1) and pext 6= θ, system (2.2) does not have any non-constant monotone
solution on the whole interval (−L,L).

Proof. Assume that (2.2) admits an increasing solution p on (−L,L) (the case when p is decreasing on (−L,L)
is analogous). Thus, we have p′(x) > 0 for all x ∈ [−L,L] and p(L) > p(−L). So thanks to the boundary
condition of (2.2), one has

Dbp
ext = p′(L) +Dbp(L) > Dbp(L) > Dbp(−L) > −p′(−L) +Dbp(−L) = Dbp

ext,

which is impossible. Therefore, we can deduce that the solutions of system (2.2) always admit at least one local
extremum on the open interval (−L,L).

To study system (2.2), we define function F (see Figure 2.1b) as below

F (q) =

∫ q

0

f(s)ds, (2.5)

then F ′(q) = f(q) and F (0) = 0. From Assumption 2.2.1, F reaches the minimal value at q = θ and the

(locally) maximal values at q = 0 and q = 1. Since
∫ 1

0

f(s)ds > 0, then F (1) > F (0), it implies that F (1) =

max
[0,1]

F ;F (θ) = min
[0,1]

F . Moreover, since F (θ) < F (0) and function F is monotone in (θ, 1) (F ′(q) = f(q) > 0 for

any q ∈ (θ, 1)). Thus, there exists a unique value β ∈ (θ, 1) such that

F (β) = F (0) = 0. (2.6)

The main results of the present work concern the existence and stability of steady-state solutions of (2.1),
i.e. solutions of (2.2).

2.2.2 Existence of steady-state solutions

In our result, we first focus on two types of steady-state solutions defined as follows

Definition 2.2.1. Consider a steady-state solution p(x),
p is called a symmetric-decreasing (SD) solution when p is symmetric on (−L,L) with values in [0, 1],

decreasing on (0, L) and p′(0) = 0 (see Figure 2.2a).
Similarly, p is called a symmetric-increasing (SI) solution when p is symmetric on (−L,L) with values in

[0, 1], increasing on (0, L) and p′(0) = 0 (see Figure 2.2b).
Any solution which is either (SD) or (SI) is called a symmetric-monotone (SM) solution.

The following theorems present the main result of the existence of (SM) solutions depending upon the
parameters. For each value of pext ∈ (0, 1) and D > 0, we find the critical values of L such that (2.2) admits
solutions.
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(a) (SD): p is decreasing on (0, L) (b) (SI): p is increasing on (0, L)

Figure 2.2 – Sketch of the symmetric steady-state solutions p

Theorem 2.2.1. In a bounded domain Ω = (−L,L) ⊂ R, consider the stationary problem (2.2). Assume that
the reaction term f satisfies Assumptions 2.2.1 and 2.2.2. Then, there exist two functions

Md,Mi : (0, 1)× (0,+∞) −→ [0,+∞],
(pext, Db) 7−→ Md(p

ext, Db),Mi(p
ext, Db),

(2.7)

such that for any pext ∈ (0, 1), Db > 0, problem (2.2) admits at least one (SD) solution (resp., (SI) solution) if
and only if L > Md(p

ext, Db) (resp., L > Mi(p
ext, Db)) and the values of these solutions are in [pext, 1] (resp.,

[0, pext]). More precisely,

1. If 0 < pext < θ, then for any Db > 0, Mi(p
ext, Db) = 0 and Md(p

ext, Db) ∈ (0,+∞).

Moreover, if pext 6 α1, the (SI) solution is unique.

2. If θ < pext < 1, then for any Db > 0, Md(p
ext, Db) = 0. If α2 6 pext, the (SD) solution is unique.

Moreover, consider β as in (2.6),

• if pext 6 β, then Mi(p
ext, Db) ∈ (0,+∞) for any Db > 0;

• if pext > β, then there exists a constant D∗ > 0 such that Mi(p
ext, Db) ∈ (0,+∞) for any Db < D∗, and

Mi(p
ext, Db) = +∞ for Db > D∗.

3. If pext = θ, then Md(θ,Db) = Mi(θ,Db) = 0. Moreover, there exists a constant solution p ≡ θ.

In the statement of the above result, Mi = 0 means that for any L > 0, (2.2) always admits (SI) solutions.
Mi = +∞ means that there is no (SI) solution even when L is large. The same interpretation applies for Md.

Besides, problem (2.2) can also admit solutions that are neither (SD) nor (SI). The following theorem
provides an existence result for those solutions.

Theorem 2.2.2. In a bounded domain Ω = (−L,L) ⊂ R, consider the stationary problem (2.2). Assume that
the reaction term f satisfies Assumption 2.2.1 and 2.2.2. Then, there exists a function

M∗ : (0, 1)× (0,+∞) −→ [0,+∞],
(pext, Db) 7−→ M∗(p

ext, Db),
(2.8)

such that for any pext ∈ (0, 1), Db > 0, problem (2.2) admits at least one solution which is not (SM) if and only
if L >M∗(p

ext, Db). Moreover,
• If pext 6 β, then for any Db > 0, one has

0 < Mi(p
ext, Db) +Md(p

ext, Db) < M∗(p
ext, Db) < +∞. (2.9)

• If pext > β, then for any Db < D∗, one has 0 < Mi(p
ext, Db) < M∗(p

ext, Db) < +∞. Otherwise, for Db > D∗,
M∗(p

ext, Db) = +∞. Here, D∗ was defined in Theorem 2.2.1.

The construction of Mi,Md,M∗ will be done in the proof in Section 2.3. The idea of the proof is based on
a careful study of the phase portrait of (2.2). To make the results more reader-friendly, we present the types of
steady-state solutions corresponding to different parameters in Table 2.1.

In the next section, we present a result about the stability and instability of steady-state solutions of (2.2).
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Table 2.1 – The existence of steady-state solutions corresponding to values of parameters.

Parameters
0 < pext < θ, Db > 0

0 = Mi < L < Md Md 6 L < M∗ M∗ 6 L < +∞

Types of solutions (SI) (SI), (SD) (SI), (SD), non-(SM)

Parameters
pext = θ, Db > 0

0 = Md = Mi = M∗ < L

Types of solutions (SD), (SI), non-(SM)

Parameters
θ < pext 6 β, Db > 0 or pext > β, 0 < Db < D∗

0 = Md < L < Mi Mi 6 L < M∗ M∗ 6 L < +∞

Types of solutions (SD) (SI), (SD) (SI), (SD), non-(SM)

Parameters
β < pext < 1, Db > D∗

0 = Md < L < Mi = M∗ = +∞

Types of solutions (SD)

2.2.3 Stability of steady-state solutions
The definition of stability and instability used in the present work comes from Lyapunov stability

Definition 2.2.2. A steady-state solution p(x) of (2.1) is called stable if for any constant ε > 0, there exists a
constant δ > 0 such that when ||pinit − p||∞ < δ, one has

||p0(t, ·)− p||∞ < ε, for all t > 0 (2.10)

where p0(t, x) is the unique solution of (2.1). If, in addition,

lim
t→∞

||p0(t, ·)− p||∞ = 0, (2.11)

then p is called asymptotically stable. The steady-state solution p is called unstable if it is not stable.

The following theorem provides sufficient conditions for the stability of steady-state solutions given in Section
2.2.2.

Theorem 2.2.3. In the bounded domain Ω = (−L,L) ⊂ R, consider the problem (2.1) with the reaction term
satisfying Assumptions 2.2.1 and 2.2.2. There exists a constant λ1 ∈

(
0, π

2

4L2

)
such that for any steady-state

solution p of (2.1),
• If f ′(p(x)) > λ1 for all x ∈ (−L,L), then p is unstable.
• If f ′(p(x)) < λ1 for all x ∈ (−L,L), then p is asymptotically stable.

More precisely, λ1 is the principal eigenvalue of the linear problem (2.12)

−φ′′(x) = λφ(x), x ∈ (−L,L), (2.12a)
φ′(L) = −Dbφ(L), (2.12b)

φ′(−L) = Dbφ(−L), (2.12c)

where λ is an eigenvalue with associated eigenfunction φ. It may be proved that its value is the smallest positive
solution of equation

√
λ tan

(
L
√
λ
)

= Db (see more details in Section 2.3).
Note that we cannot apply the first statement if sup

q∈(0,1)

f ′(q) 6 λ1. However, due to the fact that λ1 ∈(
0, π

2

4L2

)
, when L gets larger, the value of λ1 gets closer to zero and the inequality in the first statement

becomes valid.

Remark 2.2.2. By Assumption 2.2.2, f ′(q) 6 0 < λ1 for all q ∈ [0, α1] ∪ [α2, 1], we can deduce that the
steady-state solutions with values smaller than α1 or larger than α2 are asymptotically stable.
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(a) pext < θ < β,Db > 0
(b) pext > β,Db 6 D∗

Figure 2.3 – Phase portraits of (2.2): straight lines illustrate the boundary conditions, solid curves show
relations between p′ and p. Figure (a): curves T1, T2, and T3 correspond to orbits of (SD), (SI), and non-(SM)

solutions, respectively. Figure (b): curve T4 corresponds to an orbit of a non-(SM) solution.

As a consequence of Theorems 2.2.1, 2.2.2, and 2.2.3, the following important result provides complete
information about the existence and stability of steady-state solutions in some special cases.

Corollary 2.2.1. In the bounded domain Ω = (−L,L) ⊂ R, consider the problem (2.1) with the reaction term
satisfying Assumption 2.2.1 and 2.2.2. Then for any Db > 0, we have
• If pext 6 α1, for any L > 0, there exists exactly one (SI) steady-state solution p and it is asymptotically

stable. Moreover, if L < Md(p
ext, Db), then p is the unique steady-state solution of (2.1).

• If pext > α2, for any L > 0, there exists exactly one (SD) steady-state solution p and it is asymptotically
stable. Moreover, if L < Mi(p

ext, Db), then p is the unique steady-state solution of (2.1).

Remark 2.2.3. This corollary gives us a comprehensive view of the long-time behavior of solutions of (2.1)
when the size L of the domain is small. In this case, the unique steady-state solution p is symmetric, monotone
on each half of Ω, and asymptotically stable. Its values will be close to 0 if pext is small and close to 1 if pext is
large. We discuss an essential application of this result in Section 2.4.

2.3 Proof of the theorems

2.3.1 Proof of existence

In this section, we use phase-plane analysis to prove the existence of both (SM) and non-(SM) steady-state
solutions depending on the parameters. The studies of (SD) and (SI) solutions will be presented respectively in
Sections 2.3.1 and 2.3.1. Then, using these results, we prove Theorem 2.2.1. The proof of Theorem 2.2.2 will be
presented after that using the same technique.

First, we introduce the following function

E(p, p′) =
(p′)2

2
+ F (p). (2.13)

Since d
dxE(p, p′) = p′(p′′ + f(p)) = 0, then E(p, p′) is constant along the orbit of (2.2). From Proposition 2.2.1,

we can deduce that there exists an x0 ∈ (−L,L) such that p′(x0) = 0, thus one has

E(p(x0), 0) = E(p(x), p′(x)), (2.14)

for all x ∈ (−L,L). Therefore, the relation between p′ and p is as below

p′ = ±
√

2F (p(x0))− 2F (p). (2.15)

According to this relation, one has a phase plane as in Figure 2.3a, in which the curves illustrate the relation
between p′(x) and p(x) in (2.15) with respect to different values of p(x0). We can see that some curves do not
end on the axis p = 0 but wrap around the point (θ, 0). This is dues to the fact that for any p1 ∈ [θ, β], there
exists a value p2 ∈ [0, θ] such that F (p1) = F (p2). Thus, if the curve passes through the point (p1, 0), it will also
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pass through the point (p2, 0) on the axis p′ = 0. Moreover, those curves only exist if their intersection with the
axis p′ = 0 has p-coordinate less than or equal to β. Besides, the two straight lines show the relation between
p′ and p at the boundary points. Solutions of (2.2) correspond to those orbits that connect the intersection of
the curves with the line p′ = Db(p− pext) to the intersection of the curves with the line p′ = −Db(p− pext).

In the phase plane in Figure 2.3a, orbit T1 describes an (SD) solution, while orbit T2 corresponds to a
(SI) solution. On the other hand, the solid curve T3 shows the orbit of a steady-state solution that is not
symmetric-monotone.

Remark 2.3.1. (Graphical interpretation of D∗) The (SI) solutions (see Figure 2.2b) have orbit as T2 in Figure
2.3a. This type of orbits only exists when the lines p = ±Db(p− pext) intersect the curves wrapping around the
point (θ, 0). In the case when pext > β, the constant D∗ > 0 in Theorem 2.2.1 is the slope of the tangent line
to the curve passing through (β, 0) as in Figure 2.3b. Hence, if Db > D∗, there exists no (SI) solution. We
construct explicitly the value of D∗ in Proposition 2.3.2 below.

Next, we establish some relations between the solution p and the parameters based on the phase portrait
above. For any x > x0, if p is monotone on (x0, x), we can invert x 7→ p(x) into function p 7→ X(p). We obtain
X ′(p) = ±1√

2F (p(x0))−2F (p)
. By integrating this equation, we obtain that

x− x0 =

∫ p(x)

p(x0)

(−1)kds√
2F (p(x0))− 2F (s)

, (2.16)

where k = 1 if p is decreasing and k = 2 if p is increasing on (x0, x). We can obtain the analogous formula for
x < x0.

First, we focus on symmetric-monotone (SM) solutions for which p′(0) = 0, then we analyze the integral in
(2.16) with x = L, x0 = 0. For any pext ∈ (0, 1), using (2.15), we have

F (p(0)) = F (p(L)) +
1

2
D2
b

(
p(L)− pext

)2
= G(p(L)), (2.17)

for F defined in (2.5) and

G(q) := F (q) +
1

2
D2
b (q − pext)2, (2.18)

and from (2.16) with x = L, x0 = 0, we have

L =

∫ p(L)

p(0)

(−1)kds√
2F (p(0))− 2F (s)

, (2.19)

where k = 1 if p is decreasing on (0, L), k = 2 if p is increasing on (0, L).
Thus, the (SM) solution of (2.2) exists if there exist values p(L) and p(0) that satisfy (2.17) and (2.19).

When such values exist, we can assess the value of p(x) for any x in (−L,L) using (2.16).
Before proving the existence of such values of p(0) and p(L), we establish some useful properties of the

function G defined in (2.18). It is continuous in [0, 1] and G(q) > F (q) for all q ∈ [0, 1]. Moreover, the following
lemma shows that G has a unique minimum point.

Lemma 2.3.1. For any pext ∈ (0, 1), there exists a unique value q ∈ (0, 1) such that G′(q) = 0, G′(q) < 0 for
all q ∈ [0, q) and G′(q) > 0 for all q ∈ (q, 1]. Particularly, G(q) = min

[0,1]
G.

Proof. We have G′(q) = f(q) +D2
b (q − pext). We consider the following cases.

Case 1: When pext = θ, we have G′(pext) = G′(θ) = f(θ) = 0, G′(q) < 0 for all q ∈ (0, θ) and G′(q) > 0 for
all q ∈ (θ, 1). Thus q = θ = pext.

Case 2: When pext < θ, we have G′(q) < 0 for all q ∈ [0, pext] and G′(q) > 0 for all q ∈ [θ, 1]. So there exists
at least one value q ∈ (pext, θ) such that G′(q) = 0.

For any q ∈ (pext, θ) such that G′(q) = 0, we have f(q) + D2
b (q − pext) = 0 so that D2

b = − f(q)
q−pext . We can

prove that G′′(q) is strictly positive. Indeed, from Assumption 2.2.2 we have that α1 is the unique value in (0, θ)
such that f ′(α1) = 0, thus f(α1) = min

[0,θ]
f < 0.

If α1 6 q < θ then f ′(q) > 0. One has G′′(q) = f ′(q) +D2
b > 0.

If pext < q < α1, due to the fact that f is convex in (0, α1) one has f ′(q) > f(q)−f(pext)
q−pext . Since f(pext) < 0,

one has G′′(q) = f ′(q) + D2
b = f ′(q) − f(q)

q−pext > f ′(q) + f(pext)−f(q)
q−pext > 0. One can deduce that q is the unique

value in (0, 1) such that G′(q) = 0 and G(q) = min
[0,1]

G, so it satisfies Lemma 2.3.1.
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Case 3: When pext > θ, the proof is analogous to case 2 but using the concavity of f in (α2, 1). We obtain
that there exists a unique value q in (θ, pext) that satisfies Lemma 2.3.1.

When pext = θ, it is easy to check that p ≡ θ is a solution of (2.2). We now analyze two types of (SM)
solutions (see Figure 2.2) in the following parts.

Existence of (SD) solutions

In this part, the solution p we study is symmetric on (−L,L) and decreasing on (0, L) (see Figure 2.2a). So
p(L) < p(x) < p(0) for any x ∈ (0, L). But from (2.15), we have that F (p(x)) 6 F (p(0)), so F ′(p(0)) > 0. It
implies that p(0) ∈ [θ, 1]. Next, we use two steps to study the existence of (SD) solutions:

Step 1: Rewriting as a non-linear equation on p(L)

For any q ∈ (θ, 1), we have F ′(q) = f(q) > 0 so F |(θ,1) : (θ, 1) −→ (F (θ), F (1)) is invertible. Define
F−1

1 := (F |(θ,1))
−1 : (F (θ), F (1)) −→ (θ, 1), and F−1

1 (F (θ)) = θ, F−1
1 (F (1)) = 1. Then, F−1

1 is continu-
ous in [F (θ), F (1)]. For any y ∈ (F (θ), F (1)), one has

(
F−1

1

)′
(y) = 1

F ′(F−1
1 (y))

= 1

f(F−1
1 (y))

> 0, so F−1
1

is an increasing function in (F (θ), F (1)). From (2.17) and (2.19), since p is decreasing in (0, L), we have

L =

∫ p(0)

p(L)

ds√
2G(p(L))− 2F (s)

. Denote

F1(q) :=

∫ F−1
1 (G(q))

q

ds√
2G(q)− 2F (s)

. (2.20)

Hence, a (SD) solution p of system (2.2) has p(0) = F−1
1 (G(p(L))), and p(L) satisfies

L = F1(p(L)). (2.21)

Moreover, one has p′(x) 6 0 for all x ∈ (0, L) thus −Db(p(L)− pext) = p′(L) 6 0. One can deduce that

p(L) > pext. (2.22)

Step 2: Solving (2.21) in [pext, 1]

The following proposition states the existence of a solution of (2.21).

Proposition 2.3.1. For any D > 0, pext ∈ (0, 1), we have

1. If 0 < pext < θ, then there exists a constant M1 > 0 such that equation (2.21) has at least one solution
p(L) > pext if and only if L >M1.

2. If θ 6 pext < 1, then equation (2.21) admits at least one solution p(L) > pext for all L > 0. If pext > α2,
then this solution is unique.

Proof. Since F−1
1 is only defined in [F (θ), F (1)], we need to find p(L) ∈ [pext, 1] such that G(p(L)) ∈ [F (θ), F (1)].

For all q ∈ (0, 1), we have G(q) > F (q) > F (θ) and from Lemma 2.3.1, there exists a value q ∈ (0, 1) such
that min

[0,1]
G = G(q) 6 G(pext) = F (pext) < max

[0,1]
F = F (1). Moreover, one has G(1) > F (1), thus there exists

a value p∗ ∈ (pext, 1) such that G(p∗) = F (1). Then, for all q ∈ [pext, p∗], G(q) ∈ [F (θ), F (1)] and we will find
p(L) in [pext, p∗]. Since F−1

1 increases in (F (θ), F (1)), then p(0) = F−1
1 (G(p(L))) > F−1

1 (F (p(L))) > p(L).

Function F1 in (2.20) is well-defined and continuous in [pext, p∗), F > 0 in [pext, p∗). Moreover, since F ′(1) =

0, one has lim
p→p∗

F1(p) =

∫ 1

p∗

ds√
2F (1)− 2F (s)

= +∞.

Case 1: If 0 < pext < θ, we will prove that F1 is strictly positive in [pext, p∗). Indeed, for any y ∈ [0, 1],
if y < θ, by the definition of F−1

1 , we have F−1
1 (G(y)) ∈ [θ, 1] so F−1

1 (G(y)) > y. If y > θ > pext then
G(y) = F (y) + 1

2D
2
b (y − pext)2 > F (y) so again F−1

1 (G(y)) > y. Hence F1(y) > 0 for all y ∈ [pext, p∗). We have
F1(p) → +∞ when p → p∗, so there exists p ∈ [pext, p∗) such that M1 := F1(p) = min

[pext,p∗]
F1 > 0, and system

(2.21) admits at least one solution if and only if L >M1.
Case 2: If θ 6 pext < 1, one has G(pext) = F (pext), then F−1

1 (G(pext)) = pext so F1(pext) = 0. On the other
hand, F1(p)→ +∞ when p → p∗. Thus, for any L > 0, there always exists at least one value p(L) ∈ (pext, p∗)
such that F1(p(L)) = L.
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Proof of uniqueness: When pext > α2, we can prove that F ′1 > 0 on (pext, p∗). Indeed, denoting γ(q) =
F−1

1 (G(q)), and changing the variable from s to t such that s = tγ(q) + (1− t)q, one has

F1(q) =

∫ 1

0

[γ(q)− q]dt√
2F (γ(q))− 2F (tγ(q) + (1− t)q)

.

To simplify, denote s(q) = tγ(q) + (1 − t)q. For any t ∈ (0, 1), one has q < s(q) < γ(q). Let us define
∆F = F (γ(q))− F (s(q)), then one has
√

2F ′1(q) =

∫ 1

0

(γ′(q)− 1)(∆F )−1/2dt− 1

2

∫ 1

0

(∆F )−3/2(γ(q)− q)d∆F

dq
dt

=

∫ 1

0

(∆F )−3/2

[
(γ′(q)− 1)∆F − 1

2
(γ(q)− q)(f(γ(q))γ′(q)− f(s(q))s′(q))

]
.

Let P be the formula in the brackets, then
P = (γ′ − 1)∆F − 1

2 (γ − q) [f(γ)γ′ − f(s)(tγ′ + 1− t)]
= (γ′ − 1)

[
∆F − 1

2 (γ − q)f(γ) + 1
2 (s− q)f(s)

]
− 1

2 (γ − q)(f(γ)− f(s)),

Define ψ(y) := F (y)− 1
2f(y)(y−q) for any y ∈ [q, γ(q)], then one has ψ′(y) = 1

2 [f(y)−f ′(y)(y−q)] > f(q)
2 > 0

since y > q > pext > α2 and f is concave in (α2, 1), f(q) > 0. Moreover, f is decreasing on (α2, 1) so
0 < f(γ(q)) < f(s(q)) < f(q), and γ′(q) = G′(q)

f(F−1
1 (G(q)))

=
f(q)+D2

b (q−pext)
f(γ(q)) > 1. Hence, we can deduce that

P = (γ′ − 1)(ψ(γ) − ψ(s)) − 1
2 (γ − q)(f(γ) − f(s)) > 0 for any t ∈ (0, 1). This proves that function F1 is

increasing on (pext, p∗), so the solution of equation (2.21) is unique.

Existence of (SI) solutions

In this case, the technique we use to prove the existence of (SI) solutions is analogous to (SD) solutions except
in the case when pext > β (case 3 below). Since the proof is not straightforward, it is worth to re-establish this
technique for (SI) solutions in two following steps:
Step 1: Rewriting as a non-linear equation on p(L)

Since now p is symmetric on (−L,L) and increasing in (0, L) (see Figure 2.2b), then p(0) < p(x) < p(L) for
any x ∈ (0, L). But from (2.15), we have that F (p(x)) 6 F (p(0)), so F ′(p(0)) 6 0. This implies that p(0) ∈ [0, θ].

For any q ∈ (0, θ), we have F ′(q) = f(q) < 0 so F |(0,θ) : (0, θ) −→ (F (θ), F (0)) is invertible. Define F−1
2 :=

(F |(0,θ))−1 : (F (θ), F (0)) −→ (0, θ), F−1
2 (F (θ)) = θ, F−1

2 (F (0)) = 0, and F−1
2 is continuous in [F (θ), F (0)]. For

any y ∈ (F (θ), F (0)),
(
F−1

2

)′
(y) = 1

F ′(F−1
2 (y))

= 1

f(F−1
2 (y))

< 0, so F−1
2 is a decreasing function in (F (θ), F (0)).

From (2.17) and (2.19), we have L =

∫ p(L)

p(0)

ds√
2G(p(L))− 2F (s)

. Denote

F2(q) :=

∫ q

F−1
2 (G(q))

ds√
2G(q)− 2F (s)

. (2.23)

Hence, a (SI) solution of system (2.2) has p(0) = F−1
2 (G(p(L))), and p(L) satisfies

L = F2(p(L)), (2.24)

and in this case, one needs to find p(L) in [0, pext].
Step 2: Solving of (2.24) in [0, pext]

The following proposition states the existence of a solution of (2.24).

Proposition 2.3.2. For any pext ∈ (0, 1), considering the value β as in (2.6), we have:

1. If 0 < pext 6 θ, then equation (2.24) admits at least one solution p with p(L) 6 pext for all L > 0, Db > 0.
If pext 6 α1, this solution is unique.

2. If θ < pext 6 β, then for all Db > 0, there exists a constant M2 > 0 such that equation (2.24) has at least
one solution p with p(L) 6 pext if and only if L >M2.

3. If β < pext < 1, then there exists a constant D∗ > 0 such that when Db > D∗, equation (2.24) has no
solution. Otherwise, there exists a constant M3 > 0 such that equation (2.24) has at least one solution p
with p(L) 6 pext if and only if L >M3.

Proof. As we assume that F (0) < F (1) and F (θ) < F (0) then, due to the continuity of F , one can deduce that
there exists a value β ∈ (θ, 1) such that F (β) = F (0) = 0.
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Since F−1
2 is only defined in [F (θ), F (0)], we need to find p(L) ∈ [0, pext] such that G(p(L)) ∈ [F (θ), F (0)].

For all q ∈ (0, 1), we have G(q) > F (q) > F (θ), thus equation (2.24) has solutions if and only if min
[0,1]

G < F (0).

Even when min
[0,1]

G = G(q) = F (0), F2 is still not defined in [0, 1] since F2(q) = +∞.

One has the following cases:
Case 1: 0 < pext 6 θ:
We have min

[0,1]
G = G(q) 6 G(pext) = F (pext) < max

[0,θ]
F = F (0), and G(0) > F (0) so there is a value

p∗ ∈ (0, pext) such that G(p∗) = F (0). Moreover F ′(0) = 0, then lim
p→p∗

F2(p) = +∞. Thus, function F2 is only

well-defined and continuous in (p∗, p
ext].

When 0 < pext 6 θ, F−1
2 (G(pext)) = F−1

2 (F (pext)) = pext so F2(pext) = 0. We can deduce that for any
L > 0, there always exists at least one value p(L) ∈ (p∗, p

ext) such that F2(p(L)) = L. When pext 6 α1, arguing
analogously to the second case of Proposition 2.3.1, one has F ′2 < 0 on (p∗, p

ext), thus the solution is unique.
Case 2: θ < pext 6 β:
Since F increases on (θ, 1), then min

[0,1]
G = G(q) < G(pext) = F (pext) 6 F (β) = F (0). Analogously to the

previous case, F2 is well-defined and continuous in (p∗, p
ext], lim

p→p∗
F2(p) = +∞, and F2 is strictly positive in

(p∗, p
ext]. Therefore, there exists p ∈ (p∗, p

ext] such that

M2 := F2(p) = min
[p∗,pext]

F2 > 0, (2.25)

and system (2.24) admits as least one solution if and only if L >M2.
Case 3: β < pext < 1:
Consider the function H(q) = F (q) + 1

2f(q)(pext − q) defined in an interval [θ, pext]. For any θ < q < pext,
one can prove that H ′(q) > 0.

Indeed, if q 6 α2, then f ′(q) > 0, and f(q) > 0. One has H ′(q) = 1
2f(q) + 1

2f
′(q)(pext − q) > 0. If q > α2,

from Assumption 2.2.2, the function f is concave in (α2, 1), and hence f ′(q)(pext − q) > f(pext)− f(q). Thus,

H ′(q) = 1
2 (pext − q)

(
f ′(q) + f(q)

pext−q

)
> 1

2 (pext − q)
(
f ′(q) + f(q)−f(pext)

pext−q

)
> 0.

Therefore, function H increases in (θ, pext). Moreover H(θ) = F (θ) < F (0) and H(pext) = F (pext) >
F (β) = F (0), and so there exists a unique value p∗ ∈ (θ, pext) such that H(p∗) = F (0). Take D∗ > 0 such
that D2

∗ = f(p∗)
pext−p∗

. Then, for any Db > 0, from Lemma 2.3.1, there is a unique value q ∈ (θ, pext) such that

G′(q) = 0, G(q) = min
[0,1]

G, and D2
b = f(q)

pext−q . If Db < D∗, then
f(q)
pext−q <

f(p∗)
pext−p∗

.

Let h(q) = f(q)
pext−q , then h

′(q) = 1
pext−q

(
f ′(q) + f(q)

pext−q

)
> 0 for q ∈ (θ, pext). So function h is increasing in

(θ, pext), and we can deduce that q < p∗. Hence, min
[0,1]

G = G(q) = F (q)+
1

2
D2
b (p

ext−q)2 = F (q)+
1

2
f(q)(pext−q) =

H(q) < H(p∗) = F (0).
Moreover, G(pext) = F (pext) > F (β) = F (0), G(0) > F (0). Thus, there exists a maximal interval (q∗, q

∗) ⊂
[0, pext] such that G(q) ∈ (F (θ), F (0)) for all q ∈ (q∗, q

∗). We have 0 < q∗ < q < q∗ < pext and G(q∗) = G(q∗) =
F (0). Therefore, F2 is well-defined and continuous in (q∗, q

∗), and lim
p→q∗

F2(p) = lim
p→q∗

F2(p) = +∞. Reasoning

like in the previous case, (2.24) admits solution if and only if L >M3, where

M3 := min
[q∗,q∗]

F2 > 0, (2.26)

On the other hand, if Db > D∗, min
[0,1]

G > F (0), and equation (2.24) has no solution.

Proof of Theorem 2.2.1. As we showed in Section 2.3.1, the (SD) steady-state solution p of (2.2) has p(L) satis-
fying equation (2.21). From Proposition 2.3.1, we can deduce that for fixed pext ∈ (0, 1), Db > 0,Md(p

ext, Db) =
min
q
F1(q). Thus, we obtain the results for (SD) steady-state solutions of (2.2) in Theorem 2.2.1.

Similarly, Proposition 2.3.2 provides that for fixed pext ∈ (0, 1), Db > 0, we have Mi(p
ext, Db) = min

q
F2(q)

when pext 6 β or Db < D∗. Otherwise, Mi(p
ext, Db) = +∞.
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Existence of non-(SM) solutions

As we can see in the phase portrait in Figure 2.3, there exist some solutions of (2.2) which are neither (SD) nor
(SI). These solutions can be non-symmetric or can have more than one (local) extremum. By studying these
cases, we prove Theorem 2.2.2 as follows

Proof of Theorem 2.2.2. We can see from Figure 2.3a that for fixed pext 6 β,Db > 0, the non-(SM) solutions
p of (2.2) have more than one (local) extreme value because their orbits have at least two intersections with
the axis p′ = 0 (see e.g. T3). Those solutions have the same local minimum values, denoted pmin, and the same
maximum values, denoted pmax. Moreover, we have pmin < θ < pmax, and F (pmin) = F (pmax).

Since the orbits make a round trip of distance 2L, then the more extreme values a solution has, the larger
L is. Hence, to find the minimal value M∗, we study the case when p has one local minimum and one local
maximum with orbit as T3 in Figure 2.3a. Then we have

G(p(−L)) = G(p(L)) = F (pmin) = F (pmax), (2.27)

and by using (2.16), we obtain

2L = F1((p(−L)) +

∫ pmax

pmin

ds√
2F (pmin)− 2F (s)

+ F2(p(L))

= 2 [F1(p(−L)) + F2(p(L))] +

∫ p(−L)

p(L)

ds√
2G(p(L))− 2F (s)

.

Using the same idea as above, we can show that L depends continuously on p(L). Moreover, we know that
Md = minF1, Mi = minF2, therefore there exists a constant M∗ such that (2.2) admits at least one non-(SM)
solution p if and only if L >M∗ > Md +Mi.

On the other hand, for fixed pext > β,Db < D∗, it is possible that (2.2) admits a non-symmetric solution
with only one minimum. The orbit of this solution is as T4 in Figure 2.3b. In this case, we have G(p(L)) =
G(p(−L)) = F (pmin) with p(−L) < p(L) and

2L = F2(p(−L)) + F2(p(L)) > 2Mi.

Hence, we only need M∗ > Mi.

2.3.2 Stability analysis

We first study the principal eigenvalue and eigenfunction for the linear problem. Then by using these eigenele-
ments, we construct the super- and sub-solution of (2.1) and prove the stability and instability corresponding
to each case in Theorem 2.2.3.

Proof of Theorem 2.2.3. Consider the corresponding linear eigenvalue problem (2.12). We can see that φ =

cos
(√

λx
)
is an eigenfunction iff

√
λ tan

(
L
√
λ
)

= Db. Denote λ1 the smallest positive value of λ which satisfies

this equality, thus L
√
λ1 ∈

(
0, π2

)
. Hence, λ1 ∈

(
0, π

2

4L2

)
. Moreover, for any x ∈ (−L,L), the corresponding

eigenfunction φ1(x) = cos
(√
λ1x

)
takes values in (0, 1).

Proof of stability: Now let p be a steady-state solution of (2.1) governed by (2.2). First, we prove that
if f ′(p(x)) < λ1 for any x ∈ (−L,L) then p is asymptotically stable. Indeed, since f ′(p(x)) < λ1, there exist
positive constants δ, γ with γ < λ1 such that for any η ∈ [0, δ],

f(p+ η)− f(p) 6 (λ1 − γ)η, f(p)− f(p− η) 6 (λ1 − γ)η, (2.28)

on (−L,L). Now consider

p(t, x) = p(x) + δe−γtφ1(x), p(t, x) = p(x)− δe−γtφ1(x).

Assume that pinit(x) 6 p(x) + δφ1(x). Then by (2.28), we have that p is a super-solution of (2.1) because

∂tp− ∂xxp = (λ1 − γ)δe−γtφ1(x) + f(p) > f(p+ δe−γtφ1(x)) = f(p),

due to the fact that 0 < δe−γtφ1(x) < δ for any t > 0, x ∈ (−L,L). Moreover, at the boundary points one has
∂p
∂ν +Db(p− pext) = ∂p

∂ν +Db(p− pext) = 0.
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Similarly, if we have pinit(x) > p(x)−δφ1(x), and so p is a sub-solution of (2.1). Then, by the method of super-
and sub-solution (see e.g. [164]), the solution p0 of (2.1) satisfies p 6 p0 6 p. Hence, |p0(t, x)−p(x)| 6 δe−γtφ1(x).
Therefore, we can conclude that, whenever |pinit(x) − p(x)| 6 δφ1(x) for any x ∈ (−L,L), the solution p0 of
(2.1) converges to the steady-state p when t→ +∞. This shows the stability of p.

Proof of instability: In the case when f ′(p(x)) > λ1, there exist positive constants δ, γ, with γ < λ1, such
that for any η ∈ [0, δ],

f(p+ η)− f(p) > (λ1 + γ)η, (2.29)

on (−L,L).
For any pinit > p, there exists a positive constant σ < 1 such that pinit > p + δ(1 − σ). Then p̃(t, x) =

p(x) + δ(1− σe−γ′t)φ1(x), with γ′ < γ small enough, is a sub-solution of (2.1). Indeed, by applying (2.29) with
η = δ(1− σe−γ′t)φ1(x) ∈ [0, δ] for any x ∈ (−L,L), we have

∂tp̃− ∂xxp̃ = γ′δσe−γ
′tφ1(x) + λ1δ(1− σe−γ

′t)φ1(x) + f(p) 6 f(p+ δ(1− σe−γ
′t)φ1(x))

if γ > γ′σe−γ
′t

1−σe−γ′t = γ′σ

eγ′t−σ for any t > 0. This inequality holds when we choose γ′ 6 γ(1−σ)
σ . Now, we have that p̃

is a sub-solution of (2.1), thus for any t > 0, x ∈ (−L,L), the corresponding solution p0 satisfies

p0(t, x)− p(x) > p̃(t, x)− p(x) > δ(1− σe−γ
′t)φ1(x).

Hence, for a given positive ε < δmin
x
φ1(x), when t→ +∞, solution p0 cannot remain in the ε-neighborhood of

p even if pinit − p is small. This implies the instability of p.

Proof of Corollary 2.2.1. For pext 6 α1 < θ,Db > 0, from Theorem 2.2.1, the (SI) steady-state solution p exists
for any L > 0 and is unique, p(x) 6 pext 6 α1 for all x ∈ (−L,L). Moreover, from Assumption 2.2.2, the
reaction term f has f ′(q) < 0, for any q ∈ (0, α1). Then, for any x ∈ (−L,L), f ′(p(x)) 6 0 < λ1. Hence, p is
asymptotically stable.

Besides, from Theorems 2.2.1 and 2.2.2, for any L > 0 such that L < Md(p
ext, Db) < M∗(p

ext, Db), (2.1) has
neither (SD) nor non-(SM) steady-state solutions. So the (SI) steady-state solution is the unique steady-state
solution.

Using a similar argument for the case pext > α2, we obtain Corollary 2.2.1.

2.4 Application to the control of dengue vectors by the introduction
of the bacterium Wolbachia

2.4.1 Model

In this section, we show an application of our model to the control of mosquitoes using Wolbachia. Mosquitoes of
genus Aedes are the vector of many dangerous arboviruses, such as dengue, zika, chikungunya and others. There
exists neither effective treatment nor vaccine for these vector-borne diseases, and in such conditions, the main
method to control them is to control the vector population. A biological control method using a bacterium called
Wolbachia (see [108]) was discovered and developed with this purpose. Besides reducing the ability of mosquitoes
to transmit viruses, Wolbachia also causes an important phenomenon called cytoplasmic incompatibility (CI) on
mosquitoes. More precisely, if a wild female mosquito is fertilized by a male carrying Wolbachia, its eggs almost
cannot hatch. For more details about CI, we refer to [220]. In the case of Aedes mosquitoes, Wolbachia reduces
lifespan, changes fecundity, and blocks the development of the virus. However, it does not influence the way
mosquitoes move.

In [201], model (2.3), (2.4) was considered with n1 = ni the density of the mosquitoes which are infected by
Wolbachia and n2 = nu the density of wild uninfected mosquitoes. Consider the following positive parameters:
• du, δdu: death rate of, respectively uninfected mosquitoes and infected mosquitoes, δ > 1 since Wolbachia

reduces the lifespan of the mosquitoes;
• bu, (1− sf )bu: birth rate of, respectively uninfected mosquitoes and infected ones. Here sf ∈ [0, 1) charac-

terizes the fecundity decrease;
• sh ∈ (0, 1]: the fraction of uninfected females’ eggs fertilized by infected males that do not hatch, due to

the cytoplasmic incompatibility (CI);
• K: carrying capacity, A: diffusion coefficient.
Parameters δ, sf , sh have been estimated in several cases and can be found in the literature (see [26] and

references therein). We always assume that sf < sh (in practice, sf is close to 0 while sh is close to 1).
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Several models have been proposed using these parameters. In the present study, a system of Lotka-Volterra
type is proposed, where the parameter ε > 0 is used to characterize the high fertility as follows

∂tn
ε
i −A∂xxnεi = (1− sf )

bu
ε
nεi

(
1− nεi + nεu

K

)
− δdunεi , (2.30a)

∂tn
ε
u −A∂xxnεu =

bu
ε
nεu

(
1− sh

ni
nεi + nεu

)(
1− nεi + nεu

K

)
− dunεu, (2.30b)

where the reaction term describes birth and death. The factor
(

1− sh nεi
nεi+n

ε
u

)
characterizes the cytoplasmic

incompatibility. Indeed, when sh = 1, no egg of uninfected females fertilized by infected males can hatch, that
is, there is complete cytoplasmic incompatibility. The factor becomes nεu

nεi+n
ε
u

which means the birth rate of
uninfected mosquitoes depends on the proportion of uninfected parents because only an uninfected couple can
lay uninfected eggs. Whereas, sh = 0 means that all the eggs of uninfected females hatch. In this case, the
factor

(
1− sh nεi

nεi+n
ε
u

)
becomes 1, so the growth rate of uninfected population is not altered by the pressure of

the infected one.
In paper [201], the same model was studied in the entire space R. In that case, the system (2.30) has exactly

two stable equilibria, namely the Wolbachia invasion steady state and the Wolbachia extinction steady state.
In this paper, the authors show that when ε → 0 and the reaction terms satisfy some appropriate conditions,
the proportion pε =

nεi
nεi+n

ε
u
converges to the solution p0 of the scalar equation ∂tp0 −A∂xxp0 = f(p0), with the

reaction term
f(p) = δdush

p(1− p)(p− θ)
shp2 − (sf + sh)p+ 1

, (2.31)

with θ =
sf+δ−1
δsh

. We will always assume that sf + δ(1− sh) < 1, so θ ∈ (0, 1), and f is a bistable function on
(0, 1). The two stable steady states 1 and 0 of (2.1) correspond to the success or failure of the biological control
using Wolbachia.

2.4.2 Mosquito population in presence of migration

In this study, the migration of mosquitoes is taken into account. Typically, the inflow of wild uninfected
mosquitoes and the outflow of the infected ones may influence the efficiency of the method using Wolbachia.
Here, to model this effect, system (2.30) is considered in a bounded domain with appropriate boundary con-
ditions to characterize the migration of mosquitoes. In one-dimensional space, we consider Ω = (−L,L) and
Robin boundary conditions as in (2.4) at points x = −L, and x = L

∂nεi
∂ν

=−Db(n
ε
i − n

ext,ε
i ), (2.32a)

∂nεu
∂ν

=−Db(n
ε
u − next,ε

u ), (2.32b)

where next,ε
i , next,ε

u do not depend on t and x but depend on parameter ε > 0. Denote pε =
nεi

nεi+n
ε
u
, nε =

1
ε

(
1− nεi+n

ε
u

K

)
. In Appendix B, we prove that when ε → 0, up to extraction of sub-sequences, nε converges

weakly to n0 = h(p0) for some explicit function h, and pε converges strongly towards solution p0 of (2.1) where
pext is the limit of next,ε

i

next,ε
i +next,ε

u
when ε→ 0, and the reaction term f as in (2.31). Function f satisfies Assumptions

2.2.1 and 2.2.2, so the results in Theorem 2.2.1 and 2.2.3 can be applied to this problem. By changing the spatial
scale, we can normalize the diffusion coefficient into A = 1.

In this application, the parameters L,Db, p
ext correspond to the size of Ω, the migration rate of mosquitoes,

and the proportion of infected mosquitoes surrounding the boundary. The main results in the present paper
give information about the existence and stability of equilibria depending upon different conditions for these
parameters. Especially, from Corollary 2.2.1, we obtain that when the size L of the domain is small, there exists
a unique equilibrium for this problem and its values depend on the proportion of mosquitoes carrying Wolbachia
outside the domain (pext). More precisely, when pext is small (i.e., pext 6 α1), the solution of (2.1) converges
to the steady-state solution close to 0, which corresponds to the extinction of mosquitoes carrying Wolbachia.
Therefore, in this situation, the replacement strategy fails because of the migration through the boundary.
Otherwise, when the proportion outside the domain is high (i.e., pext > α2), then the long-time behavior of
solutions of (2.1) has values close to 1, which means that the mosquitoes carrying Wolbachia can invade the
whole population.
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Table 2.2 – Parameters for the numerical illustration

Parameters bu du δ σ sf sh

Values 1.12 0.27 10
9 1 0.1 0.8
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Figure 2.4 – Convergence of pε to p0 as ε goes to zero. The solid lines represent the solution p0(t, x) of (2.1) at
t = 50 days. The dashed lines represent the proportion pε =

nεi
nεi+n

ε
u
of solution nεi , nεu of system (2.30), (2.32)

at t = 50.

2.4.3 Numerical illustration

In this section, we present the numerical illustration for the above results. Parameters are fixed according to
biologically relevant data (adapted from [83]). Time unit is the day, and parameters per day are in Table 2.2.
Then, the reaction term f in (2.31) has θ = 0.2375, β ≈ 0.3633, α1 ≈ 0.12, α2 ≈ 0.7. As proposed in section 3 of
the modeling article [162], we may pick the value 830m2 per day for the diffusivity of Aedes mosquitoes. Choose
A = 1, so the x-axis unit in the simulation corresponds to

√
830/1 ≈ 29 m.

In the following parts, we check the convergence of pε when ε→ 0 in 2.4.3. In 2.4.3, corresponding to different
parameters, we compute numerically the solutions of (2.1) and (2.2) to check their existence and stability.

Convergence to the scalar equation

Consider a mosquito population with a large fecundity rate, that is, ε� 1. Model (2.30) with boundary condition
in (2.32) takes into account the migration of mosquitoes.

Fix Db = 0.05, pext = 0.1 and L = 2, the system (2.30), (2.32) is solved numerically thanks to a semi-
implicit finite difference scheme with 3 different values of the parameters ε. The initial data are chosen such
that nεi(t = 0) = nεu(t = 0), that is, pinit = 0.5. In Figure 2.4, at time t = 50 days, the numerical solutions of
(2.1) are plotted with blue solid lines, the proportions pε =

nεi
nεi+n

ε
u
are plotted with dashed lines. We observe

that when ε goes to 0, the proportion pε converges to the solution p0 of system (2.1).

Steady-state solutions

For the different values of pext, the values of the integrals F1 and F2 as functions of p(L) in (2.20) and (2.23)
are plotted in Figure 2.5. For fixed values of D and pext, Figure 2.5 can play the role of bifurcation diagrams
that show the relation between the value p(L) of symmetric solutions p and parameter L. Then, we can obtain
the critical values of parameter L. Next, we compute numerically the (SM) steady-state solutions of (2.1) with
different values of L > 0, Db > 0, pext ∈ (0, 1).
Numerical method: To approximate the (SM) steady-state solution, we use the Newton method to solve
nonlinear equations and follow these steps:
◦ Step 1: Solve L = Fi(p(L)) for i = 1 or 2, and obtain the values of p(L).
◦ Step 2: Find p(0) by solving (2.17).
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(a) pext = 0.1, Db = 0.05 (b) pext = 0.8, Db = 0.05 (c) pext = 0.8, Db = 0.5

Figure 2.5 – The blue and red solid lines represent respectively functions F1 and F2 of p(L)
.

◦ Step 3: For each x in (0, L), interpolate p(x) by solving x =

∫ p(x)

p(0)

(−1)kds√
2F (p(0))− 2F (s)

due to (2.16) with

k = 1 if p is decreasing and k = 2 if p is increasing on (0, x).
The construction of a non-(SM) steady-state solution is more sophisticated since it is hard to find p(L) for

a fixed L like in step 1. We presented a numerical non-(SM) equilibrium in Figure 2.6c where we first fixed a
value p(L). Then similarly to step 2, we solved (2.27) to find all the extreme values of p. Finally, we applied
step 3 with p(0) replaced by pmin or pmax.

We also plot the time dynamics of the solution p0(t, x) of (2.1) at t = 10, 20, 40, 60, 100 to verify the asymp-
totic stability of steady-state solutions. Next, we consider different values of pext and present our observation in
each case.
• Case 1: pext = 0.1 < α1.

For Db = 0.05 fixed, we observe in Figure 2.5a that for any L > 0, equation F2(p(L)) = L always admits
exactly one solution. Thus, there always exists one (SI) steady-state solution with small values. We approximate
that

Md(0.1, 0.05) = M1 ≈ 0.8819, M∗(0.1, 0.05) ≈ 8.625.

Also from Figure 2.5a, we observe that when L = M1, a bifurcation occurs and (2.1) admits an (SD) steady-
state solution, and when L > M1 one can obtain two (SD) solutions. Moreover, when L > M∗, there exist
non-symmetric steady-state solutions. We do numerical simulations for two values of L as follows.

For L = 0.5 < M1, the unique equilibrium p21 is (SI) and has values close to 0 (see Figure 2.6a). Solution
p0 of (2.1) with any initial data converges to p21. This simulation is coherent with the asymptotic stability that
we proved in Corollary 2.2.1.

For L = 8.96 > M∗ > M1, together with p21, there exist two more (SD) steady-state solutions, namely p11,
p12, (see Figure 2.6b). This plot shows that these steady-state solutions are ordered, and the time-dependent
solutions converge to either the largest one p11 or the smallest one p21, while p12 with intermediate values is
not an attractor. In Figure 2.6c, we find numerically a non-symmetric solution p of (2.2) corresponding to orbit
T3 as in Figure 2.3a. Let the initial value pinit ≡ p, then we observe from Figure 2.6c that p0 still converges to
the symmetric equilibrium p21.
Moreover, the value λ1 of Theorem 2.2.3 in this case is approximately equal to 0.0063. We also obtain that for
any x ∈ (−L,L),

f ′(p11(x)) < 0, f ′(p21(x)) < 0, f ′(p12(x)) > 0.0462, f ′(p(x)) > 0.022.

Therefore, by applying Theorem 2.2.3, we deduce that the steady-state solutions p11, p21 are asymptotically
stable, p12 and the non-symmetric equilibrium p are unstable. Thus, the numerical simulations in Figure 2.6 are
coherent to the theoretical results that we proved.
• Case 2: pext = 0.8 > α2 > β.

In this case, we obtain D∗ ≈ 0.16. We present numerical illustrations for two cases: Db = 0.05 < D∗ and
Db = 0.5 > D∗.
◦ For Db = 0.05 < D∗, we have Mi(0.8, 0.05) = M2 ≈ 10.3646 (see Figure 2.5b).
For L = 2 < M2, the unique equilibrium p11 is (SD) and has values close to 1 (see Figure 2.7a). The

time-dependent solution p0 of (2.1) with any initial data converges to p11. This simulation is coherent to the
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Figure 2.6 – Case pext = 0.1, Db = 0.05: The solid lines illustrate the steady-state solutions. The dotted lines show
the initial data of problem (2.1). The dashed lines represent the solution p0(t, x) with t ∈ {10, 20, 40, 60, 100}.
The color of the dashed lines corresponds to the color of the equilibrium that they converge to.

asymptotic stability we obtained in Corollary 2.2.1.
For L = 12 > M2, together with p11, there exist two more (SI) steady-state solutions, namely p21, p22,

and they are ordered (see Figure 2.7b). In this case, we obtain approximately that λ1 ≈ 0.0063 and for any
x ∈ (−L,L), one has

f ′(p11(x)) < 0, f ′(p21(x)) ∈ (−0.0398, 0.0368), f ′(p22(x)) ∈ (−0.0195, 0.0673).

By sufficient conditions in Theorem 2.2.3, we obtain that p11 is asymptotically stable but we can not conclude
the stability for p21 and p22. The time dynamics of p0 in Figure 2.7b suggests that the smallest steady-state
solution p21 is asymptotically stable and p22 seems to be unstable.
◦ For Db = 0.5 > D∗, function F2 is not defined (see Figure 2.5c), so problem (2.2) admits only one (SD)

steady-solution, and we obtain that it is unique and asymptotically stable (see Figure 2.7c).

2.5 Conclusion and perspectives
We have studied the existence and stability of steady-state solutions with values in [0, 1] of a reaction-diffusion
equation

∂tp− ∂xxp = f(p)

on an interval (−L,L) with cubic nonlinearity f and inhomogeneous Robin boundary conditions

∂p

∂ν
= Db(p− pext),

where constant pext ∈ (0, 1) is an analogue of p, and constant Db > 0. We have shown how the analysis of this
problem depends on the parameters pext, Db, and L. More precisely, the main results say that there always
exists a symmetric steady-state solution that is monotone on each half of the domain. For pext large, the value
of this steady-state solution is close to 1, otherwise, it is close to 0. Besides, the larger value of L, the more
steady-state solutions this problem admits. We have found the critical values of L so that when the parameters
surpass these critical values, the number of steady-state solutions increases. We also provided some sufficient
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Figure 2.7 – Case pext = 0.8: The solid lines illustrate the steady-state solutions. The dotted lines show the
initial data of problem (2.1). The dashed lines represent the solution p0(t, x) with t ∈ {10, 20, 40, 60, 100}. The
color of the dashed lines corresponds to the color of the equilibrium that they converge to.

conditions for the stability and instability of the steady-state solutions.
We presented an application of our results on the control of dengue vector using Wolbachia bacterium that

can be transmitted maternally. Since Wolbachia can help reduce vectorial capacity of the mosquitoes, the main
goal of this method is to replace wild mosquitoes by mosquitoes carrying Wolbachia. In this application, we
considered p as the proportion of mosquitoes carrying Wolbachia and used the equation above to model the
dynamic of the mosquito population. The boundary condition describes the migration through the border of
the domain. This replacement method only works when p can reach an equilibrium close to 1. Therefore, the
study of the existence and stability of the steady-state solution close to 1 is meaningful and depends strongly
on the parameters pext, Db, and L. In realistic situations, the proportion pext of mosquitoes carrying Wolbachia
outside the domain is usually low. Using the theoretical results proved in this article, one sees that, to have
major chances of success, one should try to treat large regions (L large), well isolated (Db small) and possibly
applying a population replacement method in a zone outside Ω (to increase pext by reducing its denominator).

As a natural continuation of the present work, higher dimension problems and more general boundary
conditions can be studied. In more realistic cases, pext can be considered to depend on space and the periodic
solutions can be the next problem for our study. Besides, when an equilibrium close to 1 exists and is stable,
one may consider multiple strategies using multiple releases of mosquitoes carrying Wolbachia. To optimize the
number of mosquitoes released to guarantee the success of this method under the difficulties enlightened by this
paper is an interesting problem for future works.



Chapter 3

A control strategy for the Sterile Insect
Technique using exponentially decreasing
releases to avoid the hair-trigger effect

This chapter is a joint work with Alexis Léculier. It was published as an article in Mathematical Modelling of
Natural Phenomena [126].

Abstract. In this paper, we introduce a control strategy for applying the Sterile Insect Technique (SIT)
to eliminate the population of Aedes mosquitoes which are vectors of various deadly diseases like dengue, zika,
chikungunya... in a wide area. We use a system of reaction-diffusion equations to model the mosquito population
and study the effect of releasing sterile males. Without any human intervention, and due to the so-called hair-
trigger effect, the introduction of only a few individuals (eggs or fertilized females) can lead to the invasion of
mosquitoes in the whole region after some time. To avoid this phenomenon, our strategy is to keep releasing a
small number of sterile males in the treated zone and move this release forward with a negative forcing speed c to
push back the invasive front of wild mosquitoes. By using traveling wave analysis, we show in the present paper
that the strategy succeeds in repulsing the population while consuming a finite amount of mosquitoes in any
finite time interval even though we treat a moving half-space {x > ct}. Moreover, we succeed in constructing a
‘forced’ traveling wave for our system moving at the same speed as the releases. We also provide some numerical
illustrations for our results.

3.1 Introduction

3.1.1 The biological motivation

Pest and disease vector controls have become a global issue because of the spread of these species all around
the world causing crop losses and disease epidemics. For example, the oriental fruit fly is a serious pest of a
wide variety of fruit crops in Asia and has also invaded a number of other countries and is a very damaging
pest wherever it occurs. It was first detected in French Polynesia in 1996 and invaded Africa in 2004. Few
individuals have been detected in Italy in 2018 and hence southern Europe is at high risk. Similarly, according
to the World Health Organization, the global incidence of dengue has grown dramatically with about half of the
world’s population now at risk. It was first identified in the 1950s during dengue epidemics in Philippines and
Thailand due to the travel and invasion of its vectors, female mosquitoes of the species Aedes aegypti and Ae.
albopictus. They are also vectors of chikungunya, yellow fever, Zika viruses..., and, until now, there is neither
effective treatment nor vaccine for these diseases. So pest/vector controls play an important role in getting rid
of these problems. The classical control method based on insecticides induces resistance, which reduces its own
efficiency and is detrimental to the environment. Among others, the Sterile Insect Technique (SIT) aiming at
reducing the size of the insect population recently gathered much attention. The SIT is a biological method
where people release sterile individuals (modified in laboratories) of pest species to introduce sterility into the
wild population, and thus control it (see [73] for an overall presentation of SIT). It is a promising control method
against many agricultural pests and disease vectors, most notably screw worms and fruit flies (see [73]), and
recently mosquitoes of genus Aedes. This technique has been applied successfully for Aedes mosquitoes in the
field in many different countries, for instance, in Italy [51], Cuba [88], and China [228]. In our work, we focus on
applying SIT in a vast region using the idea of the “rolling carpet”: a large number of sterile insects are released
near the front of the invasion, and as soon as this area is free from wild insects, we move the front of release and
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continue to release a few sterile individuals in the already treated area (see [73]). The purpose of these small
releases at the back is to prevent reinvasion by the so-called hair-trigger effect (where the existence of just a
few individuals leads to the total invasion of the territory). The notion of ‘hair-trigger’ was first introduced in
[23] to refer to the persistence in the long-time of the solution with respect to any non-trivial initial data. In our
case, it has been observed in [73] that the mosquitoes reinvade the treated territory without this small amount
of releases of sterile males. By implementing such a process, we succeed in eradicating wild insects, preventing
reinvasion, and keeping the number of released sterile insects below a threshold in a finite time interval [0, T ].
It is in our interest to consume as few sterile males as possible since it is one of the main costs of the strategy.
We propose in the present work to study a mathematical model of such release strategy used in the field for
Aedes mosquitoes.

3.1.2 Our model and the spreading results
Following ideas in e.g. [12], [200], we model the mosquito population by a partially degenerate reaction-diffusion
system for time t > 0, position x ∈ R:

∂tE = bF
(

1− E

K

)
− (νE + µE)E, (3.1a)

∂tF −D∂xxF = ρνEE
M

M + γsMs
− µFF, (3.1b)

∂tM −D∂xxM = (1− ρ)νEE − µMM, (3.1c)
∂tMs −D∂xxMs = Λ(t, x)− µsMs, (3.1d)

(E,F,M,Ms)(t = 0, x) = (E0, F 0,M0,M0
s )(x). (3.1e)

In this system, we have:

• E, M , Ms and F denote respectively the number of mosquitoes in the aquatic phase, adult males, sterile
adult males and fertilized adult females depending on time t and position x;

• Λ(t, x) is the number of sterile mosquitoes that are released at position x and time t;

• the fraction M
M+γsMs

corresponds to the probability that a female mates with a fertile male, and parameter
γs models the competitivity of sterile males;

• b > 0 is a birth rate; µE > 0, µM > 0, and µF > 0 denote the death rates for the mosquitoes in the aquatic
phase, for adult males and for adult females, respectively;

• K is an environmental capacity for the aquatic phase, accounting also for the intraspecific competition;

• νE > 0 is the rate of emergence;

• D > 0 is the diffusion rate;

• ρ ∈ (0, 1) is the probability that a female emerges, then (1− ρ) is the probability that a male emerges;

• the initial data (E0, F 0,M0,M0
s ) > (0, 0, 0, 0) (component by component).

We introduce the basic offspring number as follows

R0 =
bρνE

µF (νE + µE)
. (3.2)

When there is no regulation of sterile males, our model becomes

∂tE = bF
(

1− E

K

)
− (νE + µE)E, (3.3a)

∂tF −D∂xxF = ρνEE − µFF, (3.3b)
∂tM −D∂xxM = (1− ρ)νEE − µMM, (3.3c)

It is obvious that (0, 0, 0) is an equilibrium of (3.3). When the basic offspring number R0 > 1, this system has
a second equilibrium (E∗, F ∗,M∗) where

E∗ =K
bρνE − µF (νE + µE)

bρνE
> 0, (3.4a)
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F ∗ =K
bρνE − µF (νE + µE)

bµF
> 0, (3.4b)

M∗ =K
1− r
r

bρνE − µF (νE + µE)

bµM
> 0. (3.4c)

Note that, the positive equilibrium (E∗, F ∗,M∗) is stable and (0, 0, 0) is unstable. Thus, in the case without
sterile males, the following result shows the spread of the population toward the positive equilibrium and
provides the existence of the spreading speed for the solution of the system (3.3).

Proposition 3.1.1. If the basic offspring number R0 > 1, then there exists a spreading speed c∗ > 0 such that
for any positive ε, the solution (E,F,M) of system (3.3) satisfies

• if the initial data (E0, F 0,M0) is compactly supported and 0 6 (E0, F 0,M0) < (E∗, F ∗,M∗), then

lim
t→+∞

[
max

|x|>t(c∗+ε)
max(E,F,M)(t, x)

]
= 0, (3.5)

• if the initial data (E0, F 0,M0) < (E∗, F ∗,M∗) and if there exists a set with a positive measure Ω ⊂ R,
such that max(min

x∈Ω
E0,min

x∈Ω
F 0) > 0 then

lim
t→+∞

[
max

|x|6t(c∗−ε)
max(E∗ − E,F ∗ − F,M∗ −M)(t, x)

]
= 0. (3.6)

We present in Appendix C a proof for this result based on the result in the work of Lui [139] with an
extension for reaction-diffusion system in Weinberger et al. [219] for a monostable system. We also underline
that, with only females at the initial time (i.e. E0 ≡ 0, M0 ≡ 0, and F 0 > 0 in some ball), invasion still occurs.
This is due to the fact that in our model we consider F to be the fertilized females. Therefore, if F 0 > 0 on a
set with a positive measure, then the same holds for the aquatic phase at any t > 0 in the whole domain R, and
the dynamics of invasion start to occur.

The main result in the present work shows that when a release function of sterile males Λ moving with
a certain speed c < 0 is imposed in the system, we can succeed in suppressing the mosquitoes and avoiding
reinvasion. In the present work, we consider the release function

Λ(t, x) =

{
0 for x− ct 6 0,

Ae−η(x−ct) for x− ct > 0,
(3.7)

with constants A > 0, η > 0.

Theorem 3.1.1. If the basic offspring number R0 > 1, (E0, F 0,M0) 6 (E∗, F ∗,M∗), (E0, F 0,M0)|R+
=

(0, 0, 0) and M0
s ∈ L1(R) such that M0

s > φs, where φs is the solution of

−cφ′s − φ′′s = Ae−ηx1{x>0} − µsφs and φs(±∞) = 0

then for any speed c < 0, there exist Ãc > 0, η̃c > 0 such that for any A > Ãc, 0 < η 6 η̃c, we have the solution
(E,F,M,Ms) of system (3.1) and (3.7) satisfies

lim
t→+∞

sup
x>ct

max(E,F,M)(t, x) = 0.

From this result, we can see that if the initial data is compactly supported in R− and below (E∗, F ∗,M∗),
the invasion does not occur: the equilibrium (0, 0, 0) invades the positive equilibrium (E∗, F ∗,M∗). We also
remark that the number of sterile males released in the field in a finite time interval [0, T ] is T × A

η finite even
though the space is infinite. However, if T → +∞, the total amount of released mosquitoes also tends to +∞.
Finally, we point out that in the above results, the number of sterile males released (A, η) depends on the speed
c of the rolling carpet. This can be observed more precisely in the proof in section 3.4 and discussed in section
3.2 with some numerical illustrations. However, finding A, η that minimizes the number of released mosquitoes
each time remains a challenge.

3.1.3 State of the art
Based on biological knowledge, mathematical modeling and numerical simulations can be additional and useful
tools to prevent failures, improve protocols, and test assumptions before applying the SIT strategy in the field.
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Many works have been done using mean-field temporal models to assess the SIT efficiency for a long-term period
(see e.g. [38], [200] and references therein).
Only a few works exist modeling explicitly the spatial component due to the lack of knowledge about vectors
in the field. Moreover, from the mathematical point of view, the studies of spatial-temporal models are more
sophisticated. A reaction-diffusion equation was first used in [144] to model the spreading of a pest in the SIT
model. Then, the model was completed by considering the release of sterile females in [128]. In this article, the
author assumed that the same amount of sterile insect is released in the whole field (i.e. Λ ≡ constant). It
follows that if the number of released sterile insects is large enough, the reaction term becomes strictly negative,
and the extinction of the wild population follows. However, this hypothesis is unrealistic in a large area since the
number of sterile insects to release tends to infinity as the size of the domain increases. The main contribution
of our work is to tackle this problem by following what has been done in the field experiment: we assume that
the releases are not homogeneous. By considering only releases supported in R+ with exponential decay, the
amount of sterile males released in a finite time interval is constant.
In [185], the authors studied SIT control with barrier effect using a system of two reaction-diffusion equations for
the wild and the sterile populations. Recently, a sex-structured system including the aquatic phase of mosquitoes
has been studied in [17]. Using the theory of traveling waves, the authors proved, for a similar system to (3.1),
the existence of natural invading traveling wave when {Ms = 0} and the system is either monostable or bistable.
They also provide some numerical implementation of the SIT but only for the bistable case.

In the bistable case, one can release the mosquitoes in a compact set since the equilibrium 0 is stable. The
main result in [12] shows that if the initial wild mosquitoes distribution behaves as 1R− and we release enough
sterile males in some compact set (ct, L+ ct) with a speed c < 0, then the wild population remains close to 0 in
the set {x > L + ct} thanks to the assumed natural dynamics of the mosquitoes. We also quote [9, 15], which
was done before [12] where the authors studied the analogous system of reaction-diffusion equations to (3.1)
in a bistable context taking into account the strong Allee effects. They proved that for large enough constant
releases in a bounded interval, there exists a barrier that blocks the invasion of mosquitoes. However, for the
monostable case, they obtain numerically that there is no blocking. The so-called “hair-trigger effect” makes the
monostable case become more complicated since one can not rely on the natural dynamics of the mosquitoes.
So the main purpose of the present work is to study an efficient strategy for the SIT to deal with the difficulty
in this case.

The control of sterile insect techniques in a bistable context in a bounded domain is studied in [206, 205].
We also quote [45, 11] that focus on the optimal form to stop or repulse an invading traveling wave by spreading
a killing agent (such as insecticide). In [45] the authors study the optimal shape of spreading in order to repulse
an invasion. In [11], the authors study the optimal shape of spreading in order to block an invasion but consider
more constraints on the spreading area than in [45]. The key argument in these works is to consider that the
reaction term is bistable. In the present work, we propose a way to deal with the difficulty of the monostable
case with a finite amount of control agents (such as sterile insects or insecticides, or other kinds of control) in
any finite time interval.

3.1.4 The traveling wave results

Another natural question that arises in the study of our model of reaction-diffusion equations is the existence
of a traveling wave solution. First, we study the traveling wave problem for the system (3.3) in which there are
no sterile male. Then, by imposing a control function Λ that moves with a speed c < 0, we will construct a
traveling wave for the main system (3.1) moving with the same speed.

Recall that a traveling wave solution of (3.3) with any speed c is the pair (U, c) where U = (E,F,M)T

and U(x − ct) is a nontrivial and bounded solution of (3.3). We say (U, c) is a wavefront if U(±∞) exist and
U(−∞) 6= U(+∞). The existence of such wavefronts for reaction-diffusion systems has been studied widely in
the literature. In our case, the nonlinearity is monostable and it is well-known that there exists a minimal speed
such that the monostable system admits traveling wave solutions with any speed larger than this minimum
value. For example, in the book [214], the authors studied the existence of minimal speed and the stability of
wavefronts for the non-degenerate system. However, our systems are partially degenerate because the first stage
E is quiescent (does not diffuse). The paper [77] studied monotone wavefronts for partially degenerate systems
and they proved that the spreading speed of the solution is the minimal wave speed of monotone wavefronts in
the monostable cooperative case. The authors of [17] proved the same result for a similar system to (3.3) and
for the sake of completeness, we present it in the following

Proposition 3.1.2. Let c∗ be defined in Proposition 3.1.1, then for each c+ > c∗, system (3.3) has a non-
increasing wavefront U(x − c+t) connecting (E∗, F ∗,M∗) and (0, 0, 0). While for any c+ ∈ (0, c∗), there is no
wavefront connecting (E∗, F ∗,M∗) and (0, 0, 0).
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The general system (3.1) (withMs > 0) is not cooperative at first glance. Some works in the recent literature
have tackled the lack of comparison principle for non-cooperative Fisher-KPP systems (see e.g. [92, 91, 90]).
However, due to the fact that the system (3.1) in the present paper is partially degenerate, that is, it does not
satisfy that min Dii > 0 where D is the diffusive matrix, we can not apply these results in our work. Fortunately,
the system (3.1) can be put in the setting of cooperative systems by the change of variable (M̃s = C −Ms with
C a large constant). With this change of variable, we define a new order for the solutions (E,F,M,Ms) of (3.1)
such that (E1, F 1,M1,M1

s ) > (E2, F 2,M2,M2
s ) if E1 > E2, F 1 > F 2, M1 >M2, M1

s 6M2
s . In section 3.4.1,

we present more precisely the comparison principle used in our problem.
One of the main interests of this article is the establishment of a ‘forced’ traveling wave solution for (3.1)

with a control function Λ as in (3.7). Dealing with the whole system of ODE-PDE like (3.1) is by no means an
easy task, so our first idea is to try to simplify the system to a single reaction-diffusion equation by adding some
assumptions and then find a general strategy to study the full model. When we assume that the equilibrium
of the aquatic phase is attained instantaneously (i.e. ∂tE = 0) then from the first equation of (3.1), one has

E =
bF

b FK + νE + µE
. Thus, if the number of females F is equal to the number of males M , and the sterile males

are assumed to be equal to Λ in the treating time interval [0, T ], using the second equation of (3.1), we end up
with only a single equation :

∂tF −D∂xxF =
F

F + Λ

bF
bF
K + νE + µE

− µFF. (3.8)

The model of a scalar reaction-diffusion equation was used widely in the literature studying SIT (see e.g. [128],
[229]) or in other contexts, for e.g. in climate change [33], [34]. In our case, the source term Λ(t, x) moving with
a certain speed c < 0, we can construct the ‘forced’ traveling wave solution of (3.8) moving with the same speed.
Equation (3.8) having the form ∂tu − ∂xxu = f(x − ct, u) with f(s, u) : R × R+ → R is asymptotic of F-KPP
type as s → ±∞ and was studied in the literature (see e.g. [34] and references therein). In the present work,
even if it has been already studied, we provide in Section 3.3 an explicit construction of the ‘forced’ wave for
(3.8) which can help to grasp the general idea of the proof for the whole system.

Indeed, back to the main model of the present paper, we infer from the scalar model that the main difficulty
lies in the construction of the super-solution of (3.1). The forced wave has the form (E,F,M,Ms)(t, x) =
(φE , φF , φM , φs)(x− ct), where c < 0 is the forced speed and (φE , φF , φM , φs) is the profile satisfying

−cφ′E = bφF

(
1− φE

K

)
− (νE + µE)φE , (3.9a)

−cφ′F −Dφ′′F = ρνEφE
φM

φM + γsφs
− µFφF , (3.9b)

−cφ′M −Dφ′′M = (1− ρ)νEφE − µMφM , (3.9c)
−cφ′s −Dφ′′s = φ− µsφs, (3.9d)

(3.9e)

where φ(x−ct) = Λ(t, x) in (3.7). To overcome the difficulty of the construction of the super-solution, we use the
fact that the dynamic is governed, in some sense, by F . Thanks to what was observed for the scalar equation,
we have a natural candidate to be the super-solution for F . More in detail, by denoting φE , φF , φM respectively
the super-solution of φE , φF , φM , we proceed as follows:

• Step 1. Fix φs = φs = Cse
−ηx1{x>0}. We insert φF = F ∗

(
1{x60} + 1{x>0}e

−λx) in the first equation of
(3.9),

• Step 2. We prove that with such a φF the associated φE satisfies φE 6 Ce−λx for x large enough,

• Step 3. We insert φE = E∗
(
1{x60} + 1{x>0}e

−λx) in the third equation of (3.9),

• Step 4. We prove that with such a φE the associated φM satisfies φM 6 Ce−λx for x large enough

• Step 5. We define φM = M∗
(
1{x60} + 1{x>0}e

−λx),
• Step 6. We prove that (φE , φF , φM , φs) is a super-solution of (3.9), where φs is the solution of the last
equation with φs(±∞) = 0.

We present precisely this construction of a super-solution in section 3.4.3 and we also construct a sub-solution
in section 3.4.4. Therefore, we obtain the main result:
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Table 3.1 – Parameters for the numerical illustration

Parameters b K νE µE µF µM µs γs r D

Values 10 200 0.08 0.05 0.1 0.14 0.14 1 0.5 0.5

Theorem 3.1.2. If the basic offspring number R0 > 1, then for any speed c < 0, there exist Ãc > 0, η̃c > 0
such that for any A > Ãc, 0 < η 6 η̃c, system (3.9) with φ(x− ct) = Λ(t, x) defined in (3.7) admits a solution
(φE , φF , φM , φs) such that (φE , φF , φM ) converges to (E∗, F ∗,M∗) at −∞ and to (0, 0, 0) at +∞.

We underline that to obtain the exact limits at −∞ is technical since the sterile males diffuse, φs > 0
everywhere and the system is not heterogeneous in R− (contrary to the super-solutions). Using a perturbation
of the equilibrium (E∗, F ∗,M∗), we succeed in obtaining a sub-solution (φE , φF , φM , φs). However, this sub-
solution satisfies lim

x→−∞
(φE , φF , φM , φs) = (E∗ − εE , F ∗ − εF ,M∗ − εM , ε0) (where εE,F,M,0 are small positive

constants) so we can not deduce directly the limit of (φE , φF , φM , φs) at −∞. We prove that the solution of
(3.9) satisfies the desired limit at −∞ by contradiction (see Section 3.4.5).

3.1.5 Outline of the paper

The outline of the rest of this paper is the following: section 3.2 is devoted to showing some numerical illustrations
to support our theoretical results. Next, in section 3.3 we provide the technical details for the results stated for
the simplified model. Finally, section 3.4 is devoted to the technical details that allow proving Theorems 3.1.1
and 3.1.2. As mentioned in the introduction, the results for the case without any sterile males (Propositions 3.1.1
and 3.1.2) are applications of former works. For the sake of completeness, we present the proofs in Appendix C.

3.2 Numerical illustrations

3.2.1 The numerical scheme

In this section, we present some numerical illustrations for our theoretical results using a simple finite difference
scheme. Since we study the model in one-dimensional space, we use a semi-implicit second-order scheme for
space discretization, and a first-order explicit scheme for time discretization, with the time step following a
CFL condition. We use Neumann boundary conditions on the boundary of a very large spatial interval. It is
well-known that such a spatial domain approximates correctly R, or at least regarding spreading properties of
reaction–diffusion systems.

3.2.2 Observations

The values of parameters are chosen following [69] for mosquitoes of species Aedes albopictus and presented in
Table 3.1. With these parameters, we first verify that the basic offspring number R0 ≈ 30.77 > 1, thus the
condition in our theorems is satisfied. The positive equilibrium is (E∗, F ∗,M∗) ≈ (193.5, 77.4, 55.3).

In our plots, the time unit is a day, space unit is 1 km. We consider the domain [−50, 50] of width 100
km discretized by 500 points, with a 60-day time interval. We show in Figure 3.1 the dynamics of the female
population over time and space. In this simulation, the initial data are taken as compactly supported functions.
When there is no SIT control, the wave of mosquitoes invades the space (see Figure 3.1a) and approaches the
steady state F ∗ = 77.4. This illustrates the invasion phenomenon in Proposition 3.1.1.

To stop this invasion, we keep releasing sterile mosquitoes over time with a release function that decays
exponentially on half of the space Λ(t, x) = Ae−η(x−ct)

1{x>ct}.
In practice, the number of sterile males to release is usually fixed and one can adjust the speed of the releases

to obtain the best result. To illustrate our result, first, we fix A = 600, η = 0.2 and vary the speeds c 6 0 to
observe the dynamics of mosquitoes while applying SIT. When we do not move the release (c = 0), we observe
in Figure 3.1b that the wave is blocked near x = 0 and cannot pass through the release zone. Then, by moving
this release domain to the left with velocity c = −0.3, we succeed to push back the wave to the left (see Figure
3.1c), and there is no mosquito behind the releases which illustrates the main result in Theorems 3.1.2 and 3.1.1.
However, we observe in Figure 3.1d that if we move the releases faster to the left with velocity c = −0.7, there
is a reinvasion on the right of the zone. It seems that the faster we move the release domain, the faster we push
back the mosquito waves, but we need to release more sterile males in the treated zone to prevent reinvasion.
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(a) Ms = 0 (b) A = 600, η = 0.2, c = 0

(c) A = 600, η = 0.2, c = −0.3 (d) A = 600, η = 0.2, c = −0.7

(e) A = 800, η = 0.2, c = −0.7 (f) A = 800, η = 0.1, c = −0.7

Figure 3.1 – Dynamics of the female density in system (3.1).
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Indeed, when the speed c = −0.7 is fixed and the number of sterile males is increased by taking A = 800 (see
3.1e), and η = 0.1 (see 3.1f), one can see that the reinvasion in the treated zone gets slower and disappears.

3.3 Study of the simplified model

3.3.1 The simplified model

From (3.8) we study in this section the following scalar equations:

∂tu− ∂xxu =
u

u+ Λ

bu
bu
K + δ

− µu, for x ∈ R, t > 0, (3.10a)

u(t = 0, x) = u0(x). (3.10b)

where b, δ, µ,K are parameters, u is the density of mosquitoes, and the function Λ(t, x) is the control (i.e. the
number of sterile males released). In order to ensure the existence of a non-trivial steady state, we need the
following assumption:

Assumption 3.3.1. The parameters b, δ, µ,K are positive and b− µδ > 0.

We first treat briefly the case without any control (i.e. Λ = 0) and then we explain how to obtain a similar
result to Theorem 3.1.1.

The case Λ ≡ 0

In this case, when Assumption 3.3.1 holds, the equation has two equilibria u0 = 0 and u∗ =
K(b− µδ)

bµ
> 0. The

reaction term f(u) :=
bu

bu
K + δ

− µu > 0 for any u ∈ (0, u∗), f ′(0) =
b

δ
− µ > 0, and f(u) <

bu

δ
− µu = f ′(0)u.

Then, from the result in [119], there exists a number c∗ > 0 such that (3.10) possesses “natural” traveling wave
solutions u(t, x) = vN (x− c+t) for all speed c+ > c∗ with vN solutions of

−c+v′N − v′′N =
bvN

bvN
K + δ

− µvN , (3.11a)

vN (−∞) = u∗, vN (+∞) = 0. (3.11b)

Hence, when t → +∞, the positive state u = u∗ invades the extinction state u = 0 (see [24, Theorem 4.1] for
more details). We recall the following classical result

Proposition 3.3.1. [24, Theorem 4.1] For any positive initial data u0, the solution of (3.10) with Λ ≡ 0
satisfies

∀c+ > c∗, lim
t→+∞

sup
|x|<c+t

|u(t, x)− u∗| = 0, .

Remark 3.3.1. Depending on the initial data, the front can go faster and even accelerate (see [97]). But, in
any case, the steady-state u∗ invades the steady state 0 at least with a speed c∗.

The controlled case

In this case, function Λ is considered as in (3.7), and we prove the existence of a forced traveling wave moving
with the same speed as Λ satisfying

−cv′ − v′′ =
v

v + φ

bv
bv
K + δ

− µv, (3.12a)

v(−∞) = u∗, v(+∞) = 0, (3.12b)

with φ(x− ct) = Λ(t, x) and speed c negative. The result is the following:

Theorem 3.3.1. For any c < 0, there exists constants Ã, η̃ > 0 such that for any A > Ã, 0 < η 6 η̃, and the
release function φ(x− ct) = Λ(t, x) defined in (3.7), problem (3.12) admits a solution v.

Then, we have the following result for the space-time model (3.10) (which is an analog to Theorem 3.1.1):
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Theorem 3.3.2. For any initial data u0 > 0 with u0 6 u∗ and u0|R+
= 0 and c 6 0, there exist constants

Ã, η̃ > 0 such that for any A > Ã, 0 < η 6 η̃, and the release function φ(x − ct) = Λ(t, x), one has that the
solution u of (3.10) satisfies, with any ε > 0, that

lim
t→+∞

sup
x>(c+ε)t

u(t, x) = 0.

By imposing a control with exponential decay, we succeed in suppressing the insects in the region behind
the release. It is contrary to what happens naturally (when the stable steady state u∗ invades the unstable
steady state 0). Notice that the hypothesis on the initial data u0 takes into account any positive and compactly
supported initial data bounded by u∗ (up to a translation of the support in R−).

In the following section, we construct a super-solution for (3.12) in Proposition 3.3.2, then we can apply
this result to prove Theorem 3.3.2. The existence of a sub-solution of (3.12) is presented in Proposition 3.3.3 in
section 3.3.3. Finally, by using comparison principle for a scalar reaction-diffusion equation, we prove Theorem
3.3.1.

3.3.2 Construction of a super-solution for the simplified model
The existence of super-solution for (3.12) is shown in the following proposition

Proposition 3.3.2. For any fixed speed c and any fixed parameter α ∈
(

0,
δµ

b

)
, there exists a constant r(α) < 0

depending on α, c such that the function

w(x) =

{
u∗ when x < 0,

u∗e
r(α)x when x > 0,

(3.13)

is a super-solution of (3.12) with φ(x− ct) = Λ(t, x) for any η ∈ [0,−r(α)] and A >
u∗
α
− u∗ > 0.

Proof of Proposition 3.3.2. For a constant c < 0, we study the following problem

−cw′ − w′′ =

(
αb

δ
− µ

)
w, on [0,+∞), (3.14a)

w > 0 on [0,+∞), w(+∞) = 0. (3.14b)

Consider the characteristic polynomial r2 +cr+
αb

δ
−µ = 0, since

αb

δ
−µ < 0 then for any c < 0, the polynomial

admits two distinct roots r± =
−c±

√
c2 − 4

(
αb
δ − µ

)
2

where r+ > 0 and r− < 0.
Since we look for a solution w of (3.14) with w(+∞) = 0, then the solution of (3.14) is

w(x) = u∗e
r(α)x for x > 0, (3.15)

with r(α) = r− =
−c−

√
c2 − 4

(
αb
δ − µ

)
2

< 0.

Now, remarking that Assumption 3.3.1 provides δµ
b 6 1, it follows for any α ∈ (0, δµb ) and any constant

η ∈ [0,−r(α)] and A >
u∗
α
− u∗ > 0, one defines φ(x− ct) = Λ(t, x) as in (3.7), then for all x ∈ [0,∞), one has

w(x)

w(x) + φ(x)
=

u∗e
r(α)x

u∗er(α)x +Ae−ηx
=

u∗
u∗ +Ae−(η+r(α))x

6 α. We deduce that

−cw′ − w′′ − w

w + φ

bw
bw
K + δ

+ µw > −cw′ − w′′ −
(
αb

δ
− µ

)
w = 0.

For any x < 0, one has w(x) = u∗ and

−cw′ − w′′ − w

w + φ

bw
bw
K + δ

+ µw = − bu∗
bu∗
K + δ

+ µu∗ = 0.

Moreover, we have lim
x→0−

w′(x) = 0 > r(α)u∗ = lim
x→0+

w′(x). Hence, function w as in (3.13) is a super-solution of

(3.12) with any φ(x− ct) = Λ(t, x) of the form in (3.7).
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From the existence of this super-solution we have the following proof of Theorem 3.3.2:

Proof of Theorem 3.3.2. Let u(t, x) = w(x − ct), Λ(t, x) = φ(x − ct), and w, φ provided by Proposition 3.3.2
with a certain speed c < 0. It is clear that with such a choice of Λ(t, x), we have that u is a super-solution of
(3.10). Thanks to the definition of w, we have u0(x) 6 u(t = 0, x), therefore, the comparison principle implies
that for any t > 0, x ∈ R, u(t, x) 6 u(t, x). For any ε > 0, x > (c + ε)t, one has u(t, x) 6 u∗e

r(α)εt → 0 when
t→ +∞, then the result follows.

3.3.3 Construction of a sub-solution for the simplified model

We are going to construct this sub-solution by part. In the part where φ ≡ 0, we recall f(s) =
bs

bs
K + δ

− µs

which corresponds to the reaction term of (3.12) with φ ≡ 0. Consider the following system

−w′′ = f(w) in R−, (3.16a)

w(0) = 0; lim
x→0−

w′(x) = −

√
2

∫ u∗

0

f(s)ds. (3.16b)

We have the following Lemma

Lemma 3.3.1. System (3.16) admits a solution w > 0 such that for any x < 0 w′(x) < 0 and lim
x→−∞

w(x) = u∗.

Proof. By Cauchy-Lipschitz theorem, problem (3.16) admits a solution w > 0 in [−L0, 0) for some L0 ∈ (0,+∞].
Multiplying the first equation of (3.16) by w′ and integrating in (−L, 0) for some L ∈ (0, L0], we have

−
∫ 0

−L

[
(w′)2

2

]′
dx =

∫ 0

−L
f(w)w′dx,

then
w′(−L)2

2
− w′(0)2

2
= −

∫ w(−L)

0

f(s)ds.

From (3.16), we have w′(0)2 = 2

∫ u∗

0

f(s)ds then

w′(−L)2

2
=

∫ u∗

w(−L)

f(s)ds. (3.17)

Since f is monostable, then w′(−L) = 0 if and only if w(−L) = u∗.
Define

L := inf{x > 0 : w′(−x) = 0} = inf{x > 0 : w(−x) = u∗} 6 +∞. (3.18)

If L < +∞, from the definition of L one has w′(−L) = 0 and w(−L) = u∗. However, u∗ is a stable equilibrium
of equation −w′′ = f(w), so w(−L) = u∗ implies that w ≡ u∗. This is contradictory to the fact that w(0) = 0.

Hence, L = +∞. So we have w′(x) < 0 and w(x) < u∗ for any x < 0. We can deduce from this bound that
w converges when x→ −∞. Since lim

x→−∞
w(x) < w(0) = 0, then w converges to u∗.

Now, we can use the solution w of (3.16) to construct a sub-solution of (3.12).

Proposition 3.3.3. For any c < 0, problem (3.12) has a sub-solution w which is defined as follows

w(x) =

{
w(x) when x < 0,

0 when x > 0,
(3.19)

with φ(x− ct) = Λ(t, x).

Proof. For any c < 0, for any x < 0, one has φ(x) = 0, w(x) = w(x), w′(x) < 0, then

−cw′ − w′′ − w

w + φ

bw
bw
K + δ

+ µw = −cw′ − w′′ − f(w) = −cw′ < 0.

Moreover, lim
x→0−

w(x) = −

√
2

∫ u∗

0

f(s)ds < 0 = lim
x→0+

w(x). Hence, w is a sub-solution of (3.12).
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Figure 3.2 – Control function φ and super-, sub-solutions.

3.3.4 Conclusion: Construction of a traveling wave solution for the simplified
model

We construct a solution from the above sub- and super-solutions.

Proof of Theorem 3.3.1. According to Propositions 3.3.2 and 3.3.3, for the control function φ(x− ct) = Λ(t, x),
problem (3.12) has the super-solution w as in (3.13) and the sub-solution w as in (3.16). Moreover, the sub-
and super-solutions are well-ordered : w 6 w (see Figures 3.2). By applying the classical technique of sub-

and super-solution (see e.g. [194]), there exists a classical solution of (3.12). Moreover, we have
∫
R
φ(x)dx =

Cs

∫ +∞

0

e−λxdx =
Cs
λ
< +∞.

3.4 Study of the whole system

In subsection 3.4.1, we provide some preliminary results such as a comparison principle adapted to system (3.1).
In subsection 3.4.2, we prove the main Theorem 3.1.1 by introducing a super-solution. The proof of the result
which states that it is indeed a super-solution is postponed to subsection 3.4.3. Subsection 3.4.4 is devoted to
the establishment of a sub-solution of (3.9). Finally, in subsection 3.4.5, we provide the proof of Theorem 3.1.2.

3.4.1 Preliminary results

In this part, we focus on studying the existence of traveling wave solutions for system (3.1) and then apply it
to prove Theorem 3.1.1. In the rest of the paper, we study this system in the subset {E 6 K} of the positive
cone since we have the following property.

Lemma 3.4.1. On the positive cone {E > 0, F > 0,M > 0,Ms > 0}, the subset {E 6 K} is time invariant,
that is, if 0 6 E0 6 K, then E(t, ·) 6 K for all t > 0.

Proof. Assume that there exists a time t0 > 0 such that E(t0, x) > K for some x. Since 0 6 E0 6 K, and
E is continuous over time, we can deduce that there exists a time t1 ∈ (0, t0) such that E(t1, x) > 0 and

∂tE(t1, x) > 0. However, we also have ∂tE(t1, x) = bF (t1, x)

(
1− E(t1, x)

K

)
− (νE + µE)E(t1, x) < 0. This

contradiction proves the result.

We recall that in the subset {E 6 K}, system (3.1) is not cooperative due to the introduction of sterile
males Ms > 0. Indeed, from the second equation of (3.1), we have the reaction term

g(E,F,M,Ms) := ρνEE
M

M + γsMs
− µFF,

and
∂g

∂Ms
= − γsρνEEM

(M + γsMs)2
< 0 on the positive cone. Hence, we introduce a new comparison principle that
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can be applied to system (3.1) in the following part. We first define the nonlinear vector-valued function

f(E,F,M ;ψ) =

f1(E,F,M)
f2(E,F,M)
f3(E,F,M)

 =

bF
(
1− E

K

)
− (νE + µE)E

ρνEE
M

M+γsψ
− µFF

(1− ρ)νEE − µMM

 , (3.20)

where ψ(t, x) is a fixed function. Denote U(t, x) = (E,F,M)(t, x) ∈ R3
+ then we obtain the following system

∂tU −D∂xxU = f(U ;ψ). (3.21)

Next, we introduce the following theorem

Theorem 3.4.1 (Comparison principle for (3.1)). Consider two functions M1
s ,M

2
s ∈ L1

loc((0,+∞) × R) such
that 0 6M2

s (t, x) 6M1
s (t, x) for all t > 0, x ∈ R. Suppose that

• (E1, F 1,M1) is a sub-solution of system (3.21) with ψ ≡M1
s ,

• (E2, F 2,M2) is a super-solution of system (3.21) with ψ ≡M2
s ,

• (E1, F 1,M1)(t = 0) 6 (E2, F 2,M2)(t = 0), for any x ∈ R,

then
(E1, F 1,M1)(t, x) 6 (E2, F 2,M2)(t, x),

for all t > 0, x ∈ R.

Proof. Recall that system (3.21) with ψ(t, x) fixed is a cooperative system. Indeed,

∂f1

∂F
= b

(
1− E

K

)
> 0,

∂f1

∂M
= 0,

∂f2

∂E
= ρνE

M

M + γsψ
> 0,

∂f2

∂M
=

γsψρνEE

(M + γsψ)2
> 0,

and
∂f3

∂E
= (1− ρ)νE > 0,

∂f3

∂F
= 0.

On the other hand, from the assumption of Theorem 3.4.1, one has 0 6M2
s (t, x) 6M1

s (t, x) for any t > 0, x ∈ R,
we deduce that f(U ;M1

s ) 6 f(U ;M2
s ) for any U ∈ R3

+. Hence, recalling that U1 = (E1, F 1,M1) is a sub-solution
of system (3.21) with ψ ≡M1

s , it follows

∂tU
1 −D∂xxU1 − f(U1;M2

s ) 6 f(U1;M1
s )− f(U1;M2

s ) 6 0.

This inequality deduces that U1 is also a sub-solution of system (3.21) with ψ ≡ M2
s . From assumptions in

Theorem 3.4.1, we also have U2 = (E2, F 2,M2) is a super-solution of this system. Moreover, U1(t = 0) 6
U2(t = 0). Therefore, by applying the comparison principle for this cooperative system (see e.g. [214], Chapter
5, §5), we obtain that (E1, F 1,M1)(t, x) 6 (E2, F 2,M2)(t, x) for any t > 0, x ∈ R.

Next, we will use Theorem 3.4.1 for studying system (3.1) and prove the main result in Theorem 3.1.1.

3.4.2 Proof of Theorem 3.1.1
Before treating the main system, we first fix the distribution of sterile males by assuming that the sterile males
neither die nor diffuse, and we assign Ms(t, x) = φs(x− ct) where

φs(x) =

{
0 for x < 0,

Cse
−ηx for x > 0,

(3.22)

with constants Cs > 0, η > 0. We consider the traveling wave solution (E,F,M)(t, x) = (φE , φF , φM )(x − ct)
where (φE , φF , φM ) satisfies the following system

−cφ′E = bφF

(
1− φE

K

)
− (νE + µE)φE , (3.23a)

−cφ′F −Dφ′′F = ρνEE
φM

φM + γsφs
− µFφF , (3.23b)
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−cφ′M −Dφ′′M = (1− ρ)νEφE − µMφM , (3.23c)
(φE , φF , φM )(−∞) = (E∗, F ∗,M∗), (φE , φF , φM )(+∞) = (0, 0, 0). (3.23d)

with speed c < 0. Note that, system (3.23) is cooperative on the positive cone {E > 0, F > 0,M > 0}, thus
we can apply directly the comparison principle for a cooperative system (see e.g. [214], Chapter 5, §5). Our
idea is to construct a super-solution for the system (3.23) where the sterile males’ distribution is fixed and then
deduce a super-solution for the main system (3.9). First, we need to show that the solution φs of (3.9) is larger
than φs in the whole R. It will follow that the solution Ms(t, x) of the Cauchy problem with appropriate initial
data is also larger than φs.

Lemma 3.4.2. For a certain speed c < 0 and function φ(x − ct) = Λ(t, x) defined in (3.7), there exists a
solution φs of equation

−cφ′s −Dφ′′s = φ− µsφs, φs(±∞) = 0,

such that for A > Cs large enough and η > 0 small enough, one has φs 6 φs in R.
Moreover, for the initial data M0

s ∈ L1(R) such that M0
s > φs, the solution Ms of

∂tMs −D∂xxMs = Λ− µsMs, (3.24a)

Ms(t = 0) = M0
s (3.24b)

satisfies Ms(t, x)→ φs(x− ct) uniformly with respect to time and Ms(t, x) > φs(x− ct).

Proof. Denote σ± =
−c±

√
c2 + 4Dµs
2D

two roots of the characteristic polynomial of equation −cφ′s −Dφ′′s +

µsφs = 0, then we have σ− < 0 < σ+. Assume that 0 < η < −σ−, and define As :=
A

−Dη2 + cη + µs
, then we

have solution

φs(x) =

{
B+e

σ+x +B−e
σ−x for x 6 0,

A+e
σ+x +A−e

σ−x +Ase
−ηx for x > 0,

for some A±, B±. Since we have φs(±∞) = 0, then B− = A+ = 0. To ensure that φs is C1, we need B+ =
A− +As, σ+B+ = σ−A− + ηAs. Hence, we obtain that

A− =
η + σ+

σ− − σ+
As < 0, B+ =

η + σ−
σ− − σ+

As > 0,

since 0 < η < −σ−. Now for any x 6 0, one has φs(x) =
η + σ−
σ− − σ+

A

−Dη2 + cη + µs
eσ+x > 0 = φs(x). Otherwise,

if x > 0, one has φs(x) =
η + σ+

σ− − σ+
Ase

σ−x+Ase
−ηx >

η + σ−
σ− − σ+

A

−Dη2 + cη + µs
e−ηx > Cse

−ηx if A > Cs large

enough.
For the second claim, we split the solution Ms into two parts: Ms = M1

s +M2
s solutions of{

∂tM
1
s −D∂xxM1

s = −µsM1
s ,

M1
s (t = 0) = M0

s − φs
and

{
∂tM

2
s −D∂xxM2

s = Λ− µsM2
s ,

M2
s (t = 0) = φs

By linearity, it is clear that M1
s + M2

s is a solution of (3.24). Moreover, we have M1
s =

[
H ∗ (M0

s − φs)
]
e−µst

(where H stands for the heat kernel in R×[0,+∞[ and ∗ stands for the convolution) andM2
s (x−ct) = φs(x−ct).

Since (M0
s − φs) ∈ C0

b (R)∩L1(R) we deduce that M1
s converges uniformly to 0 as t→ +∞. Finally, remarking

that (M0
s − φs) > 0 we deduce that M1

s > 0 and Ms > φs > φs.

The next Proposition shows that we can construct a super-solution of (3.9) by studying system (3.23)

Proposition 3.4.1. Assume that the basic offspring number R0 > 1, then for any speed c < 0 and the control
function φs defined in (3.22) with Cs > 0 large enough and η > 0 small enough, there exists a non-negative
super-solution (φE , φF , φM ) of system (3.23) such that φE 6 E∗, φF 6 F ∗, φM 6 M∗, and when x → +∞,
(φE , φF , φM ) converges to (0, 0, 0).

Hence, we deduce that (φE , φF , φM , φs) is a super-solution of (3.9) where φs is defined in Lemma 3.4.2.

The proof of Proposition 3.4.1 is long and technical therefore, we postpone it to section 3.4.3. We finally
provide the details of the proof of Theorem 3.1.1.
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Proof of Theorem 3.1.1. We define (E,F ,M)(t, x) = (φE , φF , φM )(x − c′t) where c′ < c < 0, (φE , φF , φM ) is
defined in Proposition 3.4.1 with a speed c′. It is clear that (E,F ,M) is a super-solution of system (3.21) with
ψ(t, x) = φs(x − ct) and φs defined in (3.22). Denote (E,F,M,Ms) solution of system (3.1) with Λ defined
in (3.7). Then (E,F,M) is a sub-solution of system (3.21) with ψ ≡ Ms. From Lemma 3.4.2, we can choose
A > Cs such that Ms(t, x) > φs(x− ct) for any t > 0 and x ∈ R. Moreover, by the construction of (φE , φF , φM )
in Proposition 3.4.1 (see Section 3.4.3), we have (E0, F 0,M0)(x) 6 (E,F ,M)(t = 0, x). Now, we apply the
comparison principle in Theorem 3.4.1 and we obtain that (E,F,M)(t, x) 6 (E,F ,M)(t, x) for any time t > 0
and x ∈ R. Since (φE , φF , φM )(x)→ (0, 0, 0) when x→ +∞, we conclude that

lim
t→+∞

sup
x<ct

(E,F,M)(x, t) 6 lim
t→+∞

sup
x<ct

(E,F ,M)(x, t)

= lim
t→+∞

sup
x<ct

(φE , φF , φM )(x− c′t)

6 lim
t→+∞

Ce(c−c′)t(1, 1, 1) = (0, 0, 0).

In the following parts, we construct super- and sub-solutions for (3.9), then conclude by proving Theorem
3.1.2.

3.4.3 Construction of a super-solution for (3.9)
We first remark that if (φE , φM , φF ) is a super-solution of (3.23) then (φE , φM , φF , φs) is a super-solution of
(3.9). Indeed, by applying Lemma 3.4.2, we have φs > φs in R, thus, we have

−cφF
′ −DφF

′′ − ρνEφE
φM

φM + γsφs
+ µFφF > −cφF

′ −DφF
′′ − ρνEφE

φM

φM + γsφs
+ µFφF > 0.

Following the idea we used with the simplified model, we construct super-solutions for (3.23) established by
two parts, a constant part on (−∞, x∗] and a tail on (x∗,+∞) that decays to 0 at +∞, with some x∗ > 0. We
start by considering φF as follows

φF (x) =

{
F ∗ when x 6 0,

F ∗e−λx when x > 0,
(3.25)

with some λ > 0. Next, we construct the tails for φE and φM , and clarify the value of x∗. After that, we provide
proof of Proposition 3.4.1.

• Construction of function φE: First, on R+, we consider function φ̃E(x) such that

−cφ̃E
′

= bF ∗e−λx
(

1− φ̃E
K

)
− (νE + µE)φ̃E , (3.26a)

φ̃E > 0, lim
x→+∞

φ̃E = 0, φ̃E(0) = E∗. (3.26b)

Hence, for any x > 0, we obtain φ̃E of the form

φ̃E(x) = eδ(x)

(
−bF

∗

c

∫ x

0

e−λs−δ(s)ds+ E∗
)
> 0, (3.27)

where δ(x) = − bF
∗

λcK
e−λx +

νE + µE
c

x+
bF ∗

λcK
. One has δ(0) = 0 and lim

x→+∞
δ(x) = −∞. We have the following

lemma

Lemma 3.4.3. Assume that λ+
νE + µE

c
< 0, then there exists a constant CE > E∗ such that φ̃E(x) 6 CEe

−λx

for any x > 0.

Proof. Since λ +
νE + µE

c
< 0 and c < 0, for any x > 0, we obtain that δ(x) 6

νE + µE
c

x 6 −λx. Therefore,

eδ(x) 6 e
νE+µE

c x 6 e−λx. On the other hand, one has

eδ(x)

∫ x

0

e−λs−δ(s)ds 6 e
νE+µE

c x

∫ x

0

e−λs−
νE+µE

c se−
bF∗
cλK (1−e−λs)ds 6

−e− bF∗
cλK

λ+ νE+µE
c

e−λx.
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Then one has CE := E∗ +
bF ∗

c

e−
bF∗
cλK

λ+ νE+µE
c

> E∗. This induces the result of the lemma.

From Lemma 3.4.3, we can deduce that lim
x→+∞

φ̃E(x) = 0. Moreover, we define

xE := sup{x > 0 : φ̃E(x) = E∗} < +∞, (3.28)

and φ̃E(x) < E∗ for any x > xE . We define function φE as follows

φE(x) =

{
E∗ when x 6 xE

φ̃E(x) when x > xE .
(3.29)

Then for any x, we have φE(x) 6 min{E∗, CEe−λx}, lim
x→+∞

φE(x) = 0, and lim
x→x−E

φE
′
(x) = 0 > φ̃E

′
(xE) =

lim
x→x+

E

φE
′
(x).

• Construction of function φM : Next, on R+, we consider function φ̃M which satisfies

−cφ̃M
′
−Dφ̃M

′′
= (1− ρ)νECEe

−λx − µM φ̃M , (3.30a)

φ̃M (x) > 0, lim
x→+∞

φ̃M (x) = 0, φ̃M (0) = M∗. (3.30b)

Consider the characteristic polynomial −Dδ2 − cδ + µM = 0 with two roots δ± =
−c±

√
c2 + 4DµM
2D

, where

δ+ > 0, δ− < 0. Then any solution of (3.30) has the form φ̃M (x) = CMe
−λx + C1e

δ−x + C2e
δ+x, where

CM =
(1− ρ)νECE

−Dλ2 + cλ+ µM
. (3.31)

Since we look for lim
x→+∞

φ̃M (x) = 0, then C2 = 0. Moreover, M∗ = φ̃M (0) = CM + C1, thus C1 = M∗ − CM .

Assume that λ+ δ− < 0, so we have µM > −Dλ2 + cλ+ µM > 0 and

CM >
(1− ρ)νECE

µM
= M∗

CE
E∗

>M∗.

Moreover, since δ− < −λ, then for any x > 0, we have

CMe
−λx > φ̃M (x) = CMe

−λx + (M∗ − CM )eδ−x > M∗eδ−x > 0.

and we have lim
x→+∞

φ̃M (x) = 0, so φ̃M is a solution of problem (3.30). We define

xM = sup{x > 0 : φ̃M (x) = M∗} < +∞, (3.32)

and

φM (x) =

{
M∗ when x 6 xM

φ̃M (x) when x > xM .
(3.33)

Again we have φM (x) 6 min{M∗, CMe−λx} for any x, lim
x→+∞

φM (x) = 0, and lim
x→x−M

φM
′
(x) = 0 > φ̃M

′
(xM ) =

lim
x→x+

M

φM
′
(x).

Now we prove that for Cs large enough, (φE , φF , φM ) defined as above is a super-solution of (3.23).

Proof of Proposition 3.4.1. Fix a positive parameter α such that α <
µFF

∗

ρνECE
=

E∗

CE
< 1. Then, we choose a
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positive constant λ such that

λ 6 min

−νE + µE
c

,
c+

√
c2 + 4DµM
2D

,
c+

√
c2 + 4DµF

(
1− αCEE∗

)
2D

 . (3.34)

Recalling CM defined respectively in (3.31), we take η < λ and Cs large enough such that
Cs
CM

>
1

γs

(
1

α
− 1

)
.

Then for any x > 0,
φs
φM

>
Cse

−ηx

CMe−λx + (M∗ − CM )eδ−x
>

Cse
−ηx

CMe−λx
>

Cs
CM

, thus we obtain that
φM

φM + γsφs
=

1

1 + γs
φs
φM

6 α.

We now check that (φE , φF , φM ) is a super-solution of (3.23).

◦ Checking for φE: For any x 6 xE , since φE(x) = E∗, φF (x) 6 F ∗, then

−cφE
′ − bφF

(
1− φE

K

)
+ (νE + µE)φE > −bF ∗

(
1− E∗

K

)
+ (νE + µE)E∗ = 0,

and for x > xE > 0, one has

−cφE
′ − bφF

(
1− φE

K

)
+ (νE + µE)φE = −cφ̃E

′
− bF ∗e−λx

(
1− φ̃E

K

)
+ (νE + µE)φ̃E = 0.

◦ Checking for φF : For any x 6 0, we have φF = F ∗, φE 6 E∗, then

−cφF
′ −DφF

′′ − ρνEφE
φM

φM + γsφs
+ µFφF > −ρνEE∗ + µFF

∗ = 0.

For any x > 0, we have φE(x) 6 CEe
−λx, φF (x) = F ∗e−λx, φM

φM+γsφ
6 α.

From (3.4), we note that
µFF

∗

E∗
= ρνE , thus

−cφF
′ −DφF

′′ − ρνEφE
φM

φM + γsφs
+ µFφF > F ∗e−λx

(
−Dλ2 + cλ− µFα

CE
E∗

+ µF

)
> 0

since 0 < λ 6
c+

√
c2 + 4DµF

(
1− αCEE∗

)
2D

.

◦ Checking for φM : For any x 6 xM , one has φM (x) = M∗, φE(x) 6 E∗, thus

−cφM
′ −DφM

′′ − (1− ρ)νEφE + µMφM > −(1− ρ)νEE
∗ + µMM

∗ = 0.

On the other hand, when x > xM , one has φE(x) 6 CEe
−λx, φM (x) = φ̃M (x) with φ̃M defined in (3.30) thus

−cφM
′ −DφM

′′ − (1− ρ)νEφE + µMφM > −cφ̃M
′
−Dφ̃M

′′
− (1− ρ)νECEe

−λx + µM φ̃M = 0.

In conclusion, for λ > 0 small such that (3.34) holds, (φE , φF , φM ) defined as above is a super-solution of
(3.23) where Cs is large enough and 0 < η < λ. Then, we deduce that (φE , φF , φM , φs) is a super-solution of
(3.9).
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3.4.4 Construction of a sub-solution for (3.9)

First, we remark that the sub-solution is established only to prove Theorem 3.1.2. Therefore, according to
Theorem 3.4.1, we need to establish (φE , φF , φM , φs) such that

φs > φs and


−cφE ′ 6 bφF

(
1−

φE

K

)
− (νE + µE)φ

E
,

−cφF ′ −DφF ′′ 6 ρνE
φM

φM + γsφs
φE − µFφF ,

−cφM ′ −DφM ′′ 6 (1− ρ)νEφE − µMφM .

The first difficulty is that the sterile males diffuse so φs > 0 on R. It is clear that φs(x) −→
|x|→+∞

0 uniformly.

Therefore, we deduce that

∀ε > 0, ∃xε = inf{x ∈ R : φs(x) < ε} and xε < +∞.

Moreover, taking ε small enough, we can consider xε 6 0. Then, we take

φs(x) =

{
ε for x < xε,

φs for x > xε.
(3.35)

The second difficulty is that (E∗, F ∗,M∗) is no more an equilibrium if we impose φs(−∞) = ε. Nevertheless,
thanks to the implicit function theorem, we obtain

Proposition 3.4.2. There exists ε0 > 0 such that for any ε ∈ [0, ε0), there exists a strictly positive solution
(E∗ε , F

∗
ε ,M

∗
ε ) of

bF ∗ε

(
1− E∗ε

K

)
− (νE + µE)E∗ε = 0, (3.36a)

ρνEE
∗
ε

1

1 + ε
− µFF ∗ε = 0, (3.36b)

(1− ρ)νEE
∗
ε − µMM∗ε = 0. (3.36c)

Moreover, one has (E∗ε , F
∗
ε ,M

∗
ε ) is decreasing continuously with respect to ε, and (E∗0 , F

∗
0 ,M

∗
0 ) = (E∗, F ∗,M∗).

Proof. We define

f2(E,F,M, ε) =

bF
(

1− E
K

)
− (νE + µE)E

ρνEE
1

1+ε − µFF
(1− ρ)νEE − µMM

 .

According to the explicit writing of (E∗, F ∗,M∗) in (3.4) and since R0 > 1, we have that

det(DE,F,M f2(E∗, F ∗,M∗, 0)) = −µM [bρνE − µF (µE + νE)] < 0.

Then, the implicit function theorem provides the existence of ε0. Still thanks to the implicit function theorem,
there holds ∂εE

∗
ε

∂εF
∗
ε

∂εM
∗
ε

 = − (DE,F,M f2)
−1 · ∇εf2(E∗ε , F

∗
ε ,M

∗
ε , ε)

=
ρνEE

∗
ε

(1 + ε)2(det DE,F,M f2(E∗ε , F
∗
ε ,M

∗
ε , ε))


b

(
1− E∗

K

)
µM(

bF ∗ε
K

+ µE + νE

)
µM(

bF ∗ε
K

+ µE + νE

)
µF

 .

Recalling, that det(DE,F,M f2(E∗, F ∗,M∗, 0)) < 0, we deduce by continuity that

∂εE
∗
ε

∂εF
∗
ε

∂εM
∗
ε

 <

0
0
0

 and the

conclusion follows.
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Because of our choice of φs, we construct a subsolution that converges to (Eε, Fε,Mε) for some positive ε.
We construct a sub-solution (φE , φF , φM ) for system (3.23) by two parts. The first part of (φE , φF , φM ) is equal
to 0 on [xε,+∞) and the second part on (−∞, xε) converges to (E∗ε , F

∗
ε ,M

∗
ε ) when x→ −∞. The construction

of the sub-solution on (−∞, xε) is the third difficulty. To cope with this problem, we use the fact that φE 6 Eε.
We present the result of the existence of a sub-solution as follows

Proposition 3.4.3. For a speed c < 0, there exists ε1 ∈ (0, ε0) and ε < ε1 a constant small enough such
that for the control function ψ = φs defined in (3.35), there exists a non-negative sub-solution (φE , φF , φM ) of
system (3.23) such that φE 6 E∗ε1 , φF 6 F ∗ε1 , φM 6M∗ε1 . Moreover, when x→ −∞, (φE , φF , φM )(x) converges
to (E∗ε1 , F

∗
ε1 ,M

∗
ε1).

Proof. We fix c < 0 and ε1 ∈ (0, ε0) (where ε0 is defined in Proposition 3.4.2). Then, we consider (Ê, F̂ , M̂) a
solution of the following linear system in R−

−cÊ′ = bF̂
(

1−
E∗ε1
K

)
− (νE + µE)Ê, (3.37a)

−cF̂ ′ −DF̂ ′′ =
ρνE

1 + ε1
Ê − µF F̂ , (3.37b)

−cM̂ ′ −DM̂ ′′ = (1− ρ)νEÊ − µMM̂, (3.37c)

with Ê(−∞) = E∗ε1 , F̂ (−∞) = F ∗, M̂(−∞) = M∗.

Now, we will study this linear system by denoting U =


Ê

F̂

M̂

F̂ ′

M̂ ′

. Then system (3.37) becomes U ′ = BU where

B =


νE+µE

c − µF (νE+µE)
bρνE/(1+ε1) 0 0 0

0 0 0 1 0
0 0 0 0 1

− ρνE
D(1+ε1)

µF
D 0 − c

D 0

− (1−ρ)νE
D 0 µM

D 0 − c
D

 , since 1−
E∗ε1
K

=
µF (νE + µE)

bρνE/(1 + ε1)
. Hence, the characteristic

polynomial is

det(B − λI) = λ
(
λ2 +

c

D
λ− µM

D

)
︸ ︷︷ ︸

PM (λ)

[
−λ2 +

(
νE + µE

c
− c

D

)
λ+

νE + µE
c

+
µF
D

]
︸ ︷︷ ︸

PF (λ)

.

It is clear that λ0 = 0 is an eigenvalue associated to the eigenvector U0 =


E∗ε1
F ∗ε1
M∗ε1

0
0

. Denote eigenvalues λ+
M >

0, λ−M < 0 which are the roots of PM (λ), λ+
F > 0, λ−F < 0 which are the roots of PF (λ). We aim at building a

solution U(x) that converges to U0 when x→ −∞, then we construct U of the following form

U(x) = U0 + eλ
+
MxU+

M + eλ
+
F xU+

F ,

where U+
M , U

+
F the corresponding eigenvectors of λ+

M , λ
+
F . We consider the following cases:

Case 1: λ+
M 6= λ+

F : Since λ+
M is a root of PM (λ), then U+

M =


0
0
a
0

aλ+
M

 for some a ∈ R. Denote U+
F =


b1
b2
b3
b4
b5


an eigenvector associated to λ+

F . We have BU+
F = λ+

FU
+
F , and since rank(B−λ+

F I) = 4 then all entries b2, b3, b4, b5
depend explicitly on b1 ∈ R. More precisely, using the formula of E∗ε1 , F

∗
ε1 ,M

∗
ε1 , we have

b2 = b1
F ∗ε1
E∗ε1

(
1−

cλ+
F

νE + µE

)
, b3 = b1

M∗ε1
E∗ε1

µM

−D[(λ+
F )2 + c

Dλ
+
F −

µM
D ]

, b4 = λ+
F b2. (3.38)
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For any x < 0, we have

Ê(x) = E∗ε1 + b1e
λ+
F x, F̂ (x) = F ∗ε1 + b2e

λ+
F x, M̂(x) = M∗ε1 + aeλ

+
Mx + b3e

λ+
F x.

We choose b1 = −E∗ε1 , a = −M∗ε1 − b3. Thus we obtain that Ê(0) = 0, M̂(0) = 0, F̂ (0) =
cF ∗ε1λ

+
F

νE + µE
< 0. Then,

there exists a unique constant yF < 0 such that F̂ (yF ) = 0.
Claim: For any x < 0, one has Ê(x) < E∗ε1 , F̂ (x) < F ∗ε1 , M̂(x) < M∗ε1 .
Indeed, since b1 < 0, we deduce from (3.38) that b2 < 0, then for any x < 0, Ê(x) < E∗ε1 , F̂ (x) < F ∗ε1 . It

remains to show that M̂(x) < M∗ε1 for any x < 0. One has

M̂(x) = M∗ε1(1− eλ
+
Mx) + b3(eλ

+
F x − eλ

+
Mx).

We only need to show that b3(eλ
+
F x − eλ

+
Mx) < 0 for any x < 0. Indeed,

◦ if λ+
F < λ+

M , then eλ
+
F x − eλ

+
Mx > 0 for any x < 0 and (λ+

F )2 + c
Dλ

+
F −

µM
D < 0. From (3.38), we deduce

that b3 < 0;
◦ if λ+

F > λ+
M , we have eλ

+
F x − eλ

+
Mx < 0 for any x < 0 and b3 > 0.

Case 2: λ+
F = λ+

M = λ+: Now λ+ has one-dimensional eigenspace generated by U+ =


0
0
a
0
aλ+

 for some

constant a. The solution of U ′ = BU becomes U(x) = U0 + xeλ
+xU+ + eλ

+xV +, with V + some vector to be
determined. Plugging this U(x) into the equation yields

eλ
+xU+ + λ+xeλ

+xU+ + λ+eλ
+xV + = U ′(x) = BU = λ+xeλ

+xU+ + eλ
+xBV +.

Hence, (B − λ+I)V + = U+. Denote V + =


b1
b2
b3
b4
b5

, one has



b2 = b1
F ∗ε1
E∗ε1

(
1− cλ+

νE + µE

)
,

b4 = λ+b2,

b5 = λ+b3 + a,

a = −
M∗ε1
E∗ε1

1

1 + 2Dλ+

µM

b1.

Then, we have

Ê(x) = E∗ε1 + b1e
λ+x, F̂ (x) = F ∗ε1 + b2e

λ+x, M̂(x) = M∗ε1 + axeλ
+x + b3e

λ+x.

We choose b1 = −E∗ε1 , b3 = −M∗ε1 , then Ê(0) = 0, M̂(0) = 0, F̂ (0) =
cF ∗ε1λ

+

νE + µE
< 0. Thus, there exists a unique

constant yF < 0 such that F̂ (yF ) = 0.

Since we have a =
M∗ε1

1 + 2Dλ+

µM

> 0 , we obtain that for any x < 0, Ê(x) < E∗ε1 , F̂ (x) < F ∗ε1 , M̂(x) < M∗ε1 .

Hence, in both cases, we constructed solution (Ê(x), F̂ (x), M̂(x)) of (3.37) such that Ê(x) < E∗ε1 , F̂ (x) <

F ∗ε1 , M̂(x) < M∗ε1 . Moreover, (Ê, F̂ , M̂) converges to (E∗ε1 , F
∗
ε1 ,M

∗
ε1) at −∞. Now, we use these functions to

construct a sub-solution for (3.23).

Construction of a sub-solution:
Now, we construct φE , φF , φM a sub-solution of system (3.16) taking φs = φs defined in (3.35) with ε ∈ (0, ε1)

that will be fixed later on. Due to a translation of space, without loss of generality, we can assume here that
x∗ε1 = 0. Next, we define

φE(x) =

{
Ê(x) when x 6 0,

0 when x > 0,
φF (x) =

{
F̂ (x) when x 6 yF ,

0 when x > yF ,
φM (x) =

{
M̂(x) when x 6 0,

0 when x > 0.

(3.39)

Note that, by the definitions of φs, the fraction
φM

φM + γsφs
is well-defined in R. We now check the sub-solution

inequalities for (φE , φF , φM ). We can see that for any x > 0, the inequalities are trivial.



60 CHAPTER 3. A control strategy for the SIT to avoid reinvasion

◦ Checking for φE(x): For any x 6 yF < 0, since φE 6 E∗ε1 , thus

−cφE ′ − bφF
(

1−
φE

K

)
+ (νE + µE)φE 6 −cÊ′ − bF̂

(
1−

E∗ε1
K

)
− (νE + µE)Ê = 0,

For any x such that yF < x 6 0, we have

−cφE ′ − bφF
(

1−
φE

K

)
+ (νE + µE)φE = −cÊ′ + (νE + µE)Ê = bF̂

(
1−

E∗ε1
K

)
< 0,

since F̂ < 0 on (yF , 0]. At x = 0, we also have lim
x→0−

φE
′(x) = Ê′(0) = −λ+E∗ε1 < 0 = lim

x→0+
φE(x).

◦ Checking for φF (x): First, we consider the case where x 6 yF . Taking ε < min
(
ε1
2 ,

1
γs
ε1 min
x6yF

φM
)
it

follows, recalling that in this case, φs = ε, one has

−cφF ′ −DφF ′′ − ρνEφE
φM

φM + γsφs
+ µFφF = ρνEφE

[
1

1 + ε1
− M̂

M̂ + γsε

]
6 0,

due to the fact that (Ê, F̂ , M̂) is a solution of (3.37).
For yF < x 6 0, we have φF (x) = 0, φE(x) = Ê(x) > 0, φ(x) = A, φM (x) = M̂(x) > 0, thus

−cφF ′ −DφF ′′ − ρνEφE
φM

φM + γsφ
+ µFφF = −ρνEÊ

M̂

M̂ + γsA
6 0.

At x = yF , we have lim
x→y−F

φF
′(x) = F̂ ′(0) = −λ+F ∗ε1

(
1− cλ+

νE + µE

)
< 0 = lim

x→y+F
φF
′(x).

◦ Checking for φM (x): For any x 6 0, one has

−cφM ′ −DφM ′′ − (1− ρ)νEφE + µMφM = −cM̂ ′ −DM̂ ′′ − (1− ρ)νEÊ + µMM̂ = 0.

Similarly, at x = 0, in both cases lim
x→0−

φM
′(x) = M̂ ′(0) < 0 = lim

x→0+
φM
′(x).

It finishes the establishment of the sub-solution.

3.4.5 Conclusion: Construction of the traveling wave for (3.9) (Proof of Theorem
3.1.2)

As mentioned above, we prove the existence of traveling wave solutions using the sub and the super solutions
constructed before. We underline the following

Remark 3.4.1. For a certain speed c < 0 and function φ(x − ct) = Λ(t, x) defined in (3.7), there exists a
solution φs of equation

−cφ′s −Dφ′′s = φ− µsφs, φs(±∞) = 0,

such that for A > Cs large enough and η > 0 small enough, one has φs 6 φs 6 φs in R.

Thanks to Remark 3.4.1, we are able to prove Theorem 3.1.2.

Proof of Theorem 3.1.2. First, notice that since the equation for φs is independent from the other equations,
we deduce that φs exists and is provided in the proof of Lemma 3.4.1. Next, in section 3.4.3, we obtained that
(φE , φF , φM , φs) is a super-solution of the original system. In section 3.4.4, we obtain that (φE , φF , φM , φs) is a
sub-solution of the original system. Moreover, we have by construction that (φE , φF , φM ) 6 (φE , φF , φM ) and
according to Remark 3.4.2, we have φs 6 φs 6 φs.

By applying the comparison principle for the cooperative system (3.9), we deduce that there exists a traveling
wave solution (φE , φF , φM , φs) for system (3.9) with

(φE , φF , φM ) 6 (φE , φF , φM ) 6 (φE , φF , φM )

Thus (φE , φF , φM ) converges to 0 at +∞, and at −∞, one has

(E∗ε1 , F
∗
ε1 ,M

∗
ε1) 6 (φE , φF , φM ) < (E∗, F ∗,M∗).
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It only remains to prove by contradiction that (φE , φF , φM ) −→
x→−∞

(E∗, F ∗,M∗).
Assume it is not the case, we denote

(E∗, F∗,M∗) = ( lim inf
x→−∞

φE(x), lim inf
x→−∞

φF (x), lim inf
x→−∞

φM (x)).

It follows
max

(
E∗ − E∗ , F ∗ − F∗ , M∗ −M∗

)
> 0.

Next, we introduce
ε2 = inf{ε > 0 : (Eε, Fε,Mε) 6 (E∗, F∗,M∗)}.

Notice that by assumption ε2 > 0. The end of the proof is split into three claims:

1. Prove by contradiction that F∗ − F ∗ε2 > δF (where δF is a small positive constant),

2. Prove by contradiction that E∗ − E∗ε2 > δE (where δE is a small positive constant),

3. Prove by contradiction that M∗ −M∗ε2 > δM (where δM is a small positive constant).

Then the three steps above are in contradiction with the definition of ε1. Indeed, if the claims are true since
the dependence of (Eε, Fε,Mε) with respect to ε is continuous, we deduce the existence of ε3 < ε2 such that

(E∗ε2 , F
∗
ε2 ,M

∗
ε2) < (E∗ε3 , F

∗
ε3 ,M

∗
ε3) 6 (E∗, F∗,M∗).

Therefore, if the claims are true, the contradiction follows and the proof is achieved.

• Claim 1. Assume by contradiction that F∗ = F ∗ε2 . It follows the existence of a decreasing and unbounded
sequence xn such that φF (xn) < F ∗ε2 + 1/n, φ′F (xn) = 0 and −φ′′F (xn) 6 0. Such sequence exists because if φ′F
does not change its sign, it follows that φF converges and this is absurd since it can only converge to F ∗. Notice
that we also have by definition of ε2 that φE(xn) > E∗ε2 + o1(n) and φM (xn) > M∗ε2 + on(1). Inserting these
inequalities in the equation that φF satisfies, we obtain

ρνEφE(xn)
1

1 + γsφs(xn)/φM (xn)
− µFφF (xn) = cφ′F (xn)−∆φF (xn) 6 0.

Since φM (xn) >M∗ε2 + on(1) and φs(xn) = on(1), we deduce, thanks to (3.36),

ρνEφE(xn)
1

1 + γsφs(xn)/φM (xn)
− µFφF (xn) > ρνEE

∗
ε2

1

1 + on(1)
− µFF ∗ε2 + on(1)

> ρνEE
∗
ε2

1

1 + on(1)
− ρνEE∗ε2

1

1 + ε2
+ on(1)

> ρνEE
∗
ε2

ε2 − on(1)

(1 + ε2)(1 + on(1))
+ on(1) > 0.

Taking n large enough, it follows that F∗ − F ∗ε2 > δF for some positive constant δF .

• Claim 2. Assume by contradiction that E∗ = E∗ε2 . It follows the existence of a decreasing and unbounded
sequence xn such that φE(xn) < E∗ε2 + 1/n, φ′E(xn) = 0. Inserting this inequality in the equation satisfied by
φE , we obtain as above

0 = − cφ′E(xn)

= ρνEφF (xn)

(
1− φE(xn)

K

)
− (µE + νE)φE(xn)

> ρνEφF (xn)

(
1−

E∗ε2
K

)
− ρνEF ∗ε2

(
1−

E∗ε2
K

)
+ on(1)

> ρνE

(
1−

E∗ε2
K

)[
φF (xn)− F ∗ε2

]
+ on(1).

Recalling that E∗ε2 < E∗ < K (since R0 > 1 and by the definition of E∗) and using claim 1, it follows the
following contradiction by taking n large enough such that on(1) is small enough

ρνE

(
1−

E∗ε2
K

)[
φF (xn)− F ∗ε2

]
+ on(1) > ρνE

(
1−

E∗ε2
K

)
δF + on(1) > 0.
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We conclude to the existence of a positive constant δE such that E∗ − E∗ε2 > δE .

• Claim 3. Assume by contradiction thatM∗ = M∗ε2 . It follows the existence of a decreasing and unbounded
sequence xn such that φM (xn) < M∗ε2 + 1/n, φ′M (xn) = 0 and −φ′′M (xn) 6 0. Inserting these inequalities in the
equation satisfied by φM , we obtain as above

0 > − cφ′M (xn)− φ′′M (xn)

= (1− r)νEφE(xn)− µMφM (xn)

> (1− r)νEφE(xn)− (1− ρ)νEE
∗
ε2 + on(1)

> (1− ρ)νE
(
φE(xn)− E∗ε2

)
+ on(1).

Recalling claim 2, it follows the following contradiction by taking n large enough such that on(1) is small enough:

(1− ρ)νE
(
φE(xn)− E∗ε2

)
+ on(1) > (1− ρ)νEδE + on(1) > 0.

We conclude to the existence of a positive constant δM > 0 such that M∗ −M∗ε1 > δM .

It concludes the proof.



Chapter 4

Rolling carpet strategy to eliminate
mosquitoes: 2D case

This chapter is a joint work with Luis Almeida, Alexis Léculier and Nicolas Vauchelet.

Abstract. “Rolling carpet” is a useful control strategy that consists of actions in a moving set. In this paper,
we generalize the analysis of “rolling carpet” in the application of the Sterile Insect Technique for mosquito control
to a two-dimensional space. This technique aims to suppress the mosquito population by releasing sterile male
mosquitoes to mate with wild females yet produce no fertile offspring. We study a partially degenerate reaction-
diffusion system in R2 with a source term that characterizes the releases moving with a certain speed. The
profiles of this release function are generalized from the previous works of the authors in one-dimensional space
for both monostable and bistable cases. By the construction of a radially symmetric super-solution, we prove in
the present work that the solution of our system spreads with the same speed of the release, in which the zero
equilibrium invades the positive one.

4.1 Introduction

The Sterile Insect Technique (SIT) is a classical control technique that has been applied successfully on the field
against different kinds of pests or vectors (see [73]). The technique consists of mass releases of males sterilized
by ionizing radiation. The released sterile males transfer their sterile sperms to wild females, which results in
a decrease or even elimination of the targeted population. For mosquitoes, other sterilization techniques have
been developed using either genetics (the RIDL technique) or bacteria (Wolbachia) [108].

Models of mosquito population under the control of the SIT was studied widely in the literature. We refer
to [200] which is our starting point. The authors in [200] used a dynamical system approach with an important
assumption that the population dynamics exhibit a strong Allee effect. With this assumption, it is sufficient
to apply the SIT for a finite time to drive the population below the survival threshold. However, for mosquito
population, this assumption could be not realistic in some case. The work [19] dealt with the case where there
is no Allee effects in the wild population, and proposed a permanent release strategy which consists of massive
release at the beginning to drive the population to a low level, followed by lower release rate, which can be
maintained in a long term.

Modeling explicitly the spatial component remains challenging due to the lack of knowledge about vectors in
the field, and from the mathematical point of view, the studies of spatial-temporal models are more sophisticated.
A reaction-diffusion equation was first used in [144, 128] to model the diffusion in the SIT model. In these
classical works, they considered homogeneous releases in the whole space, which is not realistic in practice.
How to design the spatial distribution for the control is an interesting question to guarantee and optimize the
control results. In the present work, we want to generalize the “rolling carpet” strategy for the SIT studied in
[12, 126] by reaction-diffusion models to the two-dimensional space. This strategy consists of local releases on a
moving frame with a certain speed in order to block and reverse the propagation of the population. The optimal
control problems for this strategy in general frameworks were studied in [45, 46]. In the case of Allee effects, the
authors have shown in [15, 12] that sterile males need to be released in a sufficiently large interval to eradicate
the mosquitoes. Particularly, in [12] when the “rolling carpet” strategies are applied, it was shown that the
critical size of the release area depends on its moving speed. In the case without Allee effects, to avoid the wild
population recovers in the controlled zone, the authors considered in [126] the releases that are exponentially
decreasing in space. This generalized the idea in [19] in the spatial scale, where the number of sterile males
that we keep releasing in the treated zone is low and possible to maintain. All of these results were proved
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in one-dimensional space based on the construction of “forced” traveling wave solutions moving with the same
speed as the releases. In the present paper, we generalize these release strategies to a two-dimensional space and
emphasize that in a long release period, our strategies reduce significantly the number of sterile males required
to eradicate the population.

In the higher dimension case, the asymptotic behavior of reaction-diffusion equations with classical nonlin-
earity such as the monostable, the bistable are well understood. We quote [23] for the study of planar traveling
wave solution propagating in a certain direction, and [114] for radially symmetric wave solutions. In the present
work, we are interested in the radial framework. The studies of radially symmetric solutions focus on the location
of wavefronts (see e.g. [114, 96]). They show that if followed out in a radial direction at the correct speed, the
solution starting from compactly supported initial data approaches the one-dimensional traveling wave, shifted
by the logarithmic delay plus an additional, of which there is no complete result describing the behavior of this
quantity, except the case with radially symmetric initial data [225, 182]. Results about traveling wave solutions
and spreading speeds have been provided for both the monostable case [68, 174] and the bistable case [182, 175].

On extending the model and strategies in our previous work to the two-dimensional space, we design a
radially symmetric source term Λ that represents the number of released sterile males and moves with a constant
speed c. We are interested in the question of whether the solution of our model spreads with the same ‘forced’
speed c such that the extinction state invades the persistent state. Reaction-diffusion equations of the form
∂tu − ∆u = f(x − ct, u) with forced speed c were first studied for the climate change framework in one-
dimensional space [33, 3, 34]. The results were extended to the higher dimension in [35, 36, 42] where the
authors proved the existence and stability of planar traveling wave solutions U(x − ct · ν) moving in the same
direction ν of the source term f . In the framework of mosquito control, we are interested in a radially symmetric
domain since it approximates better the geometry of the controlled areas. In practice, the technique tries to
eradicate the population in a specific domain rather than push the propagation in a certain direction. To the
best of our knowledge, there is still no result for the spread of a radially symmetric solution of a reaction-
diffusion system with forced speed. Moreover, the generalization of the methods studied in the literature to a
partially degenerate system as in the present work remains challenging. We answer the question proposed above
by the construction of a spreading super-solution. However, constructing traveling wave solutions for our system
remains an open question.

4.1.1 Formulation of the model

In R2, we consider the following system modeling the dynamics of a mosquito population split into several
stages : E density of the aquatic phase, F density of fertilized females, M density of males, Ms density of sterile
insects.

∂tE = bF

(
1− E

K

)
− (µE + νE)E (4.1a)

∂tF −D∆F = ρνEE
M

M + γsMs
Γ(M + γsMs)− µFF (4.1b)

∂tM −D∆M = (1− ρ)νEE − µMM (4.1c)
∂tMs −D∆Ms = Λ− µsMs (4.1d)

In this model, b is the birth rate, µE , µM , µF and µs are the death rates for the aquatic phase, the males,
the fertilized females, and the sterile males, respectively. Denote K the carrying capacity of the aquatic phase,
D > 0 the diffusion coefficient, νE the emergence rate, and ρ the egg-hatching ratio to female. The release

function is Λ(t, x). The quantity
M

M + γsMs
Γ(M + γsMs) ∈ (0, 1) models the probability that a female mates

with a fertile male. In the mating process, the parameter γs models the competitivity of sterile males, and
the function Γ(M) represents how the density of males influences the growth of females. In this work, we will
consider the two following choices for the function Γ :

Γ(M) = 1 (monostable case) , Γ(M) = 1− e−γM (bistable case). (4.2)

In the bistable case, function Γ(M) models the Allee effects, that is, the difficulty of finding a partner when the
density is low, such function stabilizes the extinction equilibrium.

System (4.1) is complemented with some given initial data in L∞(R2)

E(t = 0, x) = E0(x), M(t = 0, x) = M0(x), F (t = 0, x) = F 0(x), Ms(t = 0, x) = M0
s (x).

The existence of a unique solution of system (4.1) may be obtained by using the classical theory of nonlinear
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parabolic system (see e.g. [103]) and has already been proved for such a system in [17]. To study this problem,
some appropriate initial conditions will be expected later on.

In the following part, we present some preliminary results of the models and the comparison principle that
will be used as the main tool in the present work.

4.1.2 Preliminaries
We first provide some information about the steady states of the underlying ODE system

dE

dt
= bF

(
1− E

K

)
− (µE + νE)E, (4.3a)

dF

dt
= ρνEE

M

M + γsMs
Γ(M + γsMs)− µFF, (4.3b)

dM

dt
= (1− ρ)νEE − µMM, (4.3c)

dMs

dt
= Λ− µsMs, (4.3d)

with Λ is a constant number of sterile males released per time unit. We introduce two constants

N :=
bρνE

µF (νE + µE)
, ζ :=

µM
(1− ρ)νEγK

, (4.4)

where N is the classical basic offspring number, ζ is the ratio between the male population density at which the
Allee effect applies and the male population size at wild equilibrium, as prescribed by the egg carrying capacity
[200]. We assume that

N > 1, (4.5a)

N > 4ζ, and max
θ∈(θ0,1)

[
− ln θ − 1

2ζ

(
1−

√
1 +

4ζ

N
ln θ

1− θ

)]
> 0, (4.5b)

Then we recall the following results concerning the existence and stability of the positive equilibria.

Proposition 4.1.1. Let us consider system (4.3) with the function Γ define in (4.2). When Λ = 0, we have the
following results

• In the monostable case (Γ ≡ 1), system (4.3a)-(4.3c) has a unique positive equilibrium (E∗, F ∗,M∗) if
and only if (4.5a) holds, where

E∗ = K

(
1− 1

N

)
, F ∗ =

ρνE
µF

E∗, M∗ =
(1− ρ)νE

µM
E∗. (4.6)

All trajectories of (4.3) resulting from positive initial data converge to this equilibrium.

• In the bistable case (Γ(M) = 1 − e−γM ), system (4.3a)-(4.3c) has two positive equilibria (e∗, f∗,m∗) �
(E∗, F ∗,M∗) if and only if (4.5b) holds. The trivial equilibrium (0, 0, 0) and (E∗, F ∗,M∗) are locally
asymptotically stable.

When Λ > 0, in both cases, there exists a constant Λ∗ > 0 such that if Λ > Λ∗ then the extinction equilibrium
(0, 0, 0) is globally asymptotically stable.

Concerning the proof of Proposition 4.1.1, we refer to [200, Lemma 3] for the bistable case and [8, Proposition
2.1] for the monostable case.

Next, we indicate that system (4.1) is monotone on the invariant set [0,K]× R3
+ :

Lemma 4.1.1. The set [0,K] × R3
+ is invariant, i.e. if 0 6 E0 6 K, 0 6 F 0, 0 6 M0, 0 6 M0

s then for all
t > 0, the solution of (4.1) verifies 0 6 E(t) 6 K, 0 6 F (t), 0 6M(t), 0 6M0

s .

Notice that since the equation on E does not have partial derivatives in x variable, the result in Lemma
4.1.1 is also true when K is a function of x and verifies (4.8).

Denoting U = (E,F,M,Ms)
T , f = (fE , fF , fM , fs)

T where

fE(E,F,M,Ms) = bF

(
1− E

K

)
− (µE + νE)E, fM (E,F,M,Ms) = (1− ρ)νEE − µMM,
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fF (E,F,M,Ms) = ρνEE
M

M + γsMs
Γ(M + γsMs)− µFF, fs(E,F,M,Ms) = Λ− µsMs.

We may rewrite system (4.1) in the form

∂tU− D∆U = f(U), with D =


0 0 0 0
0 D 0 0
0 0 D 0
0 0 0 D

 .

By simple computations, we get

∂fE
∂F

> 0,
∂fM
∂E

> 0,
∂fF
∂E

> 0,
∂fE
∂M

=
∂fE
∂Ms

=
∂fM
∂F

=
∂fM
∂Ms

= 0,

∂fF
∂M

= ρνEE

(
γsMs

(M + γsMs)2
Γ(M + γsMs) +

γsMs

M + γsMs
Γ′(M + γsMs)

)
> 0,

and
∂fF
∂Ms

= −ρνEE
γsM

(M + γsMs)2
6 0 in the monostable case,

∂fF
∂Ms

= −ρνEE
γsM

(M + γsMs)2

(
1− e−γ(M+γsMs)(1 + γ(M + γsMs)

)
6 0, in the bistable case,

by applying the inequality 1 + x 6 ex. By applying the Kamke lemma for cooperative systems [59] with the
variable Ũ = (E,F,M,−Ms), we obtain the monotonicity of system (4.1) on the invariant set [0,K]× R3

+.
We define the following order in R4

Definition 4.1.1. For any vectors u,v ∈ R4, we define an order � such that u � v if and only if{
ui 6 vi for i ∈ {1, 2, 3},
u4 > v4.

Moreover, we write u ≺ v if u � v and u 6= v.

We define the super- and sub- solution of system (4.1) as follows

Definition 4.1.2. We say that U = (E,F ,M,Ms) is a super-solution of system (4.1), if it verifies, in the
distributional sense, ∂tU− D∆U � f(U) and U(t = 0) � (E0, F 0,M0,M0

s ).
We say that U = (E,F ,M,Ms) is a sub-solution of system (4.1), if it verifies, in the distributional sense,

∂tU− D∆U � f(U) and U(t = 0) � (E0, F 0,M0,M0
s ).

We can deduce the following comparison principle [167, 126] for system (4.1)

Lemma 4.1.2 (Comparison principle). Let us consider two initial data (E0
1 , F

0
1 ,M

0
1 ,M

0
s,1) and (E0

2 , F
0
2 ,M

0
2 ,M

0
s,2)

in [0,K]× R3
+ satisfying that

(E0
1 , F

0
1 ,M

0
1 ,M

0
s,1) � (E0

2 , F
0
2 ,M

0
2 ,M

0
s,2).

Suppose that (E1, F1,M1,Ms,1) is a sub-solution of (4.1) with initial data (E0
1 , F

0
1 ,M

0
1 ,M

0
s,1), and (E2, F2,M2,Ms,2)

is a super-solution of (4.1) with initial data (E0
2 , F

0
2 ,M

0
2 ,M

0
s,2). Then, for all t > 0, we have

(E1, F1,M1,Ms,1) � (E2, F2,M2,Ms,2).

For the sake of the simplicity of notations, up to a rescaling, we assume that the diffusion coefficient D = 1
in the rest of this work.

4.1.3 Presentation of the main result

In order to obtain such a spreading solution of (4.1) with a forced speed, we must assume that the initial date is
well-prepared, that is, we have already eliminated mosquitoes in a ball. Such an assumption is natural since in
practice, to extend a control strategy to a large area, we need to ensure the success in elimination in a smaller
area first. More precisely, we consider the following assumption
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Assumption 4.1.1. There exist constants R > 0, C0 > 0, and u0 ∈ (0, 1) such that for all x ∈ R2, we have the
initial data (E0, F 0,M0,M0

s ) satisfies that

0 6 F 0(x) 6 F ∗(u01{|x|6R} + 1{|x|>R}), 0 6 E0(x) 6 min{K,C0F
0(x)},

M0(x) 6 C0F
0(x), M0

s >
Λ

µs
1{|x|6R},

with (E∗, F ∗,M∗) is the persistent equilibirum defined in Proposition 4.1.1 and Λ given in Theorem 4.1.1.
Moreover, assume that (E0, F 0,M0)(x) = (E∗, F ∗,M∗) for |x| large enough,

The main result of this paper is presented as follows.

Theorem 4.1.1. Assume that (4.5a) holds in the monostable case and (4.5b) holds in the bistable case on the
parameters. Consider constants c > 0, 0 < R1 < R2, and the release function given by

Λ(t, x) = Λ1{R1+ct6|x|6R2+ct}, in the bistable case, (4.7a)

Λ(t, x) = Λ1{R1+ct6|x|6R2+ct} + Λeη(|x|−(R1+ct))1{|x|<R1+ct}, in the monostable case. (4.7b)

Then, there exist Λ > 0 large enough, η small enough and L > 0 large enough such that for all Λ > Λ,
R2−R1 > L, 0 < η 6 η, the solution of (4.1) with the release function given in (4.7) and initial data satisfying
Assumption 4.1.1 for R > R2 and u0 small enough, verifies

∀c < c, lim
t→+∞

sup
|x|<ct

‖(E,M,F )(t, x)‖ = 0.

Theorem 4.1.1 showed that with the release profiles as in (4.7), if the number of sterile males is large enough,
the population spread with the same forced speed c of Λ and the extinction equilibrium invades the persistent
equilibrium.

Remark 4.1.1. Consider the release function Λ as in (4.7) in a time period [0, T ], then it requires a significantly
smaller amount of sterile males compared to the constant release when T gets large. Indeed, if we release a
constant number Λ in a time period [0, T ] and in a ball BR+ct, the amount of sterile males required is∫ T

0

∫∫
|x|6R+ct

Λdxdt = O(T 3).

While in the bistable case, our release in (4.7a) requires an amount of∫ T

0

∫∫
R1+ct6|x|6R2+ct

Λdxdt = O(T 2).

In the monostable case, the release in (4.7b) requires∫ T

0

∫∫
R1+ct6|x|6R2+ct

Λdxdt+

∫ T

0

∫∫
|x|6R1+ct

Λeη(|x|−(R1+ct))dxdt = O(T 2)

We leave the computation for the reader.

For practical application, it seems natural to consider the heterogeneous case where the carrying capacity
K depends on the space variable. More precisely, let us assume the following :

∃K2 > K1 > 0, such that, for all x ∈ R2, K1 6 K(x) 6 K2. (4.8)

Then, we keep the same assumption on the initial data as in Assumption 4.1.1, except that we modify obviously
the assumption on E0 in the following way :

0 6 E0(x) 6 min{K(x), C0F
0(x)} for all x ∈ R2.

The constant ζ defined in (4.4) depends on x. We assume that in the bistable case, the assumption in (4.5b)
holds for all x ∈ R2. As a consequence of Theorem 4.1.1 we have

Corollary 4.1.1. Under the same assumption of Theorem 4.1.1. Let c > 0 and 0 < R1 < R2, we consider the
release function Λ as in (4.7). Then, there exist Λ large enough, η small enough and L > 0 large enough such



68 CHAPTER 4. Rolling carpet strategy to eliminate mosquitoes: 2D case

that for all Λ > Λ, R2 − R1 > L, 0 < η 6 η, the solution of (4.1) with the release function given in (4.7) and
initial data satisfying Assumption 4.1.1 for R > R2 and u0 small enough, verifies

∀c < c, lim
t→+∞

sup
|x|<ct

‖(E,M,F )(t, x)‖ = 0.

4.1.4 Idea of the proof & Organisation of the paper

The principal idea of the proof is to use the comparison principle and construct a radially symmetric super-
that goes to 0 in the set {|x| < ct} for any c < c.

To construct the super-solution, we split the spatial domain into four subdomains : Consider some positive
constants c′, r1, r2 such that max

{
2
3c,

c+c
2

}
< c′ < c and 0 < R1 < r1 < r2 < R2,

1. Ω0
t = Br1+c′t (where Br denotes the ball of radius r and center at the origin) with c′ that will be fixed

later on,

2. Ω1
t = T (0, r1 + c′t, r1 + ct) (where T (z, r, R) denotes the torus of center z, small radius r and big radius

R, i.e. T (z, r, R) = {x ∈ R2, r 6 ‖x− z‖ 6 R}),

3. Ω2
t = T (0, r1 + ct, r2 + ct) (it is the torus of action),

4. Ω3
t = Bcr2+ct, the rest of the field.

Notice that R2 = Ω0
t ∪ Ω1

t ∪ Ω2
t ∪ Ω3

t and Ω0
t < Ω1

t < Ω2
t < Ω3

t (in term of modulus). We underline that the
distance L = r2 − r1 has not been fixed yet.

In the rest of the paper, we present the construction of a super-solution in order to prove the Theorem
4.1.1. Section 4.2 is devoted to the construction of the super-solution, where we construct different parts of the
super-solution on each subdomain Ωit with i = 1, . . . , 4. We provide the proof of Theorem 4.1.1 and Corollary
4.1.1 in Section 4.3 and provide numerical illustration in Section 4.4.

4.2 Construction of a radially symmetric super-solution

In this part, we construct in 4.2.1 a profile of the super-solution in each sub-domain Ωit of the space defined in
4.1.4 with i = 1, . . . , 4. We emphasize that µ, ε, c′, and L are free parameters and can be fixed later in the
construction. Then in 4.2.2, we construct a super-solution by the following steps:

• Step 1: We construct F by parts according to the profiles set up in 4.2.1.

• Step 2:We obtain solution E of equation (4.1a) by inserting F = F , and show that by taking µ > 0, ε > 0
small enough, there exists a constant C1 > 0 such that E 6 C1F .

• Step 3:We obtain solutionM of equation (4.1c) by inserting E = E, and show that by taking µ > 0, ε > 0
small enough, there exists a constant C2 > 0 such that M 6 C2F .

• Step 4: We provide some lower bound for Ms depending on the release function Λ defined in (4.7).

• Step 5: We show that by taking appropriate values of c′ and L, (E,F ,M) is a super-solution of system
(4.1a)-(4.1c) with initial data satisfying Assumption 4.1.1.

4.2.1 Preparation of the construction

On the torus Ω1
t

We first construct a function φ1(t, x) on the torus Ω1
t which will serve as the shape of the super-solution on this

torus.

Lemma 4.2.1. Let µ > 0, r1 > 0, and u0 > 0, and let 0 < c < c′ < c with c′ > 2
3c. Let us define

α(t) :=
u0

λ+eλ−[c−c′]t − λ−eλ+[c−c′]t , β(r) := λ+e
λ−r − λ−eλ+r. (4.9)

where λ± =
−(c′ + 1

r1
)±

√
(c′ + 1

r1
)2 + 2µ

2
. Then, the following hold :
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(i) The function t 7→ α(t) is positive and decreasing for t > 0, lim
t→+∞

α(t) = 0, and for all t > 0, we have

α′(t) > −µ
4
α(t).

(ii) The function r 7→ β(r) is positive and increasing for r > 0, moreover for all r > 0, we have β′(r) <√
µ

2
β(r).

(iii) The function φ1 defined by
φ1(t, x) = α(t)β(|x| − (r1 + c′t)), (4.10)

is a super-solution on Ω1
t of the equation ∂tu −∆u = −µu which verifies the Dirichlet condition u = u0

on the boundary {|x| = r1 + ct} and Neumann condition ∂νu = 0 on the boundary {|x| = r1 + c′t}.

Remark 4.2.1. Notice that for t > 0 fixed, the function ψ1(r) := α(t)β(r − (r1 + c′t)) is a solution of the
boundary value problem 

− (c′ +
1

r1
)ψ′1 − ψ′′1 = −µ

2
ψ1

ψ1(r1 + ct) = u0,

ψ′1(r1 + c′t) = 0.

Proof of Lemma 4.2.1. For the point (i), we notice that by definition of λ±, we have 0 < λ+ < −λ−. Then,
clearly α is positive and goes to 0 as t grows to +∞. Then, we compute

α′(t) = −
u0λ+λ−[c− c′]

(
eλ−[c−c′]t − eλ+[c−c′]t

)
(λ+eλ−[c−c′]t − λ−eλ+[c−c′]t)2

= λ+λ−[c− c′] · eλ+[c−c′]t − eλ−[c−c′]t

λ+eλ−[c−c′]t − λ−eλ+[c−c′]tα(t).

By definition of λ±, we have λ+λ− = −µ2 , and since 0 < λ+ < −λ−. We have

eλ+[c−c′]t − eλ−[c−c′]t

λ+eλ−[c−c′]t − λ−eλ+[c−c′]t 6
eλ+[c−c′]t − eλ−[c−c′]t

−λ−eλ+[c−c′]t 6 − 1

λ−
<

1

c′
.

Then, for all c′ ∈ ( 2
3c, c), which is equivalent to c−c′

c′ ∈ (0, 1
2 ), we have

α′(t) > −µ
2

[c− c′]
c′

α(t) > −µ
4
α(t).

For the point (ii), the positivity of β is clear since λ− < 0 < λ+, then we have

β′(r) = −λ+λ−(eλ+r − eλ−r) =
µ

2
(eλ+r − eλ−r) > 0.

And

β′(r) = −λ+λ−(eλ+r − eλ−r) < −λ+λ−e
λ+r < λ+β(r) <

√
µ

2
β(r).

For the point (iii), we first notice that according to Remark 4.2.1 we have

−
(
c′ +

1

r1

)
β′ − β′′ + µ

2
β = 0.

Then, we compute, denoting r = |x|,

∂tφ1 −∆φ1 + µφ1 =
(
α′ +

µ

2
α
)

(t)β(r − [r1 + c′t]) + α(t)

[
−(c′ +

1

r
)β′ − β′′ + µ

2
β

]
(r − [r1 + c′t])

=
(
α′ +

µ

2
α
)

(t)β(r − [r1 + c′t]) + α(t)

(
1

r1
− 1

r

)
β′(r − [r1 + c′t]).

Recalling that r1 + c′t < r < r1 + ct, α(t) > 0 and β is increasing, it implies

α(t)

(
1

r1
− 1

r

)
β′(r − [r1 + c′t]) > 0.
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Then, we arrive at
∂tφ1 −∆φ1 + µφ1 >

(
α′ +

µ

2
α
)

(t)β(r − [r1 + c′t]). (4.11)

Then, we use the inequality in point (i) and deduce that, for all c′ ∈ ( 2
3c, c),

(α′ +
µ

2
α)β >

µαβ

4
> 0. (4.12)

We conclude thanks to (4.11).

On the torus Ω2
t

Now, we construct a function φ2 on the torus Ω2
t using a similar result as in [12, Lemma 2]. First, we provide

the following Lemma

Lemma 4.2.2. Let ε > 0, u0 ∈ (0, 1), c > 0, and r1 > 0. There exists a constant L large enough such that the
following system admits a solution ψ2 : 

− (c+
1

r1
)ψ′2 − ψ′′2 = −εψ2,

ψ2(0) = u0, ψ′2(0) = 0,

ψ2(L) = 1, ψ′2(L) > 0.

Moreover, ψ2 is positive, increasing on (0, L), and we have 0 < ψ′2(r) <
√
εψ2(r).

Proof. Denoting

λ̃± =
1

2

−(c+
1

r1

)
±

√(
c+

1

r1

)2

+ 4ε

 , λ̃− < 0 < λ̃+,

we define
ψ2(r) =

u0√
(c+ 1

r1
)2 + 4ε

(
λ̃+e

λ̃−r − λ̃−eλ̃+r
)
.

We verify easily that ψ2 is a continuous, differentiable, and increasing function on R+. Moreover, ψ2(0) = u0 < 1,
lim

r→+∞
ψ2(r) = +∞. Hence there exists L large enough such that ψ2(L) = 1. Furthermore, by the same token as

for β in the point (ii) Lemma 4.2.1, we obtain by simple computations that ψ′2(r) < λ̃+ψ2(r) <
√
εψ2(r).

We define the function φ2 as follows

Lemma 4.2.3. Under the same assumption as in Lemma 4.2.2, let us fix r2 = L+ r1 and define

φ2(x, t) = ψ2(|x| − (r1 + ct)), (4.13)

where ψ2 is defined in Lemma 4.2.2. Then, the function φ2 is a super-solution of the equation ∂tu−∆u = −εu
on Ω2

t with Dirichlet boundary conditions u = u0 on {|x| = r1 + ct} and u = 1 on {|x| = r2 + ct}.
Moreover, on the set {|x| = r1 + ct}, we have ∂νφ2(t, x) = 0, and on {|x| = r2 + ct}, we have ∂νφ2(t, x) > 0,

with ν is the normal outward vector on the boundary.

Proof. We denote r = |x| and verify easily that,

∂tφ2 −∆φ2 + εφ2 = −(c+
1

r
)ψ′2 − ψ′′2 + εψ2 =

(
1

r1
− 1

r

)
ψ′2.

This latter quantity is nonnegative since on Ω2
t we have r1 + ct < r < r2 + ct and ψ2 is increasing. Finally, the

Dirichlet boundary conditions follows straightforwardly from the definition of ψ2 in Lemma 4.2.2.

4.2.2 Construction of a super-solution

In this part, we construct a radially symmetric super-solution (E,F ,M) of system (4.1a)-(4.1c).
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Construction of F

We first recall the notation (E∗,M∗, F ∗) for the positive equilibrium of system (4.1a)–(4.1b). With the notations
of Lemma 4.2.1 and Lemma 4.2.3, we define F (t, x) on R2 by

F (t, x) =


F ∗α(t)β(0) on Ω0

t ,

F ∗φ1(t, x) on Ω1
t ,

F ∗φ2(t, x) on Ω2
t ,

F ∗ on Ω3
t .

(4.14)

By this construction, the function F is radially symmetric and nondecreasing with respect to |x|.

Lemma 4.2.4. Let µ > 0, r1 > 0, ε > 0, and u0 ∈ (0, 1), and let 0 < c < c′ < c with c′ > 2
3c. Let L = r2 − r1

be large enough as in Lemma 4.2.2. We define g(t, x) by

g(t, x) =
µ

4
1Ω0

t
+ µ1Ω1

t
+ ε1Ω2

t
.

Then, F defined in (4.14) is a super-solution in R2 of the equation

∂tv −∆v + g(t, x)v = 0, v(t = 0) 6 F (0, x).

Proof. By construction, F is continuous on R2, and for all fixed t > 0, and increasing with respect to |x|. on Ω1
t

and Ω2
t , from the definition of φ1 and φ2 in Lemma 4.2.1 and Lemma 4.2.3, it is clear that

∂tF −∆F + g(t, x)F > 0, on Ω1
t ∪ Ω2

t .

Noticing also that on the boundary {|x| = r1 + ct}, we have ∂νφ1(t, x) > ∂νφ2(t, x) = 0, with ν is the normal
outward vector on the boundary.

On Ω3
t , F is a constant therefore it is a super-solution since g is nonnegative and on the boundary {|x| =

r2 + ct} we have ∂νφ2(t, x) > 0 = ∂νF (t, x).
Finally, on Ω0

t , we have ∆F = 0 and ∂tF > −µ4F (see Lemma 4.2.1 (i)). We conclude by noticing also that
the derivatives coincide at the boundary {|x| = r1 + c′t}.

Construction of E

Lemma 4.2.5. Under the same assumptions as in Lemma 4.2.4, let us define E as the solution of the equation

∂tE = bF

(
1− E

K

)
− (µE + νE)E, E(t = 0) = E0 6 min{K,C0F (x, 0)}, (4.15)

for some positive constant C0, F being defined in (4.14). Then, there exists C1 > C0 large enough and 0 < µ,
0 < ε small enough such that for all t > 0 and x ∈ R2, E(t, x) 6 C1F (t, x).

Proof. We verify that there exist C > 0 large enough and µ > 0, ε > 0 small enough such that CF is a
super-solution of the equation for E, i.e.

C∂tF − bF
(

1− CF

K

)
+ (µE + νE)CF > 0.

On Ω0
t , we compute

C∂tF − bF
(

1− CF

K

)
+ (µE + νE)CF = F ∗β(0)

[
Cα′(t) + α(t)

(
C(µE + νE)− b+

CbF ∗α(t)β(0)

K

)]
> F ∗Cα(t)β(0)

(
−µ

4
+ µE + νE −

b

C
+
bF ∗α(t)β(0)

K

)
.

Then, if C is large enough and µ small enough, this latter term is nonnegative.
On Ω1

t , we have

C∂tF − bF
(

1− CF

K

)
+(µE + νE)CF = F ∗

[
C∂tφ1 − bφ1

(
1− CF ∗φ1

K

)
+ (µE + νE)Cφ1

]
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= F ∗
[
Cα′β − c′Cαβ′ − bφ1

(
1− CF ∗φ1

K

)
+ (µE + νE)Cφ1

]
> F ∗

[
−C

(
µ

4
+ c′

√
µ

2

)
φ1 − bφ1

(
1− CF ∗φ1

K

)
+ (µE + νE)Cφ1

]
,

where we use Lemma 4.2.1 (i) and (ii). We arrive at

C∂tF − bF
(

1− CF

K

)
+ (µE + νE)CF > CF ∗φ1

[
−
(
µ

4
+ c′

√
µ

2

)
− b

C
+ µE + νE

]
.

This latter term is nonnegative provided C is large enough and µ is small enough.
On Ω2

t , by the same token as above, by using the construction of φ2 in Lemma 4.2.3, we compute

C∂tF − bF
(

1− CF

K

)
+ (µE + νE)CF = CF ∗

[
∂tφ2 − bφ2

(
1

C
− F ∗φ2

K

)
+ (µE + νE)φ2

]
= CF ∗

[
cψ′2 − bψ2

(
1

C
− F ∗ψ2

K

)
+ (µE + νE)ψ2

]
> CF ∗ψ2

(
−c
√
ε− b

C
+ µE + νE

)
.

The latter term is nonnegative provided ε is small enough and C is large enough.
Finally, on Ω3

t , we have F = F ∗ is a constant and E is bounded. Therefore, E 6 CF on Ω3
t for C large

enough. We conclude the proof by taking C1 = max{C,C0}.

Construction of M

Lemma 4.2.6. Under the same assumptions as in Lemma 4.2.4, let us define M as the solution of the equation

∂tM −∆M = (1− ρ)νEE − µMM, M(t = 0) = M0 6 C0F (x, 0), (4.16)

with E defined in Lemma 4.2.5. Then, if µ > 0 and ε > 0 are small enough, there exists C2 > C0 large enough
such that for all t > 0 and x ∈ R2, M(t, x) 6 C2F (t, x).

Proof. We compute for some constant C > 0, using Lemma 4.2.4,

C∂tF − C∆F + µMCF − (1− ρ)νEE > −Cg(t, x)F + CµMF − (1− r)νEE
= (−Cg(t, x) + CµM − (1− ρ)νEC1)F ,

where we use Lemma 4.2.5 for the last inequality. Hence, if we take µ and ε small enough such that µM −g > 0,
we make take C large enough such that C(µM − g) > C1(1− r)νE . It implies that for C large enough CF is a
super-solution of the equation (4.16), we conclude the proof by taking C2 = C.

Conditions on Ms

In this part, we provide in Lemma 4.2.7 some lower bounds for Ms depending on Λ defined in (4.7). Then,
in Proposition 4.2.1, we show that for Λ large enough, (E,F ,M) defined in (4.15), (4.14), and (4.16) is the
super-solution of system (4.1a)-(4.1c). This condition is natural since the number of sterile males needs to be
large enough to drive the wild population to elimination.

Lemma 4.2.7. Let c > 0, 0 < R1 < r1 < r2 < R2 be fixed. Let Ms be the solution to the equation

∂tMs −∆Ms = Λ− µsMs, Ms(t = 0) = M0
s , (4.17)

with M0
s satisfies Assumption 4.1.1 with R > R2, and Λ defined in (4.7). Then,there exists a constant Ms > 0

proportional to Λ and depending on c+ 1
r2
, r1−R1, R2− r2, and µs such that the solution of the above equation

(4.17) verifies that

(i) in the bistable case with Λ as in (4.7a),

Ms(t, x) >Ms1{r1+ct<|x|<r2+ct}, (4.18)
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(ii) in the monostable case with Λ as in (4.7b),

Ms(t, x) >Ms

(
1{r1+ct<|x|<r2+ct} + eη(|x|−r1−ct)1{|x|6r1+ct}

)
, (4.19)

Remark 4.2.2. In the monostable case (ii), by the condition (4.19) in Lemma 4.2.7 on Ms, we deduce that for
η > 0 small enough, we have Ms >Ms

F
F∗u0

1{|x|<r1+ct} with F defined in (4.14).

Proof. The proof relies on the construction of a sub-solution for the equation (4.17). First, it is clear that M0
s

verifies the inequalities announced.

(i) Let us introduce the function m defined on R by

m(r) = M̂


e−a(r−r1)2 , on (−∞, r1),

1, on [r1, r2],

e−b(r−r2)2 , on (r2,+∞),

for some positive constants a, b, M̂ which will be fixed later. Then, for t > 0, x ∈ R2, we define the
function ms(t, x) = m(|x| − ct). Clearly, ms > M̂1{r1+ct<|x|<r2+ct}. We compute

∂tms −∆ms + µsms = −m′′ −
(
c+

1

|x|

)
m′ + µsm

= M̂


e−a(|x|−r1−ct)2

(
µs + 2a(|x| − r1 − ct)

(
c+

1

|x|

)
+ 2a− 4a2(|x| − r1 − ct)2

)
, if |x| < r1 + ct,

µs, if |x| ∈ [r1 + ct, r2 + ct],

e−b(|x|−r2−ct)
2

(
µs + 2b(|x| − r2 − ct)

(
c+

1

|x|

)
+ 2b− 4b2(|x| − r2 − ct)2

)
, if |x| > r2 + ct.

• For all |x| 6 r1 + ct, we have

µs + 2a(|x| − r1 − ct)
(
c+

1

|x|

)
+ 2a− 4a2(|x| − r1 − ct)2 6 µs + 2a.

In particular, for |x| < R1 + ct < r1 + ct,

µs + 2a(|x| − r1 − ct)
(
c+

1

|x|

)
+ 2a− 4a2(|x| − r1 − ct)2 6 µs + 2a− 4a2(R1 − r1)2.

This right hand side is non-positive if a >
1 +

√
1 + 4(r1 −R1)2µs
4(r1 −R1)2

. Hence, if M̂ 6
Λ

2a+ µs
, we arrive at

the estimate, for all |x| 6 r1 + ct,

M̂

[
µs + 2a(|x| − r1 − ct)

(
c+

1

|x|

)
+ 2a− 4a2(|x| − r1 − ct)2

]
6 Λ1{R1+ct<|x|<r1+ct}. (4.20)

• For all |x| > r2 + ct, we have, for all t > 0,

µs + 2b(|x| − r2 − ct)
(
c+

1

|x|

)
+ 2b− 4b2(|x| − r2 − ct)2

6 µs + 2b(|x| − r2 − ct)
(
c+

1

r2

)
+ 2b− 4b2(|x| − r2 − ct)2 = P(|x| − r2 − ct),

where P(X) = µs + 2b + 2b
(
c +

1

r2

)
X − 4b2X2. This polynomial is maximum at X =

1

4b
(c +

1

r2
) with

maximum value given by 2b+ µs +
1

4
(c+

1

r2
)2. Hence, if

M̂ 6
Λ

2b+ µs + 1
4 (c+ 1

r2
)2
, (4.21)

we deduce that M̂P(|x| − r2 − ct) 6 Λ.
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Then, for all |x| > R2 + ct, we have X > R2− r2. We obtain that P (X) 6 P (R2− r2) for all X > R2− r2

if R2− r2 >
1

4b

(
c+

1

r2

)
which is equivalent to b >

1

4(R2 − r2)

(
c+

1

r2

)
. Moreover, we verify easily that

P(R2 − r2) 6 0 for any

b >
1

4(R2 − r2)2

(c+
1

r2

)
(R2 − r2) + 1 +

√(
1 +

(
c+

1

r2

)
(R2 − r2)

)2

+ 4µs(R2 − r2)2

 . (4.22)

As a consequence, we have proved that when b and M̂ verify respectively (4.22) and (4.21), then for all
|x| > r2 + ct,

M̂

[
µs + 2b(|x| − r2 − ct)

(
c+

1

|x|

)
+ 2b− 4b2(|x| − r2 − ct)2

]
6 Λ1{r2+ct<|x|<R2+ct}. (4.23)

• For all |x| ∈ [r1 + ct, r2 + ct], if M̂ 6
Λ

µs
, then

∂tms −∆ms + µsms 6 Λ1{r1+ct<|x|<r2+ct} (4.24)

Combining (4.20),(4.23), and (4.24), it shows that for all t > 0, x ∈ R2,

∂tms −∆ms + µsms 6 Λ.

Hencems is a sub-solution for equation (4.17) which impliesMs > ms > M̂1{r1+ct<|x|<r2+ct}. We conclude
the proof of this first point by taking

M̂ = Λ min

 1

2b+ µs + 1
4

(
c+ 1

r2

)2 ,
1

2a+ µs

 ,

with a and b chosen as above.

(ii) We proceed in the same way for the proof of the second point. We first fix ε > 0 such that η(r1 − R1) =

(1 + ε) ln(1 + ε) and we define aε =
η

(1 + ε)(r1 −R1)
. Then, we introduce the function

m(r) = M̂


eη(r−R1), on (−∞, R1),

(1 + ε)e−aε(r−r1)2 on (R1, r1),

1 + ε, on (r1, r2),

(1 + ε)e−b(r−r2)2 , on (r2,+∞),

for some constant M̂ which will be fixed later. With this choice of ε and aε, we have m ∈ C1(R). As above,
we define ms(t, x) = m(|x| − ct) for t > 0 and x ∈ R2, we notice that

ms(t, x) > M̂
(
1{r1+ct<|x|<r2+ct} + eη(|x|−r1−ct)1{|x|6r1+ct}

)
. (4.25)

We show that we may find constants b, and M̂ such that ms is a sub-solution of (4.17).

For |x| < R1 + ct, we have

∂tms −∆ms + µsms = −m′′ −
(
c+

1

|x|

)
m′ + µsm

= M̂eη(|x|−R1−ct)
[
µs −

(
c+

1

|x|

)
η − η2

]
6 M̂µse

η(|x|−R1−ct).
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For R1 + ct < |x| < r1 + ct, we compute

∂tms −∆ms + µsms = −m′′ −
(
c+

1

|x|

)
m′ + µsm

= M̂(1 + ε)e−aε(|x|−r1−ct)
2

(
µs + 2aε(|x| − r1 − ct)

(
c+

1

|x|

)
+ 2aε − 4a2

ε(|x| − r1 − ct)2

)
6 M̂(1 + ε)e−aε(|x|−r1−ct)

2

(µs + 2aε)

For r1 + ct < |x| < r2 + ct, we compute

∂tms −∆ms + µsms = M̂(1 + ε)µs.

We treat the domain |x| > r2 + ct as in the point (i).

Finally, by taking b verifying (4.22) and

M̂ =
Λ

1 + ε
min

(
1

2b+ µs + 1
4 (c+ 1

r2
)2
,

1

2aε + µs

)
,

we deduce that
∂tms −∆ms + µsms 6 Λ.

Hence, ms is a sub-solution and thanks to estimate (4.25), we conclude the proof by taking Ms = M̂.

Proposition 4.2.1. Let µ > 0, r1 > 0, ε > 0, u0 ∈ (0, 1), and 0 < c < c′ < c with c′ > 2
3c. Let L = r2 − r1 be

large enough as in Lemma 4.2.2. Consider function Λ defined in (4.7) with some constants Λ > 0, η > 0.
Then, for µ, ε ∈ (0, µF ) and u0 ∈ (0, 1) small enough, Λ > 0 large enough, and η > 0 small enough

(in the monostable case), (E,M,F ) defined respectively in (4.15), (4.14), (4.16), is a super solution of system
(4.1a)–(4.1c) with initial data satisfying Assumption 4.1.1.

Proof. We first notice that due to Assumption 4.1.1, the conditions on the initial data are clearly satisfied.
Moreover, from the construction in Lemma 4.2.5 and Lemma 4.2.6, we already know that E and M are super-
solutions. Then, we are left to prove that F is a super-solution for (4.1b). From Lemma 4.2.4 it is enough to
prove that

ρνEE
M

M + γsMs

Γ(M + γsMs)− µFF 6 −g(t, x)F , (4.26)

where we recall that g is defined in the statement of Lemma 4.2.4.
We recall constant Ms in Lemma 4.2.7, which is proportional to Λ. Thus when we take Λ large, we obtain

large Ms. We apply the inequalities in Lemma 4.2.7 in this proof.
• On the set Ω2

t , we have M 6 C2F 6 C2F
∗, and

ρνEE
M

M + γsMs

Γ(M + γsMs)− µFF 6 ρνEE
C2F

∗

C2F ∗ + γsMs

− µFF

6 ρνEC1F
C2F

∗

C2F ∗ + γsMs

− µFF < −εF ,

for Ms large enough.
• On the set {|x| < r1 + ct} = Ω0

t ∪ Ω1
t , we have F 6 F ∗u0 by definition in (4.14). It implies from

Lemma 4.2.5 and Lemma 4.2.6 that E 6 C1F
∗u0 and M 6 C2F

∗u0. Then, we have, using also the fact that
Ms 7→ M

M+γsMs
Γ(M + γsMs) is non-increasing, we have for Ms > 0,

M

M + γsMs

Γ(M + γsMs) 6 Γ(M) 6 Γ(C2F
∗u0).

Therefore, in the bistable case (i), we have

ρνEE
M

M + γsMs

Γ(M + γsMs) 6 ρνEE
(

1− e−γC2F
∗u0

)
6 ρνEC1

(
1− e−γC2F

∗u0

)
F ,
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where we use Lemma 4.2.5 for the last inequality. Hence, for µ < µF , there exists u0 small enough such that

ρνEC1

(
1− e−γC2F

∗u0

)
F 6 (µF − µ)F .

It implies that on the set {|x| < r1 + ct}, in the bistable case (i), we have

ρνEE
M

M + γsMs

Γ(M + γsMs)− µFF 6 −µF .

In the monostable case (ii), by Remark 4.2.2, we have that for η > 0 small enough, on the set {|x| < r1 + ct},
we have Ms >Ms

F
F∗u0

. Hence,

ρνEE
M

M + γsMs

Γ(M + γsMs) 6 ρνEE
C2F

C2F + γsMs
F

F∗u0

6 ρνEC1
C2F

∗u0

C2F ∗u0 + γsMs

F ,

where we use the estimate E 6 C1F from Lemma 4.2.5 for the last inequality. Then, for Ms large enough or u0

small enough, we have the desired estimate

ρνEE
M

M + γsMs

Γ(M)− µFF 6 −µF .

Hence, (4.26) was proved.

4.3 Proof of the main result

4.3.1 Proof of Theorem 4.1.1
Proof of Theorem 4.1.1. Recall the super-solution (E,F ,M) constructed in 4.2.2, then for any c 6 c′ 6 c, on
Ω0
t = Br1+ct, we have

‖(E,F ,M)‖ 6 Cα,

for some constant C > 0 and α defined in Lemma 4.2.1, which is decreasing towards 0 when t goes to +∞.
Thus, we can conclude the result of Theorem 4.1.1.

4.3.2 Proof of Corollary 4.1.1
Proof of Corollary 4.1.1. Let us denote (E1,M1, F1) the solution of system (4.1a)–(4.1b) with K = K1, and
(E2,M2, F2) the solution of system (4.1a)–(4.1b) withK = K2. By the comparison principle, sinceK1 6 K(x) 6
K2, we deduce that on R+ × R2,

(E1,M1, F1)(t, x) 6 (E,M,F )(t, x) 6 (E2,M2, F2)(t, x).

Then, by applying Theorem 4.1.1 for (E1,M1, F1) and (E2,M2, F2) we obtained the desired result.

4.4 Numerical simulations
Following [69, 200], we consider the values of biological parameters are chosen as follows for mosquitoes of
species Aedes albopictus and presented in Table 4.1.

To make an observation in a ball BR, we carry out a simulation in a ball BR′ with a very large radius R′, and
use a Neumann boundary condition on the boundary. It is well-known that such a spatial domain approximates
correctly R, or at least regarding spreading properties of reaction–diffusion systems. We take R = 5(km) and
R′ = 10(km) and observe the dynamics of system (4.1). Consider the following function

φ(x, y) = 0.1e0.8
√
x2+y2 .

We choose the initial data

E0(x, y) = 2.5φ(x, y), F 0(x, y) = φ(x, y), M0(x, y) = 0.8φ(x, y), M0
s (x, y) = 0.



4.4. Numerical simulations 77

Table 4.1 – Parameter values of Aedes albopictus mosquitoes used for the numerical simulation

Symbol Description Value Unit
b Birth rate of fertile females 10 day−1

νE Emerging rate of viable eggs 0.08 day−1

µE Death rate of aquatic phase 0.05 day−1

µF Female death rate 0.1 day−1

µM Wild male death rate 0.14 day−1

µs Sterile male death rate 0.14 day−1

K Carrying capacity of aquatic phase in patch 1 200 _
γs Mating competitiveness of sterile male 1 _
r Ratio of female hatch 0.5 _

Then, we have (E0, F 0,M0) satisfies Assumption 4.1.1. The torus of action is{
x ∈ R2 | R1 6 |x| 6 R2

}
A finite element method was applied to simulate the dynamics of the system using the FreeFem++ software.

4.4.1 Monostable case
In the monostable case, we plot the density of females in Figure 4.1.

When there is no control with the SIT, the population spreads to the center of the ball, reaches the value of
the positive equilibrium at the center, and then spreads in the whole observed area B(R) (see Figure 4.1a from
left to right).

In the control case, the release function Λ in the monostable case is defined below

Λ(x, t) = Λ1{R1+ct6|x|6R2+ct} + Λeη(|x|−(R1+ct))1{|x|<R1+ct}

We take R1 = 2, R2 = 3, η = 0.01, Λ = 1000 (day−1km−1), and c = 0.01. The distribution of females is
now presented in Figure 4.1b. We observe that at first, it spreads to the center more slowly compared to the
non-controlled case until the density in the whole domain reaches some value. Then, it starts to decrease and
finally vanishes in the whole domain (see Figure 4.1b from left to right).

4.4.2 Bistable case
The release function Λ in the bistable case is defined as below

Λ(x, t) = Λ1{R1+ct6|x|6R2+ct},

We choose c = 0.01, Λ = 1000. Considering the same initial data as above, the dynamic of the female population
under the control in different areas is presented in Figure 4.2. We observe that when the control is carried out
in a larger area with R1 = 2, R2 = 3.5, the population spreads more quickly and vanishes at time t = 35 (days)
(see Figure 4.2b). While in the control area with R1 = 2, R2 = 2.5, the density of the population remains
positive (see Figure 4.2a).
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(a) Without control

(b) control with Λ = 1000, η = 0.01.

Figure 4.1 – Distribution of females in the monostable case at time t = 5, 15, 30, and 35 (days) from left to
right respectively.

(a) Control with R1 = 2, R2 = 2.5.

(b) Control with R1 = 2, R2 = 3.5.

Figure 4.2 – Distribution of females in the bistable case at time t = 5, 15, 30, and 35 (days) from left to right
respectively.
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Chapter 5

Efficacy of the Sterile Insect Technique in
an inaccessible area: A study using
two-patch models

This chapter is a joint work with Pierre-Alexandre Bliman and Nicolas Vauchelet.

Abstract. The Sterile Insect Technique (SIT) is one of the sustainable strategies for the control of disease
vectors, which consists of releasing sterilized males that will mate with the wild females, resulting in a reduction
and, eventually a local elimination, of the wild population. The implementation of the SIT in the field can
become problematic when there are inaccessible areas where the release of sterile insects cannot be carried out
directly, and the migration of wild insects from these areas to the treated zone may influence the efficacy of
this technique. However, we can also take advantage of the movement of sterile individuals to control the wild
population in these unreachable places. In this paper, we derive a two-patch model for Aedes mosquitoes where
we consider the discrete diffusion between the treated area and the inaccessible zone. We investigate two different
release strategies (constant and impulsive periodic releases), and by using the monotonicity of the model, we
show that if the number of released sterile males exceeds some threshold, the technique succeeds in driving the
whole population in both areas to extinction. This threshold depends on not only the biological parameters of
the population but also the diffusion between the two patches.

5.1 Introduction
Mosquitoes of genus Aedes aegypti and Aedes albopictus play a crucial role in transmitting various arboviruses
to humans including dengue, chikungunya, and Zika virus. Unfortunately, there are no specific vaccines or drugs
available for these diseases. Consequently, the primary prevention lies in controlling the mosquito population
[93]. However, traditional insecticide-based methods have limitations, prompting the need for innovative and
sustainable strategies [2], [29]. Biological controls involve releasing large numbers of mosquitoes that are either
sterile or incapable of transmitting diseases, which recently gained much attention. The Sterile Insect Technique
is among these sustainable alternative methods which consist of the release of sterilized male mosquitoes that
will mate with wild females [118], [73]. These wild females, unable to lay viable eggs, will gradually drive the
wild population to decline. The efficacy of SIT relies on a comprehensive understanding of the vector behavior,
as well as accurate modeling of its dispersal, to optimize the release strategies.

Spatial heterogeneity in mosquito populations and mosquito-borne diseases occurs due to differences in the
quality and quantity of their habitats, as well as variations in host density, temperature, and rainfall [56], [199],
[145]. Especially, the number and accessibility of sites where mosquitoes lay their eggs play a significant role
in determining the size of adult mosquito populations by increasing the carrying capacity of the environment
[1]. Developing models that capture mosquito behavior in response to environmental heterogeneity is crucial
for designing effective control strategies, especially in the face of rapid global land-use changes. Models using
monotone dynamical systems were introduced (see e.g. [18], [70], [200]) and applied efficiently (see e.g. [38], [19],
[39]) to study the SIT. Not many mosquito modeling studies have incorporated migration or dispersal effects due
to insufficient information on individual movement in the field as well as the complex analysis of models. Most
of them used the diffusion approach, which considers space as a continuous variable. They were first developed
in one-dimensional space using scalar reaction-diffusion equations [144], [128], then extended to sex-structured
compartmental systems to consider the different behaviors of aquatic phases, wild females, males, and sterile
males (see e.g. [15], [12], [126]) and in higher dimension (see e.g. [69], [10]). However, it remains challenging to
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explicitly incorporate the factors that affect the movement of sterile males. For instance, when resources are
concentrated in patches or distinct locations, a metapopulation approach in which we treat space as a discrete
set of patches and describe how the population on each patch varies with time is more suitable for modeling
mosquito dispersal [25], [140], [143].

The application of the SIT in the field encounters a difficulty of the limitation in space when there are some
inaccessible areas where people can not release sterile insects directly. For example, mosquitoes of the genus
Aedes polynesiensis primarily exploit land crab burrows for oviposition in certain French Polynesian atolls [41],
[124], [125], [102]. The larvae in the crab burrows emerge into adult mosquitoes that can fly out to search
for food and human blood for fertility. However, one standout advantage of the SIT is that it relies on the
natural ability of the male mosquitoes to move, locate and mate with females. This behavior will take place
in those areas that cannot be reached with conventional control techniques (i.e. insecticides). Therefore, we
are interested in the mosquito population dynamics in the presence of such reservoirs and the elimination of
the whole populations while considering that the released sterile males can fly into the unreachable sites. The
patchy models with discrete diffusion mentioned above are a useful approach to describe the mosquito dynamic
taking into account the inaccessibility to the burrows. We develop a two-patch model and in each patch, we
consider a monotone dynamical system inspired by the models in [200] where the population is divided into
different compartments characterizing the aquatic phase, wild females, wild males, and sterile males. Except for
the aquatic phase, individuals in other states move between patches at specific rates. The SIT is only carried out
in the first patch and only affects the second one through these movements. In this framework, we are interested
in how to guarantee the successful elimination of the SIT in both areas and how the diffusion rates as well as
other biological parameters influence the efficacy.

To tackle this problem, we focus on studying the global stability of the extinction equilibrium in our system.
Results of global asymptotic behavior for the single-species model depending on the discrete diffusion were
provided in the literature[4], [202], [138]. Lyapunov’s second method was used in [134] to investigate the multi-
species system with discrete diffusion. Many works have been done to design robust strategies for releasing sterile
males to drive a population to elimination [38], [39]. We extend these control strategies to our two-patch system
and prove the sufficient conditions for both constant continuous and periodic impulsive releases to drive the
whole system to extinction. We obtain that when the number of released sterile males exceeds some threshold,
the populations in both the treated and the inaccessible zone reach elimination. We also show in the present
work how the diffusion rates between two areas and other biological parameters influence these conditions. These
results may help estimate the possibility and the surplus of sterile mosquitoes necessary to complete elimination
in the presence of hidden, inaccessible, reservoirs.

The organization of this Chapter is as follows. In Section 5.2, we present the formulation of the two-patch
model and prove the monotonicity of the systems and some other preliminary results that be applied in our
proofs. Section 5.3 is devoted to the study of the system without sterile insects. In Theorem 5.3.1, we provide
conditions for the persistence and extinction of the wild population on each patch. In section 5.4, we study the
dynamics of mosquito population in the presence of the SIT with two release strategies: constant and impulsive
releases. Theorem 5.4.1 presents sufficient conditions on the average number of sterile males released per time
unit to drive the population to elimination. We provide the principle of the method used to treat the system
in 5.4.1 and then apply this principle to prove Theorem 5.4.1. Section 5.5 is focused on the dependence of
the critical number of sterile males on parameters. The results in 5.5.1 show that when the diffusion rates are
large, the dynamics of the whole system are the same as in the case when there is no separation between the
two sub-populations. Then, Theorem 5.5.2 shows that the critical number of released sterile males depends
monotonically on the biological parameters. Finally, some numerical illustrations are provided in Section 5.6.

5.2 Model

In this section, we present the formulation of the model using to study the population dynamics in 5.2.1. Then,
in 5.2.2, we provide some preliminary results that will be used later in the present work.

5.2.1 Formulation of the model

Consider two patches and denote Ei, Fi,Mi, and Ms
i respectively the density of aquatic phase (eggs, larvae,

pupae), fertile females, males, and sterile males on the patch i depending on time t. We consider a two-patch
model coupled by the diffusion terms as follows where the dynamic in each patch is inspired by the model in
[200]

Ė1 = bF1

(
1− E1

K1

)
− (νE + µE)E1, (5.1a)
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Ḟ1 = ρνEE1
M1

M1 + γsMs
1

− µFF1 − d12F1 + d21F2, (5.1b)

Ṁ1 = (1− ρ)νEE1 − µMM1 − βd12M1 + βd21M2, (5.1c)

Ṁs
1 = Λ− µsMs

1 − αd12M
s
1 + αd21M

s
2 , (5.1d)

Ė2 = bF2

(
1− E2

K2

)
− (νE + µE)E2, (5.1e)

Ḟ2 = ρνEE2
M2

M2 + γsMs
2

− µFF2 − d21F2 + d12F1, (5.1f)

Ṁ2 = (1− ρ)νEE2 − µMM2 − βd21M2 + βd12M1, (5.1g)

Ṁs
2 = −µsMs

2 − αd21M
s
2 + αd12M

s
1 . (5.1h)

The interpretation of the parameters used in the model, with i, j ∈ {1, 2}, is as below

• Λ(t) is the number per time unit of sterile mosquitoes that are released at time t on the first patch;

• the fraction Mi

Mi+γsMs
i
corresponds to the probability that a female mates with a fertile male;

• b > 0 is the birth rate; µE > 0, µM > 0, and µF > 0 denote the death rates for the mosquitoes in the
aquatic phase, for adult males, and for adult females, respectively;

• Ki is an environmental capacity for the aquatic phase on patch ith, accounting also for the intraspecific
competition;

• νE > 0 is the rate of emergence;

• ρ ∈ (0, 1) is the probability that a female emerges, then (1− ρ) is the probability that a male emerges.

• dij > 0 is the moving rate of female mosquitoes from patch ith to patch jth; the fertile males and sterile
males move slower but with proportional rates respectively βdij , αdij where typically 0 < α < β < 1 in
practice.

We recall the basic offspring number of the sub-population in one patch as introduced in [200]

N =
bρνE

µF (µE + νE)
. (5.2)

The persistence and extinction of the population in the patch depend strongly on the value of this number.
In Section, 5.3, we will show that N is also the basic offspring number of the whole two-patch system.

5.2.2 Preliminary results

First, we provide some definition and denotation of the order used in the present work.

Definition 5.2.1. A matrix A ∈ Mm×n is called non-negative, denote A > 0, if all of its entries are non-
negative.
It is called positive, denote A > 0, if if is non-negative and there is at least one positive entry.
It is called strictly positive, denote A� 0, if all of its entries are strictly positive.

In the present work, we also use the above definition of order for vectors in Rn. Next, we present a property
of a Metzler matrix that will be used in this paper.

Lemma 5.2.1. Assume that a square matrix A is Metzler and irreducible, then eA is strictly positive.

Proof. Since A is Metzler, then there exists a constant δ > 0 large enough such that A + δI is a non-negative
matrix with a positive element on the main diagonal. Moreover, A is irreducible so A + δI is also irreducible.
Thus, A + δI is primitive, that is, there exists an integer n > 0 such that (A + δI)n � 0. Hence, we have
eA+δI � 0, and since δI commutes with all matrices, one has eA = eA+δIe−δI � 0.

We present in this section the so-called Kamke [59] or Chaplygin [55] lemma for a cooperative system (Lemma
5.2.2). Then, we apply this lemma to show the monotonicity of system (5.1) in Lemma 5.2.3.
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Lemma 5.2.2. For any n ∈ N∗, consider a smooth function f : Rn → Rn, and a vector function u(t) satisfying
a differential equation

u̇ = f(u).

Moreover, we assume that the above system is cooperative, that is,

∂fi
∂uj

(t) > 0, for i 6= j, t > 0. (5.3)

If a vector function v(t) satisfies a differential inequality v̇ 6 f(v) then, for initial data v(0) 6 u(0), we have
v(t) 6 u(t) for all t > 0.

To apply this Lemma to system (5.1), we first define the following order in R8 as follows

Definition 5.2.2. For any vectors u,v ∈ R8, we define an order � such that u � v if and only if{
ui 6 vi for i ∈ {1, 2, 3, 5, 6, 7},
ui > vi for i ∈ {4, 8}.

Moreover, we write u ≺ v if u � v and u 6= v.

The monotonicity of system (5.1) is shown in the following result

Lemma 5.2.3. By denoting u = (E1, F1,M1,M
s
1 , E2, F2,M2,M

s
2 ) ∈ R8, we can write system (5.1) as the form

u̇ = f(u) with f is C1 in R8. In the invariant subset {0 6 E1 6 K1} ∩ {0 6 E2 6 K2} of R8
+, system (5.1) is

monotone in the sense that if a vector function v(t) satisfies a differential inequality v̇ � f(v) then, for initial
data v(0) � u(0), we have v(t) � u(t) for all t > 0.

Proof. By changing the variable to ũ = (E1, F1,M1,−Ms
1 , E2, F2,M2,−Ms

2 ), we can write system (5.1) as

ũ = f̃(ũ).

This system is cooperative since in {0 6 E1 6 K1} ∩ {0 6 E2 6 K2} of R8
+, we have

∂f̃1

∂ũ2
= b

(
1− E1

K1

)
> 0,

∂f̃1

∂ũj
= 0 for any j > 2,

∂f̃2

∂ũ1
= ρνE

M1

M1 + γsMs
1

> 0,
∂f̃2

∂ũ3
= ρνE

γsM
s
1

(M1 + γsMs
1 )2

> 0,

∂f̃2

∂ũ4
= ρνEE1

γsM1

(M1 + γsMs
1 )2

> 0,
∂f̃2

∂ũ6
= d21 > 0,

∂f̃2

∂ũj
= 0 for j ∈ {5, 7, 8}.

∂f̃3

∂ũ1
= (1− ρ)νE > 0,

∂f̃3

∂ũ7
= βd21 > 0,

∂f̃1

∂ũj
= 0 for j ∈ {2, 4, 5, 6, 8},

∂f̃4

∂ũ8
= αd21 > 0,

∂f̃4

∂ũj
= 0 for j ∈ {1, 2, 3, 5, 6, 7}.

Similarly for f̃i with i > 4, so f̃ is cooperative.
For any vector function v such that v � f(v), by the same variable change, one has ṽ 6 f̃(ṽ). The initial

data v(0) � u(0) implies that ṽ(0) 6 ũ(0). Therefore, by applying Lemma 5.2.2, one has ṽ(t) 6 ũ(t) for any
t > 0 which is equivalent to v(t) � u(t).

In order to define the solution of (5.1), we make some assumptions for the release function Λ(t)

Assumption 5.2.1. Assume that function Λ(t) satisfies

Λ(t) = Λ1(t) + Λ2(t), (5.4)

where Λ1 ∈ L1
loc(0,+∞), Λ1(t) > 0 for almost every t, and Λ2 is a sum of Dirac masses with positive weights.

Assume moreover that there exists a time T > 0 such that the average value of Λ over any T -time interval is
finite, that is,

CΛ :=
1

T
sup
t>0

∫ t+T

t

Λ(s)ds < +∞. (5.5)
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Assumption 5.2.1 is natural since in practice, the total amount of the sterile males released in a finite time
interval is finite. The term Λ2 corresponds to impulsive releases.

The next result shows that any trajectory of system (5.1) resulting from any non-negative initial data is
bounded.

Lemma 5.2.4. Let Λ satisfy Assumption 5.2.1. For any non-negative initial data (E0
1 , F

0
1 ,M

0
1 ,M

s,0
1 , E0

2 , F
0
2 ,M

0
2 ,M

s,0
2 ),

there exists a unique solution (E1, F1,M1,M
s
1 , E2, F2,M2,M

s
2 ) of system (5.1), and it is non-negative. If

E0
i < Ki with i = 1, 2, then Ei(t) 6 Ki for any t > 0. Moreover, for all t > 0, we have the uniform bounds

F1 + F2 6 max
{
F 0

1 + F 0
2 , CF

}
, M1 +M2 6 max

{
M0

1 +M0
2 , CM

}
,

where
CF :=

ρνE(K1 +K2)

µF
, CM :=

(1− ρ)νE(K1 +K2)

µM
,

and
Ms

1 (t) +Ms
2 (t) 6 max

{
Ms,0

1 +Ms,0
2 ,

TCΛ

1− e−µsT

}
+ TCΛ,

with T and CΛ defined in Assumption 5.2.1. One also has

lim sup
t→+∞

(F1 + F2)(t) 6 CF , lim sup
t→+∞

(M1 +M2)(t) 6 CM , ,

and
lim sup
t→+∞

(Ms
1 +Ms

2 )(t) 6
TCΛ

1− e−µsT
+ TCΛ =: CMs .

Remark 5.2.1. In the case Λ ∈ L∞(0,+∞), one can let T tend to zero and obtain that CΛ = supt>0 Λ(t)

and lim sup
t→+∞

(Ms
1 + Ms

2 ) 6
CΛ

µs
. The condition of Λ that we made in Assumption 5.2.1 is weaker than the L∞

assumption since we also include impulsive releases, represented by the Dirac masses.

Proof of Lemma 5.2.4. By applying the Lemma 5.2.3, one deduces that system (5.1) preserves the positivity.
For i = 1, 2, we have Ei(t = 0) = E0

i < Ki and assume that there exists a value t0 <∞ such that

t0 = inf{t > 0 : Ei(t) = Ki}

then Ėi(t0) > 0 but from (5.1a) and (5.1e), one has Ėi(t0) = −(νE + µE)Ki < 0 (contradictory). Then we
deduce that Ei(t) 6 Ki for any t > 0.

From equations (5.1b) and (5.1f), since for i = 1, 2,
Mi

Mi + γsMs
i

6 1 one has

Ḟ1 + Ḟ2 6 ρνE(E1 + E2)− µF (F1 + F2).

Since E1, E2 are bounded then we deduce that

(F1 + F2)(t) 6 (F 0
1 + F 0

2 )e−µF t +
ρνE(K1 +K2)

µF
(1− e−µF t) 6 max

{
F 0

1 + F 0
2 ,

ρνE(K1 +K2)

µF

}
,

for any t > 0. For i = 1, 2, one has Fi > 0, thus Fi(t) 6 max
{
F 0

1 + F 0
2 , CF

}
for any t > 0. Let t goes to infinity

we get lim sup
t→+∞

(F1 + F2)(t) 6 CF . One obtains similarly the inequalities for M1,M2.

For Ms
1 and Ms

2 , by denoting Xs(t) = Ms
1 (t) +Ms

2 (t), then from equations (5.1d) and (5.1h), one has

Ẋs(t) = −µsXs(t) + Λ(t).

For any integer k, by integrating both sides of this equality in ((k − 1)T, kT ) with T defined in Assumption
5.2.1, one gets

Xs(kT ) = e−µsTXs((k − 1)T ) +

∫ kT

(k−1)T

e−µs(t−(k−1)T )Λ(t)dt.

Since e−µs(t−(k−1)T ) < 1 for any t ∈ ((k − 1)T, kT ) and by Assumption 5.2.1, we deduce that

Xs(kT ) 6 e−µsTXs((k − 1)T ) + TCΛ,
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with CΛ defined in (5.5). Using the iteration with respect to k, we deduce that

Xs(kT ) 6 e−µskTX0
s + TCΛ

(
1 + e−µsT + · · ·+ e−µs(k−1)T

)
= e−µskTX0

s + TCΛ
1− e−µskT

1− e−µsT
.

Now for any time t > 0, there exists an integer k such that t ∈ [kT, (k + 1)T ). Then, we obtain that

Xs(t) = e−µs(t−kT )Xs(kT ) +

∫ t

kT

e−µs(t−s)Λ(s)ds

6 e−µstX0
s + TCΛ

e−µs(t−kT ) − e−µst

1− e−µsT
+ TCΛ.

6 e−µstX0
s +

TCΛ

1− e−µsT
(
1− e−µst

)
+ TCΛ

since e−µs(t−kT ) < 1. The inequality of Ms
1 +Ms

2 follows.

5.3 Mosquito dynamics without sterile males

First, we describe the dynamics of wild mosquitoes in the two areas by considering the following system which
is re-obtained from system (5.1) in the absence of sterile males

Ė1 = bF1

(
1− E1

K1

)
− (νE + µE)E1, (5.6a)

Ḟ1 = ρνEE1 − µFF1 − d12F1 + d21F2, (5.6b)

Ṁ1 = (1− ρ)νEE1 − µMM1 − βd12M1 + βd21M2, (5.6c)

Ė2 = bF2

(
1− E2

K2

)
− (νE + µE)E2, (5.6d)

Ḟ2 = ρνEE2 − µFF2 − d21F2 + d12F1, (5.6e)

Ṁ2 = (1− ρ)νEE2 − µMM2 − βd21M2 + βd12M1, (5.6f)

It is clear that the subset {0 6 E1 6 K1} ∩ {0 6 E2 6 K2} of the positive cone of R6 is positively invariant
over time. The following result shows the nature of the equilibrium points of system (5.6).

Theorem 5.3.1. For N < 1, zero is the unique equilibrium of system (5.6), and all trajectories of (5.6)
resulting from non-negative initial data converge to zero as time evolves.

For N > 1, system (5.6) has two equilibrium points: zero and u+ = (E+
1 , F

+
1 ,M

+
1 , E

+
2 , F

+
2 ,M

+
2 ) strictly

positive. Moreover, the zero equilibrium is unstable. All trajectories of (5.6) resulting from any positive initial
data (E0

1 , F
0
1 ,M

0
1 , E

0
2 , F

0
2 ,M

0
2 ) such that (E0

1 , F
0
1 , E

0
2 , F

0
2 ) > 0 converge to u+ when t→ +∞.

Theorem 5.3.1 shows that the constant N defined in (5.2) is the basic offspring number of the whole two-
patch system (5.1). When N > 1, the populations in both areas remain persistent for any diffusion rates as
time evolves. In the rest of the paper, we only consider the case N > 1.

To prove this theorem, we first consider the sub-system of E1, E2, F1, F2. From equations (5.6b) and (5.6e),
the positive equilibrium satisfies

ρνE

(
E+

1

E+
2

)
=

(
µF + d12 −d21

−d12 µF + d21

)(
F+

1

F+
2

)
,

then (
F+

1

F+
2

)
=

ρνE
µF (µF + d12 + d21)

(
µF + d21 d21

d12 µF + d12

)(
E+

1

E+
2

)
. (5.7)

On the other hand, from equation (5.6a) and (5.6d), we also have

F+
1 =

νE + µE
b

E+
1

1− E+
1

K1

, F+
2 =

νE + µE
b

E+
2

1− E+
2

K2

. (5.8)
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(a) N 6 min
i,j∈{1,2}

i 6=j

µF + dij + dji
µF + dij

(b) N > min
i,j∈{1,2}

i 6=j

µF + dij + dji
µF + dij

Figure 5.1 – Behaviors of f21 and f−1
12

From (5.7) and (5.8), we deduce that

E+
2 =

µF + d12 + d21

d21

1

N
E+

1

1− E+
1

K1

− µF + d21

d21
E+

1 =: f21(E+
1 ), (5.9)

E+
1 =

µF + d12 + d21

d12

1

N
E+

2

1− E+
2

K2

− µF + d12

d12
E+

2 =: f12(E+
2 ). (5.10)

The following lemma provides information for these functions.

Lemma 5.3.1. For {i, j} = {1, 2}, function fij(x) is defined and convex on (0,Kj) ⊂ R.

If N 6
µF + dij + dji
µF + dij

, then fij has no positive root and it is increasing on (0,Kj).

Otherwise, it has a unique positive root

K+
j := Kj

(
1− µF + dji + dij

µF + dij

1

N

)
< Kj (5.11)

Moreover, fij < 0 on (0,K+
j ), fij > 0 and increasing on (K+

j ,Kj).

Proof of Lemma 5.3.1. We recall function fij(x) :=
µF + dij + dji

dij

1

N
x

1− x
Kj

− µF + dij
dij

x. One has fij = 0 if

and only if
µF + dij
Kj

x2 +

(
µF + dij + dji

dij
− µF − dij

)
x = 0.

We deduce that fij = 0 at 0 and K+
j as in (5.11) , and K+

j > 0 if and only if N 6
µF + dij + dji
µF + dij

. Moreover,

fij < 0 on (0,K+
j ), fij > 0 and is increasing on (K+

j ,Kj). It is defined and convex on (0,Kj) ⊂ R since

f ′′ij(x) = 2
µF + dij + dji

dij

1

KjN
1(

1− x
Kj

)3 > 0,

for any x ∈ (0,Kj). We also have fij(0) = 0, lim
x→Kj

fij(x) = +∞.

Proof of Theorem 5.3.1. Existence and uniqueness of the positive equilibrium. System (5.6) has a pos-
itive equilibrium iff system (5.9)-(5.10) has a solution (E+

1 , E
+
2 ) in (0,K1)× (0,K2).
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First, we study the case where 0 < N 6 min
i,j∈{1,2}
i6=j

µF + dij + dji
µF + dij

, then according to Lemma 5.3.1, we have

f12 : [0,K2) → [0,+∞) is positive and increasing, so this function is invertible (see Figure 5.1). We denote
f−1

12 : [0,K1]→ [0,K2) the restriction of the invert function of f12 on [0,K1], then

E+
2 = f21(E+

1 ) = f−1
12 (E+

1 ).

Thus, E+
1 is a positive root of function f21 − f−1

12 . For any x ∈ (0,K1), one has

(f21 − f−1
12 )′(x) = f ′21(x)− 1

f ′12(f−1
12 (x))

,

then

(f21 − f−1
12 )′′(x) = f ′′21(x) +

f ′′12(f−1
12 (x))

(f ′12(f−1
12 (x)))3

> 0

since fij is convex on (0,Kj). Hence, f21− f−1
12 is convex on (0,K1). Moreover, we have (f21− f−1

12 )(0) = 0, and
lim
x→K1

(f21 − f−1
12 )(x) = +∞. Therefore, this function has a unique positive root if and only if the derivative at

zero is negative. We have

(f21 − f−1
12 )′(0) =

1
N (µF + d12 + d21)− µF − d21

d21
− d12

1
N (µF + d12 + d21)− µF − d12

.

Then, (f21 − f−1
12 )′(0) < 0 if and only if 1 < N <

µF + d12 + d21

µF
.

Now, without loss of generality, we assume that d12 > d21, then
µF + d12 + d21

µF + d12
<
µF + d12 + d21

µF + d21
. If N >

µF + d12 + d21

µF + d12
> 1, again according to Lemma 5.3.1, function f12 has a unique positive rootK+

2 and is invertible

on [K+
2 ,K2] (see Figure 5.1). We denote again f−1

12 : [0,K1] → [K+
2 ,K2) the restriction of the invert function

of f12 on [0,K1], then we also have f21 − f−1
12 convex on (0,K1), and (f21 − f−1

12 )(0) = −f−1
12 (0) = −K+

2 < 0,
lim
x→K1

(f21 − f−1
12 )(x) = +∞ > 0. We can deduce that f21 − f−1

12 has a unique positive root on (0,K1).

Instability of the zero equilibrium. At the origin 0 = (0, 0, 0, 0, 0, 0) of R6, the Jacobian matrix of system
(5.6) is

J(0) =


−νE − µE b 0 0 0 0

ρνE −µF − d12 0 0 d21 0
(1− ρ)νE 0 −µM − βd12 0 0 βd21

0 0 0 −νE − µE b 0
0 d12 0 ρνE −µF − d21 0
0 0 βd12 (1− ρ)νE 0 −µF − βd21

 ,

with the characteristic polynomial

det(J(0)− λI) = [(λ+ µF )(λ+ µM ) + β(d12 + d21 + d12µF + d21µM )] [(λ+ νE + µE)(λ+ µF )− bρνE ]

× [(λ+ νE + µE)(λ+ µF + d12 + d21)− bρνE ] .

SinceN > 1, we have µF (νE+µE)−bρνE < 0. Thus, we can deduce that the factor (λ+νE+µE)(λ+µF )−bρνE =
λ2 + λ(νE + µE + µF ) + µF (νE + µE)− bρνE has one positive root λ > 0. Hence, the Jacobian at zero has at
least one positive eigenvalue so the zero equilibrium is unstable.

Stability of the positive equilibrium. First, we can see that the system (5.6a)-(5.6b), (5.6d)-(5.6e) of
(E1, F1, E2, F2) does not depend on M1, M2, and it is cooperative and irreducible. By applying Theorem 1.1
in Chapter 4 of [191], one deduces that this system is strongly monotone. When N > 1, this system admits
exactly two equilibria: (0, 0, 0, 0), and (E+

1 , F
+
1 , E

+
2 , F

+
2 ). But the zero equilibrium is unstable, so by Theorem

2.2 in Chapter 2 of [191], if the initial data satisfies that 0 < (E0
1 , F

0
1 , E

0
2 , F

0
2 ) 6 (E+

1 , F
+
1 , E

+
2 , F

+
2 ), the solution

(E1, F1, E2, F2) converges to (E+
1 , F

+
1 , E

+
2 , F

+
2 ) when t→ +∞.

Now if the initial data satisfies that (E0
1 , F

0
1 , E

0
2 , F

0
2 ) > (E+

1 , F
+
1 , E

+
2 , F

+
2 ), then there exists a constant λ > 1
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large enough such that λ(E+
1 , F

+
1 , E

+
2 , F

+
2 ) > (E0

1 , F
0
1 , E

0
2 , F

0
2 ). Since 1− λE+

i

Ki
< 1− E+

i

Ki
, one has

bλF+
i

(
1− λE+

i

Ki

)
− (νE + µE)λE+

i < λ

[
bF+

i

(
1− E+

i

Ki

)
− (νE + µE)E+

i

]
= 0,

and the right-hand side of system (5.6a)-(5.6b), (5.6d)-(5.6e) at λ(E+
1 , F

+
1 , E

+
2 , F

+
2 ) is non positive. Thus,

the trajectory resulting from the initial data λ(E+
1 , F

+
1 , E

+
2 , F

+
2 ) is non-increasing, and therefore converges to

(E+
1 , F

+
1 , E

+
2 , F

+
2 ). By applying the Lemma 5.2.2 to system (5.6a)-(5.6b), (5.6d)-(5.6e), we deduce that the

trajectory resulting from the initial data (E0
1 , F

0
1 , E

0
2 , F

0
2 ) lies between (E+

1 , F
+
1 , E

+
2 , F

+
2 ) and the trajectories

resulting from λ(E+
1 , F

+
1 , E

+
2 , F

+
2 ). Hence, it also converges to (E+

1 , F
+
1 , E

+
2 , F

+
2 ) when time t goes to infinity.

Moreover, since the trajectories issued from the initial data above and below (E+
1 , F

+
1 , E

+
2 , F

+
2 ) all converge

to the same limit, then by the comparison principle, we deduce that the trajectory resulting from any positive
initial data with values between these initial values converges to this equilibrium.

Secondly, if we denote matrix A =

(
−µM − βd12 βd21

βd12 −µM − βd21

)
, this matrix is Hurwitz. FunctionsM1, M2

satisfy
(
Ṁ1

Ṁ2

)
= A

(
M1

M2

)
+ (1− ρ)νE

(
E1

E2

)
. Thus, for any t > 0,

(
M1(t)
M2(t)

)
= etA

(
M0

1

M0
2

)
+ (1− ρ)νE

∫ t

0

e(t−s)A
(
E1(s)
E2(s)

)
ds. (5.12)

Moreover, the equilibrium satisfies (
M+

1

M+
2

)
= −(1− ρ)νEA

−1

(
E+

1

E+
2

)
. (5.13)

Hence, from (5.13) and (5.12), we deduce that(
M1(t)
M2(t)

)
−
(
M+

1

M+
2

)
= etA

(
M0

1

M0
2

)
+ (1− ρ)νE

[∫ t

0

e(t−s)A
(
E1(s)
E2(s)

)
ds+A−1

(
E+

1

E+
2

)]
. (5.14)

Moreover, when t→ +∞, we have that
(
E1(t)
E2(t)

)
converges to

(
E+

1

E+
2

)
and etA → 0 since A is Hurwitz. Thus,

for any ε > 0, there exists a time Tε > 0 large enough such that for any t > Tε,

E+
i − ε < Ei(t) < E+

i + ε, i = 1, 2, (5.15)

and ‖etA‖ < ‖eTεA‖ 6 ε.

Since matrix A is Metzler and irreducible, then by applying Lemma 5.2.1, one has that eAt is strictly positive
for any t > 0. Moreover, one has Ei ∈ (0,Ki) in (0,+∞), then for any t > 2Tε,

0 <

∫ Tε

0

e(t−s)A
(
E1(s)
E2(s)

)
ds <

∫ Tε

0

e(t−s)Ads

(
K1

K2

)
,

then ∥∥∥∥∥
∫ Tε

0

e(t−s)A
(
E1(s)
E2(s)

)
ds

∥∥∥∥∥ <
∥∥∥∥∥
∫ Tε

0

e(t−s)Ads

∥∥∥∥∥
∥∥∥∥(K1

K2

)∥∥∥∥ =
∥∥∥A−1

(
etA − e(t−Tε)A

)∥∥∥∥∥∥∥(K1

K2

)∥∥∥∥ < εC1,

with some positive constant C1 not depending on ε. Using the second inequality in (5.15), one has∫ t

Tε

e(t−s)A
(
E1(s)
E2(s)

)
ds 6 A−1(e(t−Tε)A − I)

(
E+

1 + ε
E+

2 + ε

)
= A−1e(t−Tε)A

(
E+

1 + ε
E+

2 + ε

)
− εA−1 −A−1

(
E+

1

E+
2

)
.

Proving similarly for the other inequality, we can deduce that∥∥∥∥∫ t

Tε

e(t−s)A
(
E1(s)
E2(s)

)
ds+A−1

(
E+

1

E+
2

)∥∥∥∥ 6 εC2,
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with some positive constant C2 not depending on ε. Hence, from (5.14), we deduce that for any t > 2Tε,∥∥∥∥(M1(t)
M2(t)

)
−
(
M+

1

M+
2

)∥∥∥∥ < ε

[∥∥∥∥(M0
1

M0
2

)∥∥∥∥+ C1 + C2

]
.

Therefore, (M1(t),M2(t)) converges to (M+
1 ,M

+
2 ) when t tends to +∞.

In the following section, by considering the releases of sterile males, we look for a condition of release
functions Λ such that the positive equilibrium disappears.

5.4 Elimination with releases of sterile males

In this section, we consider Λ(t) in system (5.1) the number of sterile males released per time unit and our goal
is to adjust its values such that the wild population reaches elimination. We consider two release strategies as
follows

Constant release: Let the release function Λ(t) ≡ Λ > 0. As time goes to infinity, the density of sterile males
(Ms

1 ,M
s
2 ) converges to (Ms∗

1 ,Ms∗
2 ) that is the solution of system{

Λ− µsMs∗
1 − αd12M

s∗
1 + αd21M

s∗
2 = 0

−µsMs∗
2 − αd21M

s∗
2 + αd12M

s∗
1 = 0

(5.16)

By denoting

τ1 :=
(µs + αd21)

µs(µs + αd12 + αd21)
, τ2 :=

αd12

µs(µs + αd12 + αd21)
, (5.17)

we have Ms∗
1 = τ1Λ, and Ms∗

2 = τ2Λ and Ms∗
1 +Ms∗

2 =
Λ

µs
.

Impulsive periodic releases: Consider the release function

Λ(t) =

+∞∑
k=0

τΛper
k δkτ , (5.18)

with period τ > 0 and Λper
k is the average number of sterile males released per time unit during the time interval

(kτ, (k + 1)τ) for k = 0, 1, . . . . We choose in this work Λper
k constant, and drop consequently the sub-index k.

The release function Λ(t) in (5.18) means that we release a total amount of τΛper mosquitoes at the beginning
of each time period (t = kτ).

Denote vector X(t) =

(
Ms

1 (t)
Ms

2 (t)

)
, then with k = 0, 1, . . . , the density of sterile males satisfies the following

system

X ′(t) = AsX(t) for any t ∈
∞⋃
k=0

(kτ, (k + 1)τ) , (5.19a)

X(kτ+) = X(kτ−) +

(
τΛper

0

)
, (5.19b)

with matrix As =

(
−αd12 − µs αd21

αd12 −αd21 − µs

)
, and X(kτ±) denote the right and left limits of X(t) at time

kτ and by convention, we set X(0−) = 0. The densities of the sterile males evolve according to (5.19a) on the
union of open intervals (kτ, (k + 1)τ) while X is submitted to jump at each point kτ as in (5.19b). For such a
release schedule, the solution of system (5.19) satisfies

X(kτ+) =

k∑
i=0

eiAsτ
(
τΛper

0

)
, X(t) = eAstX(kτ+) for any t ∈

∞⋃
k=0

(kτ, (k + 1)τ) .

Since matrix As is Hurwitz, when t→ +∞, we have that X converges to the periodic solution Xper =

(
Ms,per

1

Ms,per
2

)
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that satisfies that, for k = 0, 1, . . .

Xper(kτ+) = (I − eAsτ )−1

(
τΛper

0

)
, Xper(t) = eAstXper(kτ+) for any t ∈

∞⋃
k=0

(kτ, (k + 1)τ) . (5.20)

The following lemma shows that the periodic solution Xper is strictly positive at any time t.

Lemma 5.4.1. There exists positive constant τper
1 , τper

2 which depends on As and period τ such that for any

t > 0, one has Xper(t) > Λper

(
τper
1

τper
2

)
.

Proof. We have matrix As is Metzler and irreducible, then by applying Lemma 5.2.1, we deduce that eAs � 0.

On the other hand, matrix As is Hurwitz so (I − eAsτ )−1 =

+∞∑
i=0

eiAsτ � 0 for any τ > 0. Moreover, we have

eAst is also strictly positive for any t > 0, thus there exist positive constants τper
1 , τper

2 depending on τ and As
such that

inf
t>0

Xper(t) = min
t∈[0,τ ]

Xper(t) = min
t∈[0,τ ]

eAst(I − eAsτ )−1

(
τΛper

0

)
> Λper

(
τper
1

τper
2

)
.

The result of Lemma 5.4.1 follows.

Remark 5.4.1. The parameters τi defined in (5.17) and τper
i play a similar role to each other: they define

a relationship between an average release rate Λ per time unit and a (minimum) level of the sterile mosquito
density.

We provide in the following result a condition on Λ(t) for the wild population to reach elimination.

Theorem 5.4.1. Consider system (5.1) with the release function Λ(t). Then

• In the constant release case, for Λ(t) ≡ Λ, there exists a positive number Λ satisfying

Λ 6 max
i=1,2

1

γsτi
(N − 1)CM i = 1, 2,

with τi defined in (5.17), CM defined in Lemma 5.2.4 such that if Λ > Λ, system (5.1) has a unique
equilibrium

u∗0 = (0, 0, 0,Ms∗
1 , 0, 0, 0,Ms∗

2 ).

Moreover, in this case, for any non-negative initial data, the solution of (5.1) converges to this equilibrium
when t→ +∞.

• In the periodic release case, for Λ(t) defined in (5.19), There exists a positive constant Λ
per

satisfying

Λ
per

6 max
i=1,2

1

γsτ
per
i

(N − 1)CM ,

with τper
i defined in Lemma 5.4.1, CM defined in Lemma 5.2.4 such that if Λper > Λ

per
, then for any non-

negative initial data, the solution of the initial value problem of system (5.1) converges to the unique steady
state

uper
0 = (0, 0, 0,Ms,per

1 , 0, 0, 0,Ms,per
2 ),

as time t→ +∞ .

This result shows that with a sufficiently large number of sterile males released in the first zone, we can
succeed in driving the wild population in both areas to elimination. In the following, we describe the principle
idea to prove this result.

5.4.1 Principle of the method

To provide conditions for the release Λ to stabilize the zero equilibrium, our strategy is as follows:

Step 1: We consider ρi = sup
t>0

Mi(t)

Mi(t) + γsMs
i (t)

, for i = 1, 2, in system (5.1) to be smaller than some level,

then we study the system with the fractions replaced by some constant.
Step 2: We show how to realize, through an adequate choice of Λ, the above behavior of Ms

i .



92 CHAPTER 5. A two-patch model for the SIT

Step 1: Setting the sterile population level directly

Theorem 5.3.1 shows us that when the basic offspring number is smaller than 1, the zero equilibrium is globally
asymptotically stable. For the controlled system, the basic offspring numbers is smaller than ρiN . It suggests
that, for stabilizing the origin of system (5.1), it is sufficient to ensure ρiN 6 1.

Proposition 5.4.1. If the trajectory resulting from any positive initial data of system (5.1) satisfies that for
N defined in (5.2),

Mi(t)

Mi(t) + γsMs
i (t)

6
1

N
, t > 0, i = 1, 2. (5.21)

then u′ = (E1, F1,M1, E2, F2,M2) converges to 06 as time t→ +∞.

Proof. Assume that we can set Ms
i to be large enough such that (5.21) holds, and we consider the following

system

Ė1 = bF1

(
1− E1

K1

)
− (νE + µE)E1, (5.22a)

Ḟ1 =
1

N
ρνEE1 − µFF1 − d12F1 + d21F2, (5.22b)

Ṁ1 = (1− ρ)νEE1 − µMM1 − βd12M1 + βd21M2, (5.22c)

Ė2 = bF2

(
1− E2

K2

)
− (νE + µE)E2, (5.22d)

Ḟ2 =
1

N
ρνEE2 − µFF2 − d21F2 + d12F1, (5.22e)

Ṁ2 = (1− ρ)νEE2 − µMM2 − βd21M2 + βd12M1, (5.22f)

Denote ũ = (Ẽ1, F̃1, M̃1, Ẽ2, F̃2, M̃2) solution of system (5.22). Since system (5.22) is cooperative and the
inequality (5.21) holds, one obtains that ũ is a super-solution of the system (5.1a)-(5.1c), (5.1e)-(5.1g), and by
applying Lemma 5.2.2, we have ũ > u′.

Denote u∗ = (E∗1 , F
∗
1 ,M

∗
1 , E

∗
2 , F

∗
2 ,M

∗
2 ) a positive equilibrium of system (5.22) if exists. Similar to the

previous section, we have

E∗2 =
µF + d12 + d21

d21

E∗1

1− E∗1
K1

− µF + d21

d21
E∗1 =: g21(E∗1 ), (5.23)

E∗1 =
µF + d12 + d21

d12

E∗2

1− E∗2
K2

− µF + d12

d12
E∗2 =: g12(E∗2 ). (5.24)

The analysis of gij is analogous to fij in Lemma 5.3.1. It is easy to check that g12 is increasing on (0,K2), so it
is invertible. Then, E∗1 satisfies (g21 − g−1

12 )(E∗1 ) = 0. Function g21 is convex and g−1
12 is concave in (0,K1), and

g′21(0) =
µF + d12 + d21

d21
− (µF + d21)

d21
=
d12

d21
,

(g−1
12 )′(0) =

1

g′12(0)
=

1
µF+d12+d21

d12
− µF+d12

d12

=
d12

d21
.

We obtain that g′21(0) = (g−1
12 )′(0) (see Figure 5.2), so zero is the unique equilibrium of system (5.22). By

applying Theorem 3.1 in Chapter 2 of [191], we deduce that when t→ +∞, the solution ũ(t) converges to the
equilibrium zero. Since u′(t) 6 ũ(t) for all t > 0, we deduce that the u′ also converges to zero when t large.

Step 2: Shaping the release function

We now want to choose Λ such that the condition (5.21) holds, which means

γsM
s
i (t) > (N − 1)Mi(t), t > 0, i = 1, 2

The upper bound of Mi can be obtained from Lemma 5.2.4. For time t > 0 large enough, it is sufficient to
choose Λ such that γsMs

i (t) > (N − 1)CM .
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Figure 5.2 – The relation between E1 and E2 in the case when the positive root disappears

5.4.2 Proof of Theorem 5.4.1

Proof of Theorem 5.4.1. Constant release: For Λ(t) ≡ Λ, let us recall As =

(
−µs − αd12 αd21

αd12 −µs − αd21

)
, and

it is a Hurwitz matrix. And we have(
Ms

1 (t)
Ms

2 (t)

)
= etAs

(
Ms0

1

Ms0
2

)
+ (1− ρ)νE

∫ t

0

e(t−s)Asds

(
Λ
0

)
.

Thus, when t → +∞, we can deduce that
(
Ms

1 (t)
Ms

2 (t)

)
converges to

(
Ms∗

1

Ms∗
2

)
for any initial data since etAs → 0

when t→ +∞. Hence, for any ε > 0, there exists a value Tε > 0 such that for any t > Tε, i = 1, 2,

Ms
i (t) >Ms∗

i − ε.

If we take Λ such that γs(Ms∗
i − ε) > (N − 1)CM with CM defined in Lemma 5.2.4, then condition (5.21)

holds. By applying Proposition 5.4.1, we deduce that for i = 1, 2, if Λ > max
i=1,2

1

γsτi
(N − 1)CM , system (5.1)

has u∗0 as a unique equilibrium point, and every trajectory converges to this equilibrium when t → +∞. The
dynamics of system (5.1) depend continuously and monotonically on Λ, then we deduce that there exists a

positive critical value Λ 6 max
i=1,2

1

γsτi
(N − 1)CM such that for any Λ > Λ, and for any non-negative initial data,

solution u′ = (E1, F1,M1, E2, F2,M2)(t) converges to 06 when t→ +∞.

Impulsive periodic releases: Consider Λ(t) defined in (5.19), denote (Eper
1 , F per

1 ,Mper
1 , Eper

2 , F per
2 ,Mper

2 ) a so-
lution of (5.1a)-(5.1c), (5.1e)-(5.1g) withMs

i ≡M
s,per
i defined in (5.20). From Lemma 5.4.1, one hasMs,per

i (t) >
Λperτper

i for all t > 0. Therefore, if we take Λper such that γsΛperτper
i > (N − 1)CM , then condition (5.21) holds.

By applying Proposition 5.4.1, we deduce that uper = (Eper
1 , F per

1 ,Mper
1 , Eper

2 , F per
2 ,Mper

2 ) converges to zero as
t grows. Since (Ms

1 ,M
s
2 ) converges to (Ms,per

1 ,Ms,per
2 ) as t → +∞, we have u′ = (E1, F1,M1, E2, F2,M2)

appoaches uper and thus converges to 06 as time t goes to infinity.
Since the dynamics of system (5.1) depends continuously and monotonically on Λ, there exists a positive

critical value Λ
per

6 max
i=1,2

1

γsτ
per
i

(N − 1)CM such that if Λper > Λ
per

the equilibrium uper
0 of (5.1) with Λ(t)

defined in (5.18) is globally asymptotically stable.

5.5 Parameter dependence of the critical values of the release rate

In this section, we consider the constant release case and examine how the critical value Λ depends on the
parameters of system (5.1). In this model, the elimination of the population depends not only on the diffusion
rate between the inaccessible area and the treated area, but also on the biological intrinsic values like the
birth/death rates, and the carrying capacity.
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5.5.1 Diffusion rates

In this part, we want to compare the critical values of Λ corresponding to different values of d12, d21. We show
that when the diffusion rates are large enough, the critical number of sterile males released is the same as in
the case when there is no separation between the two sub-populations.

The case d12, d21 large

First, we present a result of uniform convergence of system (5.1) when d12, d21 go to +∞ and d12 is proportional
to d21.

Proposition 5.5.1. For ε > 0, consider the diffusion rates d12 =
1

ε
, d21 =

η

ε
with η =

d21

d12
> 0. Denote

uε = (Eε1 , F
ε
1 ,M

ε
1 ,M

s,ε
1 , Eε2 , F

ε
2 ,M

ε
2 ,M

s,ε
2 ) the solution of system (5.1) with the initial date uε,0 satisfying that

{Eε,0i }ε, {F
ε,0
i }ε, {M

ε,0
i }ε converge to E0,0

i , F 0,0
i ,M0,0

i respectively as ε→ 0, with i = 1, 2,

and

Eε,01 − ηEε,02 = O(ε), F ε,01 − ηF ε,02 = O(ε), Mε,0
1 − ηMε,0

2 = O(ε), Ms,ε,0
1 = Ms,ε,0

2 = 0. (5.25)

Then, when ε → 0, the sequence {uε}ε converges uniformly to a limit (E1, F1,M1,M
s
1 , E2, F2,M2,M

s
2 ) on

[0,+∞). Moreover, we have
F1 = ηF2, M1 = ηM2, Ms

1 = ηMs
2 . (5.26)

If we denote F = F1 + F2, M = M1 + M2, M
s = Ms

1 + Ms
2 , then (E1, E2, F,M,Ms) solves the following

system

Ė1 =
η

η + 1
bF

(
1− E1

K1

)
− (νE + µE)E1, (5.27a)

Ė2 =
1

η + 1
bF

(
1− E2

K2

)
− (νE + µE)E2, (5.27b)

Ḟ = ρνE(E1 + E2)
M

M + γsMs
− µFF, (5.27c)

Ṁ = (1− ρ)νE(E1 + E2)− µMM, (5.27d)

Ṁs = Λ∞ − µsMs, (5.27e)

with the corresponding initial data E0,0
1 , E0,0

2 , F 0,0 = F 0,0
1 + F 0,0

2 , M0,0 = M0,0
1 +M0,0

2 , Ms,0,0 = 0.

It is straightforward to see that the previous result implies that the functions F1, F2,M1,M2 fulfil the
following identities:

F1 =
η

1 + η
F, F2 =

1

1 + η
F, M1 =

η

1 + η
M, M2 =

1

1 + η
M.

Proof of Proposition 5.5.1. To prove this result, we first apply the Arzela-Ascoli theorem for the sequence of
smooth solution {uε}ε on a close interval [0, T ] with any T > 0. Then, we extend the convergence at infinity.
• Uniform convergence on [0, T ]: First, we check the uniform boundedness of this sequence. For i = 1, 2,

from Lemma 5.2.4, one has Eεi (t) 6 Ki for all t > 0 and ε > 0. Again by this Lemma, for any t > 0, one has

F εi (t) 6 max

{
F ε,01 + F ε,02 ,

ρνE(K1 +K2)

µF

}
6 C0

F

here C0
F does not depend on ε since the initial data converge as ε goes to zero. Similarly, we can show that there

are positive constants C0
M , C

0
Ms not depending on ε such that for any t > 0, one has Mε

i (t) < C0
M , M

s,ε
i (t) <

C0
Ms .
Next, we prove that the sequence of derivative {u̇ε}ε is also uniformly bounded. For any t > 0,

Ḟ ε1 < ρνEK1 −
1

ε
(F ε1 − ηF ε2 ) .
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We show that
F ε1 − ηF ε2

ε
is uniformly bounded on [0, T ]. Indeed, we have for all t > 0 and ε > 0,

Ḟ ε1 − ηḞ ε2 = ρνE

(
Eε1

Mε
1

Mε
1 + γsM

s,ε
1

− ηEε2
Mε

2

Mε
2 + γsM

s,ε
2

)
−
(
µF +

η + 1

ε

)
(F ε1 − ηF ε2 )

= Aε −
(
η + 1

ε

)
(F ε1 − ηF ε2 ),

where Aε := ρνE

(
Eε1

Mε
1

Mε
1 + γsM

s,ε
1

− ηEε2
Mε

2

Mε
2 + γsM

s,ε
2

)
−µF (F ε1−ηF ε2 ) is uniformly bounded since we already

proved that uε is uniformly bounded. Then, for any ε > 0, we have |Aε(t)| < C for any t > 0 and some constant
C > 0. By the Duhamel formula, we obtain

(F ε1 − ηF ε2 )(t) = (F ε,01 − ηF ε,02 )e−
η+1
ε t +

∫ t

0

Aε(s)e−
η+1
ε (t−s)ds.

So for all t > 0, one has

|F ε1 − ηF ε2 |(t)
ε

6

∣∣∣F ε,01 − ηF ε,02

∣∣∣
ε

e−
η+1
ε t +

C

η + 1

(
1− e−

η+1
ε t
)
.

For any t ∈ [0,+∞) and ε > 0, one has 0 < e−
η+1
ε t < 1. And due to the Assumption (5.25) for the initial data,

the right-hand side is uniformly bounded with respect to ε. Hence, we deduce that Ḟ ε1 is uniformly bounded on
[0, T ]. We obtain analogously the uniform boundedness of Ḟ εi , Ṁε

i , and
˙Ms,ε
i . Due to the positivity of system

(5.1), one has Ėεi (t) < bC0
Fi

for all t > 0 and ε > 0.
Since the sequence of derivatives {u̇ε}ε is uniformly bounded on [0, T ], we deduce the equicontinuity of the

sequence {uε}ε. Hence, by the Arzela-Ascoli theorem, this sequence has a uniformly convergent subsequence.
We denote its limit u = (E1, F1,M1,M

s
1 , E2, F2,M2,M

s
2 ). If we multiply system (5.1) with ε and let it go to

zero, we obtain the equalities (5.26) and system (5.27).
With the initial data satisfying the assumptions in Proposition 5.5.1, the solution of system (5.27) on (0,+∞)

is unique. Since all the subsequence of {uε}ε converge to the same limit, we deduce that the whole sequence
converges uniformly to this limit on [0, T ].
• Extension to +∞: For all t > 0, we prove that for all δ > 0, there exists ε0 > 0 such that for all

ε ∈ (0, ε0), we have ‖uε(t)− u(t)‖ < δ.
Indeed, the solution of both (5.1) and (5.27) converges to a constant as time t goes to infinity, then there

exists a time T > 0 large enough and ε1 > 0 such that for any ε ∈ (0, ε1) and all t > T , one has

‖uε(t)− uε(T )‖ < δ

3
, ‖u(t)− u(T )‖ < δ

3
.

Moreover, we have that the sequence {uε}ε converges uniformly to u in the closed interval [0, T ]. Thus, there
exists a positive value ε0 < ε1 such that for all ε ∈ (0, ε0),

sup
[0,T ]

‖uε − u‖ < δ

3
.

Hence, we have ‖uε(T )− u(T )‖ < δ

3
and we deduce that

‖uε(t)− u(t)‖ 6 ‖uε(t)− uε(T )‖+ ‖uε(T )− u(T )‖+ ‖u(t)− u(T )‖ < δ.

It is clear that for t 6 T , one has ‖uε(t)− u(t)‖ < δ

3
< δ. So we obtain the convergence on [0,+∞).

In the next result, we study the limit system (5.27).

Theorem 5.5.1. Consider system (5.27) with the release function given by

(i) constant release Λ∞(t) ≡ Λ∞.

Then there exists Λ∞ > 0 such that for any Λ∞ > Λ∞, system (5.27) has a unique equilibrium u0
∞ =(

0, 0, 0, 0, Λ∞
µs

)
and it is globally asymptotically stable.
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(ii) impulsive periodic release Λ∞(t) =

+∞∑
k=0

τΛper
∞ δkτ with period τ .

Then there exists Λ
per

∞ > 0 such that for any Λper
∞ > Λ

per

∞ , all trajectories of (5.27) resulting from any
non-negative initial data satisfy that (E1, E2, F,M) converges to the equilibrium 04 ∈ R4.

Proof. Firstly, we show that for Λ∞(t) large enough such that
M

M + γsMs
6

1

N
, then all trajectories of (5.27)

resulting from any non-negative initial data satisfy that (E1, E2, F,M) converges to the equilibrium 04 ∈ R4.

Indeed, consider the first four equations of system (5.27) with
M

M + γsMs
replaced by

1

N
, and we denote the

equilibrium (E∗1 , E
∗
2 , F

∗,M∗) of this system satisfy

F ∗ =
ρνE(E∗1 + E∗2 )

NµF
, M∗ =

(1− ρ)νE(E∗1 + E∗2 )

µM
,

and
(E∗1 + E∗2 ) =

E∗1 + E∗2
η
η+1

(
1− E∗1

K1

)
+ 1

η+1

(
1− E∗2

K2

) .
This is equivalent to either E∗1 + E∗2 = 0 or

η

η + 1

(
1− E∗1

K1

)
+

1

η + 1

(
1− E∗2

K2

)
= 1.

The left-hand side of this equality is smaller than 1 since E∗i < Ki with i = 1, 2, thus we deduce that E∗1 =
E∗2 = F ∗ = M∗ = 0. Hence, this system has exactly one equilibrium 04 and all trajectories converge to this
steady state by using Theorem 3.1 in Chapter 2 of [191]. Then, by applying the comparison Lemma 5.2.2, we
deduce the convergence of system (5.27).

Analogously to system (5.1), we have the boundedness for the solution of (5.27) and the monotonicity of the
system with respect to Λ∞. Therefore, we can deduce the existence of the critical values for both the constant
and periodic cases.

Next, we make a comparison between the previous case and the case where there is no separation between
the two sub-populations.

The non-separation case

When there is no separation between the two sub-populations of mosquitoes, we consider one population
(E,F,M,Ms) in a habitat with aquatic carrying capacity K = K1 + K2. Then (E,F,M,Ms) satisfies the
following system

Ė = bF

(
1− E

K

)
− (νE + µE)E, (5.28a)

Ḟ = ρνEE
M

M + γsMs
− µFF, (5.28b)

Ṁ = (1− ρ)νEE − µMM, (5.28c)

Ṁs = Λ− µsMs. (5.28d)

For the constant release, the positive equilibrium (E∗, F ∗,M∗,Ms∗) satisfies

M∗ =
(1− ρ)νE

µM
E∗, Ms∗ =

Λ

µs
, F ∗ =

ρνE
µF

E∗

1 + µMγsΛ
(1−ρ)νEµsE∗

;

and from (5.28a), we deduce that

bρνE
µF

E∗

1 + µMγsΛ
(1−ρ)νEµsE∗

(
1− E∗

K

)
− (νE + µE)E∗ = 0.

This equation has no positive solution if and only if Λ > Λ0 =
(1− ρ)νEKµs(1−N )2

4NµMγs
.
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Remark 5.5.1. We can see that in the special case where K1 = ηK2, by taking E = E1 + E2, we can write
system (5.27) as system (5.28) for (E,F,M,Ms) with carrying capacity K = K1 +K2. Hence, we deduce that
Λ∞ = Λ0. This suggests that the critical number of sterile males released in the case with very large diffusion
rate is the same as in the non-separation case in 5.5.1.

5.5.2 Biological intrinsic values
In this section, we compare the critical value of Λ corresponding to different values of the parameters namely
the birth rate b, the death rate µE , µF , µM , µs, and the carrying capacities K1, K2. In this section, we show
that the critical value Λ is monotone with respect to these parameters. To prove this claim, we first define in
R7

+ an order such that (µE , µF , µM , µs, b,K1,K2) E (µ′E , µ
′
F , µ

′
M , µ

′
s, b
′,K ′1,K

′
2) if and only if

µE 6 µ′E , µF 6 µ′F , µM 6 µ′M , µs > µ′s, b > b′, K1 > K ′1, K2 > K ′2.

Moreover, we write (µE , µF , µM , µs, b,K1,K2) C (µ′E , µ
′
F , µ

′
M , µ

′
s, b
′,K ′1,K

′
2) if the two vectors are not identical.

With this order relation, we have the following result

Theorem 5.5.2. Consider system (5.1) and the basic offspring number N > 1, consider the critical values Λ
and Λ

per
as defined in Theorem 5.4.1, then we have the mappings from R7

+ to R+

(µE , µF , µM , µs, b,K1,K2) 7→ Λ, (µE , µF , µM , µs, b,K1,K2) 7→ Λ
per
,

are non-increasing with respect to the order E.

Proof. First, we consider system (5.1) with two sets of parameters

Θ = (µE , µF , µM , µs, b,K1,K2), Θ′ = (µ′E , µ
′
F , µ

′
M , µ

′
s, b
′,K ′1,K

′
2),

where Θ E Θ′. We fix the same value of Λ in both cases and consider

u = (E1, F1,M1,M
s
1 , E2, F2,M2,M

s
2 ), v = (Ẽ1, F̃1, M̃1, M̃s

1 , Ẽ2, F̃2, M̃2, M̃s
2 )

where u, v are the solutions of (5.1) with the parameters Θ, Θ′, respectively. We have u̇ = fΘ(u), and
v̇ = fΘ′(v) � fΘ(v) in the subset {0 6 E1 6 K1} ∩ {0 6 E2 6 K2} of R8

+. Moreover, functions fΘ and fΘ′

satisfy the assumptions in Lemma 5.2.3, then by applying this lemma, we obtain that v � u for the same initial
data, so

Ei(t) > Ẽi(t), Fi(t) > F̃i(t), Mi(t) > M̃i(t) for all t > 0, i = 1, 2.

On the other hand, for any Λ > ΛΘ, by Theorem 5.4.1 we have that Ei(t), Fi(t), Mi(t) converge to zero as t
goes to infinity. As a consequence of the above inequalities, we deduce that Ẽi(t), F̃i(t), M̃i(t) also converge to
zero for all initial data. So Λ > ΛΘ′ , and we can deduce that ΛΘ > ΛΘ′ .

5.6 Numerical simulations
Following [69, 200], we consider the parameters as in Table 5.1.

5.6.1 Trajectories and Equilibria
We fix the moving rate d12 = 0.06, d21 = 0.04 (day−1), and plot the numerical solutions of system (5.1)
with different releases functions Λ(t). In each case, we numerically solve the system with different initial data
(E0

1 , F
0
1 ,M

0
1 , E

0
2 , F

0
2 ,M

0
2 ) : {(2, 5, 6, 3, 5, 6), (10, 20, 60, 25, 40, 60), (100, 50, 60, 120, 80, 60)}. In the following sec-

tion, we present several numerical simulations showing the trajectories and approximated equilibria according
to different release strategies.

Constant continuous releases

We take three different constant values of Λ ∈ {0, 200, 500} (day−1). The initial density of sterile males is equal
to zero. We approximate the positive equilibria in each case and plot the trajectories of E1 and E2 in Figures
5.3 according to different values of Λ. We observe the following:

• When Λ = 0, there is one positive equilibrium

(E∗1 , E
∗
2 ) = (192.62, 174.82).
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Table 5.1 – Parameter values of Aedes albopictus mosquitoes used for the numerical simulation

Symbol Description Value Unit
b Birth rate of fertile females 10 day−1

νE Emerging rate of viable eggs 0.08 day−1

µE Death rate of aquatic phase 0.05 day−1

µF Female death rate 0.1 day−1

µM Wild male death rate 0.14 day−1

µs Sterile male death rate 0.14 day−1

K1 Carrying capacity of aquatic phase in patch 1 200 _
K2 Carrying capacity of aquatic phase in patch 2 180 _
γs Mating competitiveness of sterile male 1 _
r Ratio of female hatch 0.5 _
α Ratio between diffusion rates of sterile males and female 0.5 _
β Ratio between diffusion rates of sterile males and female 0.8 _

All positive trajectories converge to the positive steady state (E∗1 , E
∗
2 ).

• When Λ = 200 (day−1), there are two positive equilibria

(E+
1 , E

+
2 ) = (17.29, 49.98), (E∗1 , E

∗
2 ) = (85.79, 130.02).

All positive trajectories also converge to the larger positive steady state (E∗1 , E
∗
2 ).

• When Λ = 500 (day−1), there is no positive equilibrium. All the trajectories converge to the zero equilibrium.

This validates the result in Theorem 5.4.1 that when Λ exceeds some critical value, zero is the unique equilibrium
of system (5.1). The observation for Λ = 0 illustrates the result in Theorem 5.3.1 that there is one positive
equilibrium and it is globally asymptotically stable. The introduction of sterile males (Λ = 200 > 0) reduces the
value of the positive steady state (see Figure 5.3b), and when Λ = 500 (day−1) exceeds some critical value (at
most equal to 500), all trajectories converge to the zero equilibrium (see Figure 5.3c). This illustrates the first
point of Theorem 5.4.1. To approximate the critical value of Λ, we provide some numerical bifurcation diagrams
in Section 5.6.2.

Periodic impulsive releases

In this part, we consider the periodic impulsive releases with Λ(t) defined in (5.18), with Λper equal to 200 and
300 (day−1), the period τ = 10 (days). The trajectories of E1, E2 shown in Figure 5.4 converge to the periodic
solution when Λper = 200 (day−1) and go to zero when Λper = 300 (day−1). This illustrates the second point of
Theorem 5.4.1 that when the number of sterile males released exceeds a critical value Λ

per
, the wild populations

of mosquitoes in both areas reach elimination.

5.6.2 Critical values and bifurcation
Our aim in this section is to approximate the critical value of Λ where the bifurcation occurs.

Bifurcation diagram in the constant release case

We solve a system of nonlinear stationary problem F(u; Λ) = 0 for all values of the parameter Λ, knowing
that the solutions are continuous with respect to Λ. Solving by numerical approximations can be done using
numerical continuation methods (see [170]).

Here we present the simplest method called Natural Parameter Continuation (incremental methods, see
[170]): Iteratively find approximate roots of F(u,Λ) = 0 for several values of Λi with index i ∈ N∗. The root of
step i is used as an initial guess for the numerical solver at step i+ 1. The first initial guess is the root for the
smallest Λ. To approximate the critical value Λ in the constant case and examine what happens when 0 < Λ 6 Λ,
we draw the bifurcation diagram for Λ ∈ [0.1, 500]. The initial positions of the numerical continuation are taken
at the approximated equilibria when Λ = 0.1.

We obtain the bifurcation diagrams in Figure 5.5 for two scenarios. We observed that the critical value of Λ
decreases when the diffusion rates increase.

• For d12 = 1, d21 = 2, the critical value Λ = 106.45 (day−1).
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(a) Λ = 0

(b) Λ = 200 (day−1).

(c) Λ = 500 (day−1).

Figure 5.3 – Trajectories of E1 and E2 in the constant release case with diffusion rates d12 = 0.06, d21 = 0.04
(day−1).
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(a) Λper = 200

(b) Λper = 300

Figure 5.4 – Trajectories of E1 and E2 in the periodic release case with period τ = 10 (days), diffusion rates
d12 = 0.06, d21 = 0.04 (day−1).
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Figure 5.5 – Bifucation diagrams of E∗1 with parameter Λ in the constant continuous release case.

Figure 5.6 – Dependence of Λ on the diffusion rate d12.

• For d12 = 0.06, d21 = 0.04, the critical value Λ = 250.88 (day−1).

Taking d12 = d21, we plot the critical value Λ corresponding to the moving rates d12 (see Figure 5.6). This
shows that the value of Λ decreases when the diffusion rate gets larger, and converges to a value Λ∞ ≈ 109.45
(day−1) as d12 goes to infinity. This validates the result provided by Proposition 5.5.1 where Λ∞ is the critical
value of Λ corresponding to system (5.27). We also found that Λ∞ = Λ0 where Λ0 is the critical value of the
system when there is no separation between the two sub-populations defined in 5.5.1.

Comparison of release strategies

In practice, the strategy using impulsive releases is more realistic than the constant strategy. In this section, we
make a comparison between these two strategies.

For the fixed diffusion rates d12 = 0.06, d21 = 0.04, we approximated the critical number of sterile males
released in both cases using the method in 5.6.2

• When Λ(t) ≡ Λ constant, the critical value Λ ≈ 250.88 (day−1);

• When Λ(t) =
+∞∑
k=0

τΛperδkτ with period τ = 10, the critical value of Λper is Λ
per ≈ 255.15 (day−1).

We can see that Λ and Λ
per

are consistent. We also present numerical simulations in both cases with the same
total amount of sterile males released where Λper = Λ = 300. The densities of sterile males in both cases
are shown in Figure 5.7. We obtained in Figure 5.8 that in both cases, the wild mosquito population reaches
elimination at time t ≈ 300. Again we can see that the two strategies provide the same performance.
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Figure 5.7 – Densities of Ms
1 and Ms

2 in both cases. Left: constant continuous releases with Λ = Λ = 250.88
(day−1), Right: periodic impulsive releases with Λper = Λ

per
= 255.15 (day−1).

Figure 5.8 – Densities of wild mosquitoes in two patches in both cases. Left: constant continuous release with
Λ = 300 mosquitoes released per day, Right: periodic impulsive releases with τΛper = 3000 mosquitoes released
at the beginning of each time period.
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5.7 Discussion and conclusion
The existence of some hidden areas (e.g. crab burrows) that can not be accessed by the SIT hinders the
population from reaching elimination. Without the implementation of this technique, Theorem 5.3.1 showed
that the wild populations in both areas are persistent and converge towards the unique positive equilibrium
(see Figure 5.3a) and are independent of the diffusion rates between them. The main results obtained in the
present work indicated that with a sufficient number of sterile males released, the SIT succeeds in driving
both sub-populations to extinction. We investigated both continuous constant releases and impulsive periodic
releases in Theorem 5.4.1. The two strategies provided almost similar performance but the periodic release is
more realistic in practice. The idea in our proof can also be used to design a feedback release strategy and this
could be studied in future works.

The results also pointed out that the critical numbers of released sterile males are monotone with respect
to the biological parameters of the population (see Section 5.5.2). A population with a larger birth rate of wild
mosquitoes and a bigger carrying capacity of the environment requires more sterile males to reach elimination.
A larger death rate in any compartment of the wild mosquitoes reduces this critical value, and on the contrary
larger death rate for the sterile males increases this value.

Moreover, the critical number of sterile males also depends on the diffusion rates between the treated area
and the inaccessible zone. More precisely, if the diffusion rates are large, this system approaches the case when
there is no separation between two sub-populations (see Theorem 5.5.1). Numerically, we showed that the larger
the values of diffusion rates, the smaller the threshold we need to exceed to obtain elimination (see Figure 5.6).
This also showed that when the movement is at a low level, the leak of wild mosquitoes from the inaccessible
area impedes the eradication in the treated zone and it requires a large number of sterile males to break through
this obstacle. In practice, this could be an unrealistic amount of sterile mosquitoes. It is not surprising that the
scenario with larger diffusion between two areas is better since more sterile males can arrive at the unreachable
zone.
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Part III

Model calibration: A multi-scale approach





Chapter 6

Unveiling Mosquito Dynamics through a
Mechanistic-Statistical Framework:
Mark-Release-Recapture Analysis

This chapter is a joint work with Lionel Roques, Olivier Bonnefon, Luis Almeida and Réné Gato in the framework
of an interdisciplinary secondment of the MathInParis2020 doctoral programs.

Abstract. Control of mosquito populations recently become a significant task worldwide to protect humans
from many mosquito-borne diseases. Biological controls relying on releases of modified mosquitoes to reduce the
reproduction and vectorial capacity of the wild population are studied widely due to their sustainability. The
mark-release-recapture (MRR) experiment is an essential technique to examine the results of the controls which
involves marking the released individuals, releasing them into the population, and then determining the ratio
(proportion of marked to unmarked animals) of the population when individuals are captured at a later date.
The dispersal can also be examined by setting up traps at different positions in the study zone. We develop in
the present work a method to estimate the biological parameters of mosquitoes from MRR data of population
density. An individual-based model is built considering some specific characteristics of mosquitoes in MRR
experiments to study the dynamics of each individual. We derive a reaction-diffusion model to describe the
dynamics in the population scale where we impose the same parameters as in the individual scale. We propose
a mechanistic-statistical approach to estimate parameters and validate our method with simulated data. We
provide interesting insights on dispersal as well as survival and capture effects for the real data.

6.1 Introduction
Mosquitoes are the primary arthropod vectors of human disease globally, transmitting malaria, lymphatic filar-
iasis, and arboviruses such as dengue and the Zika virus. Existing treatments are only symptomatic, and there
are no specific vaccines or drugs available for most of these diseases. In such conditions, the main form of preven-
tion is to focus on the control of the mosquito population. Due to the limitations of classical insecticide-based
controls, there has been an increasing necessity to develop innovative strategies that are more sustainable and
eco-friendly [2], [29]. Among these alternative methods, biological controls such as the sterile insect technique
(SIT), the release of mosquitoes carrying a dominant lethal (RIDL), or Wolbachia-based strategies require the
release of large numbers of mosquitoes that are either sterile or unable to transmit disease. Knowledge about
ecological parameters of released insects, such as the dispersal and survival dynamics in the field, may provide
significant aid in designing more effective vector control strategies.

Mark-release-recapture (MRR) experiments applied to animal populations allow researchers to estimate
population densities and key demographic parameters including survival rates, longevity, and emigration rates
[60], [187]. In the case of the control method using releases of mosquitoes, the MRR technique plays an important
role in examining the efficiency and designing release protocols. Marking released mosquitoes allows researchers
to keep track of and study the fitness of individuals under field conditions. The survival and dispersal information
that MRR experiments provide can indicate better timelines and positions for releases. However, mosquito MRR
experiments have some specific limitations (see [187], [213]) such as marking difficulty due to small individual
sizes, short lifespan under natural conditions, low recapture rate often ranging from 5 to 10% [85], and removal
of individuals due to capturing. These restrictions hinder many models that consider multiple captures and
reduce the accuracy of the well-known Lincoln-Petersen index [187] for abundance estimation. To overcome
these obstacles, various works in the literature have developed estimation methods for ecological parameters of
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mosquitoes from MRR experiments using both deterministic models and Bayesian models (see [48], [57], [213]
and references therein).

On the other hand, the data collected from MRR experiments are commonly at the level of population
density, so they cannot be applied directly at the individual level. Our idea of breaking through the limitations
of mosquito MRR analysis is to study the dynamics of released mosquitoes by tying together two modeling
frameworks for population dynamics: an individual-based model (IBM) and a reaction-diffusion model describing
population densities. The question of the relationship between deterministic population models and individual-
based approaches has been studied in the literature [76], [223]. The difficulty of combining these two frameworks
lies in the difference between the timescales of population and individual behaviors. In the present work, we
derived a reaction-diffusion model mathematically from the stochastic rules defining the individual-based model.

IBMs describe all individuals in a population as individual entities and consider the stochastic nature of
processes. These models also allow accounting for differences among individuals [65]. In the mosquito context,
we derive an individual-based model based on a stochastic process that expresses the movement of a mosquito.
The survival rate, in terms of life duration, and the capturing rate are described explicitly as random variables,
knowing the fact that once collected at traps, the individuals do not survive for new releases. Different approaches
have been used to analyze and calibrate IBMs [203], especially the Bayesian inference using a Particle Markov
Chain Monte Carlo method was carried out in [115]. However, parameter inference of IBMs, in general cases,
is not an easy task and often relies on manual tuning due to their complexity and stochastic nature. Since the
outcome of simulations can vary significantly even with fixed parameters, due to the inherent randomness in
individual actions and interactions, determining the optimal set of parameters that best explains observed data
becomes a non-trivial task.

An effective way to describe the density of a population with dispersal properties is to use reaction-diffusion
models. They can be derived mechanistically via individual movements which are based on random walks [208],
[160]. So, by using this idea, we develop such a reaction-diffusion model from the individual-based model with
the same ecological parameters imposed in the equation. Then, a mechanistic-statistical approach can be applied
to estimate reaction-diffusion parameters even with extremely sparse and noisy data [197]. This method has
been used in several studies (see e.g., [221], [195], [196]) to estimate parameters and states of models built on
deterministic and stochastic differential equations based on coupling (a) the mechanistic vision of the equations
and (b) the statistical vision of observation data. In the present work, we apply this method to both the
simulated data and real data from biologists. The estimation obtained from the simulated data generated by
the individual-based model validates the accuracy of the mechanistic-statistical method. Then, by applying this
approach to the real data, we provide some insights about survival and dispersal of released mosquitoes. Our
models and techniques can be used to investigate the mark-release-recapture data in other contexts.

The remainder of this paper is organized as follows: Section 6.2 provides details of the mosquito MRR
experiments as well as describes the models we have developed to exploit the data. The mechanistic-statistical
approach for our models is described precisely in 6.2.4. Section 6.3 provides the main results obtained in the
present work. The validation of our method with simulated data is presented in 6.3.1, and the application to
the real data is shown in 6.3.2.

6.2 Material and Methods

6.2.1 Mark-release-recapture data
Aedes aegypti is the main dengue vector in the world. This mosquito lives close to people and has a notable
preference for feeding on human blood. Their larvae can grow in a variety of water reservoirs connected to
household activities [98]. These characteristics make it a perfect vector for the spread of the dengue virus,
particularly in big cities with dense populations and a lot of artificial water containers. A progressive evaluation
of the SIT from laboratory to big cages was conducted. This evaluation was important to systematically examine
potential impacts on mosquito performance and survival under increasing natural conditions [87], [88]. A mark-
release-recapture trial was carried out to evaluate the efficiency of the SIT to suppress a field population of
Aedes aegypti, as a first step towards the development of a program with an SIT component against this major
vector species.

The field trial was carried out in El Cano (23◦01′59.8′′ N, 82◦27′32.′′W), an urban area of the southwestern
suburb of Havana City, Cuba. The study sites were selected based on a predefined set of entomological, ecological,
sociological, and logistical criteria [47], [161].

The Mark-Release-Recapture process is as follows:

• Mark - Release: There are four releases of sterile males carried out each week. In each release, 10,000
mosquitoes were marked with different colors respectively yellow, red, blue, and pink, and released at a
fixed position.
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Figure 6.1 – Satellite images showing the study sites. The red mark shows the release position. The blue marks
present the position of 21 traps set up for recapture. Photo via Google Earth.

• Recapture: There were 21 traps set up in different places within 400m around the release point to capture
and count the number of marked mosquitoes each day. The traps were distributed in different rings with
a radius of 50, 100, 150, 200, 250, 300, and 400m. The locations of traps Pi with i = 1, 2, . . . , 21 according
to the data (see Figure 6.2).

The numbers of mosquitoes captured each day in each trap were stored as tables in the datasets. There are
four datasets corresponding to four different releases that were carried out. Our aim in the present work is to
estimate some essential parameters from these datasets such as the dispersal, the survival rate as well as the
effects of recapture on the released mosquitoes.

The landscape in which the experiments were carried on is made of various habitats that can deduce different
dispersal rates of mosquitoes. To investigate the heterogeneity, we consider two cases. In the first case, we assume
that the diffusion of mosquitoes is homogenous in the whole area, while in the second case, it performs differently
in the urban area and the non-residential areas including forests, rivers, agricultural land, . . . (see Figure 6.2).

6.2.2 Models

Microscopic Model

We describe the mosquito dynamics in the mark-release-recapture analysis by an individual-based model as
below:
Movement. We assume that each mosquito follows an Itô diffusion process without drift. At the beginning of
the release experiment, there are N0 = 104 mosquitoes, and their positions Xk

t ∈ R2 at time t are governed by
the following stochastic differential equation:

dXk
t = σ(Xk

t )dBt, Xk
0 = x0, (6.1)

where B is a 2-dimensional Brownian motion, and σ is a Lipschitz-continuous function on R2 that describes the
local mosquito mobility, which may vary depending on local conditions.

Life expectancy and death times. In the absence of trapping, the mosquito’s life expectancy is given by 1/ν > 0.
Their death times follow an exponential distribution with parameter ν.

Trapping. The traps, indexed by i = 1, . . . , 21, are located at positions xi ∈ R2. For a mosquito with position
Xt, the probability of being trapped follows an exponential distribution with parameter fi(Xt) = γ exp(−‖Xt−
xi‖2/R2). This implies that the average duration before capturing at position x is 1/fi(x). The constant R > 0
measures the rate at which the trap loses its effectiveness as one moves farther away from xi.
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Figure 6.2 – Two types of domains are considered for study. Left: a homogeneous domain. Right: a domain
consisting of two zones, urban (red) and non-residential (white) zones.

Macroscopic Model

Let’s first consider a 1D model, discretized in time and space. We assume that the mosquito stays in place with
a probability N(x), moves to the left by a distance λ > 0 with a probability M(x), or moves to the right by a
distance λ > 0 with a probability M(x), where N + 2M = 1. At each time step τ , it dies with a probability of
1− e−ντ and gets captured with a probability of 1− e−F (x)τ . Let p(t, x) be the probability that the mosquito
is alive and not captured at position x at time t. We start by calculating p(t+ τ, x):

p(t+ τ, x) =

e−ν τ
[
N p(t, x) e−F (x) τ +M(x− λ) p(t, x− λ) e−F (x−λ) τ +M(x+ λ) p(t, x+ λ) e−F (x+λ) τ

]
.

Next, by Taylor’s expansion we write:

M(x± λ)p(t, x± λ)e−F (x±λ)τ

= M(x)p(t, x)e−F (x)τ ± λ∂(Mpe−Fτ )

∂x
(t, x) +

λ2

2

∂2(Mpe−Fτ )

∂x2
(t, x) +O(λ3),

which leads to:

p(t+ τ, x) = e−ντ
[
p(t, x)e−F (x)τ + λ2 ∂

2(Mpe−Fτ )

∂x2
(t, x) +O(λ3)

]
.

Again by Taylor’s expansion, we have

p+ τ
∂p

∂t
= (1− ντ)

[
p(t, x)(1− F (x)τ) + λ2 ∂

2(Mp(1− Fτ))

∂x2
(t, x) +O(λ3) +O(τ2)

]
,

= p− ντp− F (x)τp+ λ2 ∂
2Mp

∂x2
(t, x) − λ2τ

∂2(MpF )

∂x2
(t, x) +O(λ3) +O(τ2).

By dividing by τ and taking the limit as λ→ 0 and τ → 0, such that σ2(x) = lim
τ→0,λ→0

2M(x)λ2/τ , we obtain:

∂p

∂t
≈ ∂2

∂x2

(
σ(x)2

2
p

)
− νp− F (x)p.

To extend this result to the two-dimensional space, let’s now consider a 2D model, discretized in time and
space. We assume that the mosquito moves to the left, right, up, or down by a distance λ > 0 with a probability
M(x1, x2) for each direction, or stays in place with a probability N(x1, x2), where N + 4M = 1. At each time
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step τ , it dies with a probability of 1 − e−ντ and gets captured with a probability of 1 − e−F (x1,x2)τ . Let
p(t, x1, x2) be the probability that the mosquito is alive and not captured at position (x1, x2) at time t. We
start by calculating p(t+ τ, x1, x2):

p(t+ τ, x1, x2) = e−ντ
[
N(x1, x2)p(t, x1, x2)e−F (x1,x2)τ+

M(x1 − λ, x2)p(t, x1 − λ, x2)e−F (x1−λ,x2)τ+

M(x1 + λ, x2)p(t, x1 + λ, x2)e−F (x1+λ,x2)τ+

M(x1, x2 − λ)p(t, x1, x2 − λ)e−F (x1,x2−λ)τ+

M(x1, x2 + λ)p(t, x1, x2 + λ)e−F (x1,x2+λ)τ

]
.

Similarly, to the previous case, we obtain the formulation in 2D of the corresponding Fokker-Plank equation
of p(t, x) the product of the probability distribution function associated with the mosquito’s position (condi-
tioned on being alive and not captured) and the probability of being alive and not captured. According to the

assumption we made in the microscopic model, we take F (x) :=
21∑
i=1

fi(x).


∂p

∂t
= ∆

(
σ(x)2

2
p

)
− ν p− p

21∑
i=1

fi(x), t > 0, x ∈ R2,

p(0, x) = δx=x0
.

(6.2)

Next, we define the probability πi(t) as the probability that the mosquito has been trapped in the trap i before
time t. It follows the following equation:

π′i(t) =

∫
R2

fi(x) p(t, x) dx. (6.3)

Note that the expected mosquito population density h(t, x) is the solution to the following equation:
∂h

∂t
= ∆

(
σ(x)2

2
h

)
− ν h− h

21∑
i=1

fi(x), t > 0, x ∈ R2,

h(0, x) = N0 δx=x0
.

(6.4)

6.2.3 Simulated data

From the microscopic model developed in 6.2.2, we generate datasets that mimic the real data and check if
Θ is correctly identified by our inference procedure. We first fixed a parameter Θ = (σ, ν, γ) and used the
individual-based model built in subsection 6.2.2 to generate simulated data {ỹji , i = 1, . . . , 21, j = 0, . . . , 19}
by the following steps

• We create the maps of landscapes and positions of nP = 21 traps ωi = BR(xi), with i = 1, . . . , 21 (see
Figure 6.2). We fix R = 10m.

• We generate N0 = 104 stochastic processes Xk
t with k = 1, . . . , N0, following (6.1) with n time steps, and

the release point x0 = (0, 0).

• For each individual, we generate its lifetime as a random variable Tk ∼ Exp(ν) with the life expectancy
1
ν .

• We calculate the distances between N0 individuals and the centers of nP traps at each time step, then
store them in a matrix dist of dimension nP × n×N0 where

dist(i, s, k) = distance between Xk
s∆t and xi.

• For the individual k, we take the first step s such that it belongs to some trap ωi (that is, dist(i, s, k) 6 R).
When a trajectory Xt belongs to some ωi, the probability that the mosquito is captured between two
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timesteps t and t+ dt, conditionally on the fact that it has not been captured before is

γ

∫ t+dt

t

e−fi(Xt) τ dτ/e−fi(Xt) t = 1− e−fi(Xt) ∆t ≈ fi(Xt) ∆t. (6.5)

Take a number c uniformly distributed in [0, 1], if c is smaller than the above probability and the time
s∆t is smaller than the individual’s lifetime Tk, it is captured. If it is not captured in this step, we find
the next step that satisfies this condition.

• We count the number of mosquitoes captured in trap ωi on day j and obtain the simulated observation
{ỹji }.

6.2.4 Parameter estimation with the mechanistic-statistical approach

Observation process and likelihood

The dataset Obs := {ŷji , i = 1, . . . , 21, j = 0, . . . , 19} corresponds to the number of mosquitoes trapped in trap
i during day j (i.e., for t ∈ [j, j+1)). Based on the microscopic model described above, each day, any mosquito is
trapped in ωi with a probability πi(j+1)−πi(j). Thus, ŷji can be viewed as the sum of N0 independent Bernoulli
trials. Since πi(j+1)−πi(j)L1 and N0 � 1, the Poisson limit theorem leads to the following observation model
for the number of mosquitoes captured in the trap i during day j:

Y ji |Θ ∼ Poisson [N0(πi(j + 1)− πi(j))] , (6.6)

with Θ := (σ(x), ν, γ, R). Assuming that the observations are independent, conditionally on the diffusion-
mortality-capture process, the likelihood associated with Θ is:

L(Θ) := P (Obs|Θ) =

30∏
j=0

21∏
i=1

P (Y ji = ŷji )

=

30∏
j=0

21∏
i=1

exp[−N0(πi(j + 1)− πi(j))]
[N0(πi(j + 1)− πi(j))]ŷ

j
i

ŷji !
. (6.7)

Unknown parameters and prior distribution

Our goal is to estimate the vector of parameters Θ. Firstly, we assume that the function σ has the following
specific form:

σ(x) =

∫
R2

J(x− y)

nσ∑
k=1

σk1y∈Ωk dy, (6.8)

where the sets Ωk tile the entire plane R2 without any gaps or overlaps, σk > 0 (k = 1, . . . , nσ) and J is a
Gaussian kernel with fixed variance (standard deviation in meters, to be specified). In other words, σ is the
regularization of a piecewise constant function.

Second, we note that, if p(t, x) is approached by a spatially constant function P (t) in a given trap ωi, then
π′i(t) = |ωi|/γ only depends on the product R2/γ. Thus, the two parameters γ, R describing the capture are
probably not identifiable, and one must be fixed. We fix here R = 10m.

Then, we define some a priori bounds for the parameters (prior distribution).

• Each σk follows a uniform prior distribution in (σm, σM ). We know that σ(x)2/2 = D(x) ≈ λ2/(4 τ), with
λ the distance in straight line crossed by the mosquito during a small time step τ . We take τ = 1/1440
day, and for σm we assume that λ = 0.1m and for σM we assume that λ = 10m. This gives σm = 2.7 and
σM = 268.3.

• The parameter ν follows a uniform prior distribution in (νm, νM ). Using a minimal life expectancy of 1
day and a maximum life expectancy of 50 days, we get νm = 0.02 and νM = 1.

• The parameter γ follows a uniform prior distribution in (γm, γM ). We assume that the mean duration in
ωi before capture is between 1 hour and 10 days. This gives γm = 0.1 and γM = 24.
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Table 6.1 – Real values and parameter estimation in simulated datasets

Homogeneous case
Parameters σ ν γ
Real values 19.0000 0.1000 0.6667
Posterior median 17.5246 0.1378 0.8039

Heterogeneous case
Parameters σ1 σ2 ν γ
Real values 50.0000 15.0000 0.1000 0.6667
Posterior median 48.8783 18.6424 0.1057 0.5953

Method of parameter estimation

We apply the mechanistic-statistical approach to estimate the parameter Θ.
Step 1: (mechanistic part) Considering the prior distribution defined above, for each Θ belonging to the

prior distribution, we simulated the reaction-diffusion equation (6.2) to approximate the value of p(t, x) using
the finite element method carried out by a simulator in FreeFem++.

Step 2: (statistical part) Compute πi(j) by using (6.3). Base on the observation process described in 6.2.4,
we approximate the likelihood function using the formula in (6.7).

The posterior distribution for Θ is provided by using Bayes’ theorem, the posterior distribution satisfies

P (Θ|Obs) =
P (Obs|Θ)P (Θ)

P (Obs)
=
L(Θ) Prior(Θ)

P (Obs)
.

We draw a sample from the posterior distribution by an Monte-Carlo Markov Chain (MCMC) method with a
Metropolis-Hasting algorithm.

6.3 Results and discussion

6.3.1 Parameters estimation for simulated datasets

As mentioned in the previous section, we consider two scenarios. In the homogeneous case, we assume that all
individuals move with the same rule in the whole domain. In the heterogeneous case, there are two types of
habitat: urban area and forest area which are denoted respectively Ω1 (red) and Ω2 (white) (see Figure 6.2).
The diffusion rate in the latter case is heterogeneous where

σ(x) =

{
σ1 if x ∈ Ω1,

σ2 if x ∈ Ω2.

We generated for each case above one dataset and then applied our mechanistic-statistical method as in 6.2.4 to
these datasets. We compare the estimators to the real values of parameters that we used to generate simulated
data to assess the performance of our parameter estimation.

Estimations of Θ for both homogeneous and heterogeneous data are presented in Table 6.1. Here, we present
an estimator using the posterior median Θ. Then we make a comparison to the real values of parameters that
we used to generate the simulated datasets. We can observe that the estimators are relatively close to the real
parameter Θ given the fact that the observations were only carried out in a subset

⋃
16i621

ωi. It is noteworthy

that this subset only represents less than 1 % of the whole area.
Posterior distributions of parameters Θ in the homogeneous and heterogeneous are provided respectively in

Figure 6.3 and 6.4.
With this fitness, we succeed in using a mechanistic-statistical approach to offer a possibility of Bayes

inference for the individual-based model proposed in 6.2.2 using the population-scale data. This shows that
characteristics namely life duration and diffusion rate of mosquito individuals and the effect of capturing can
be estimated even with extremely sparse data on the population density. In the next section, we may apply this
approach to explore the characteristics of mosquitoes in the mark-release-recapture data provided in 6.2.1.
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Figure 6.3 – Posterior distribution of Θ of the simulated data in the homogeneous case. Parameters σ [prior
U(2.7, 268.3)], ν [prior U(0.02, 1)], γ [prior U(0.1, 24)]. The real values of the parameters are given by the

vertical dashed line.

Figure 6.4 – Posterior distribution of Θ of the simulated data in the heterogeneous case. Parameters σ1, σ2

[prior U(2.7, 268.3)], ν [prior U(0.02, 1)], γ [prior U(0.1, 24)].

Table 6.2 – Parameter estimation using posterior median of the combined dataset

Homogeneous case
Parameters σ ν γ − lnL(Θ∗)
Posterior median 63.2209 0.2163 0.1438 980.67

Heterogeneous case
Parameters σ1 σ2 ν γ − lnL(Θ∗)
Posterior median 63.1686 67.4266 0.2138 0.1421 980.47
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6.3.2 Parameter estimation for real datasets

Now, we apply our technique to the real datasets described in Section 6.2.1. For each dataset, we consider
both the homogeneous model with 3 parameters (σ, ν, γ) and the heterogeneous model with 4 parameters
(σ1, σ2, ν, γ) where we consider two different diffusion rates in the landscape.

Performance of parameter estimations

The parameter estimations are carried out for each dataset described in 6.2.1 and one dataset combined by these
four datasets. We presented in Table 6.2 the estimation Θ for the combined dataset. The posterior distributions
are shown in Figure 6.5. We can observe in the heterogeneous case that the distributions of parameters σ1

and σ2 almost overlap. The estimation by the posterior median of σ1 and σ2 are also very close (62.8119 and
62.3148) and the same as in the homogeneous case. It suggests that the diffusion rates in the two zones Ω1 and
Ω2 are similar. The estimations for ν and γ in both cases also match each other.

Using the setting of parameters in the previous section, we obtain a mechanistic interpretation of some
parameter values. From the homogeneous model, the parameter values corresponding to the posterior median
of the combined dataset can be interpreted as follows:

• σ = 63.2209: the length of a the one-minute straight-line move is about λ = 2.355 (m);

• ν = 0.2163: the life expectancy of a mosquito is about 5 days;

• γ = 0.1438: during each hour a mosquito rests inside the trap, there are γ/24 ≈ 0.6% that it is captured.

Our estimations are relevant to what has been done by biologists in [88] using classical methods where the
average life expectancy of sterile males was calculated from the probability of sterile male daily survival [152]
and the flight behavior of released males was assessed as mean distance traveled and flight range [151]. They
showed that the mean distance dispersed was 98.7m, the average life expectancy was around 4.4 days and the
recapture rate was 0.54%.

Model comparison

We can compare the performance of the homogeneous and heterogeneous models by comparing the maximum
values of the likelihood function defined in (6.7) in both models. From Table 6.1, we can see that the value
of − lnL(Θ∗) in the heterogeneous case is slightly smaller than in the homogeneous case (980.47 vs 980.67)
which implies that the maximum likelihood in the heterogeneous case is larger. Since, the heterogeneous model
contains more parameters, to better compare these two models, we can use the Bayesian information criterion
(BIC) in which a penalty term for the number of parameters in the model is introduced.

BIC = −2 lnL+ n lnN,

where L is the maximum likelihood, n is the number of parameters (n = 3 for the homogeneous model and
n = 4 for the heterogeneous model), and N = 420 is the number of observations used in the computation of the
likelihood (21 traps × 20 days).

For the combined dataset, the homogeneous model obtains a lower BIC (1979.5 vs 1985.1), indicating that
the heterogeneous case does not provide a better fit than the homogeneous model. Moreover, the estimated
values of σ1 and σ2 in the heterogeneous case are very close indicating that the diffusion in the study area is
likely homogeneous.

Simulation results

With the parameters estimated in the previous section, we can provide a simulation of mosquito dynamics
that can not be observed by the data by solving numerically the reaction-diffusion model derived in 6.2.2. The
simulations are carried out in the domain Ω = (−500, 500) × (−500, 500). The initial number of sterile males
released at the point (0, 0) is N0 = 104.

We present in Figure 6.6 the dynamics in the heterogeneous case with parameters σ1 = 63.1686, σ2 =
67.4266, ν = 0.2138, γ = 0.1421 estimated in the previous section. We observe that after one day, the mosquitoes
almost die out since the density is smaller than 1 almost everywhere (see Figure 6.6b). We can see the het-
erogeneity of the population density in Figures 6.6d-6.6f, but the population almost died before reaching the
second zone Ω2.
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Figure 6.5 – Posterior distribution of Θ of the combined dataset in the homogeneous case (left) and
heterogeneous case (right). Parameters σ [prior U(2.7, 268.3)], ν [prior U(0.02, 1)], γ [prior U(0.1, 24)].



6.4. Conclusion 117

(a) t = 0.5 (day) (b) t = 1 (day) (c) t = 2 (days)

(d) t = 3 (days) (e) t = 4 (days) (f) t = 5 (days)

Figure 6.6 – Numerical simulation in the heterogeneous case with estimated parameter σ1 = 63.1686, σ2 =
67.4266, ν = 0.2138, γ = 0.1421.

6.4 Conclusion
In the present work, we unveil the dynamics of mosquito populations in the mark-release-recapture experiments
using individual and population modeling frameworks. An individual-based model was developed to describe
the behavior of the population by the movement, the lifespan, and the effect of recapture of each individual (see
Section 6.2.2). Then, we derived a differential equation population model from the previous model to better
express the population densities provided by the mark-release-recapture (MRR) data (see Section 6.2.2). Then,
we used a mechanistic-statistical approach for parameter estimations to deal with the heavy loss of information
due to the observation process in the MRR experiments (see Section 6.2.4). A simulation study was carried out
in Section 6.3.1 to assess the capability to estimate all parameters of the model. The performance of this study
showed that our method gave a sufficiently accurate value for the parameters of the dispersal rate, lifespan,
and recapture rate. Two kinds of landscape were studied in this paper to investigate the heterogeneity. In
the homogeneous case, we assume all individuals move with the same rule in the whole space, while in the
heterogeneous case, we assume that the dispersal rates are different in the urban and non-residential areas.
The application of our method to real data described in Section 6.2.1 showed that the estimations of the life
expectancy and the recapture rate are consistent in both cases, but the homogenous gave a better model for
the dispersal estimation. It indicated that the movement of mosquitoes is likely the same in the whole region.
Our estimations provided characteristics of Aedes aegypti mosquitoes which are relevant to the previous works
using traditional approaches.
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Conclusion

Summary and Discussion

The works gathered in this thesis studied various questions on two biological control methods of Aedes mosquito:
the Sterile Insect Technique (SIT) and the population replacement technique using Wolbachia. All of these
questions emerge from communication with entomologists and are motivated by the real challenges that arise
in the application of these techniques in the field concerning the spatial distribution of the population. Various
spatial models have been used to study these issues, giving rise to many interesting mathematical problems.
Starting with reaction-diffusion models in Part I, we have studied the problem in both bounded domains and
the whole space. Reaction-diffusion models provide a way to convert local assumptions on the movement, birth,
and death of individuals into global conclusions about the persistence or extinction of populations and the
coexistence of interacting species. In the context of mosquito control, we have investigated various conditions to
guarantee the extinction of the population. Two important phenomena supported by reaction-diffusion models
have been investigated in this thesis: the critical domain size problem and the propagation of wavefront.

In Chapter 2, an inhomogeneous Robin boundary condition was introduced to describe the inflow and outflow
of individuals on the border of a bounded domain. We used phase portrait analysis to study the existence of
equilibria and provided critical domain sizes that support the population replacement method. We conclude that
large and well-isolated domains are better to guarantee the efficacy of the technique in the presence of migration
on the boundary. The results obtained in this chapter is in one dimension and a natural continuation is the
higher dimension problems. We will provide some perspectives on this direction in the latter of this chapter (see
6.4).

The next interesting phenomenon investigated in this thesis is the propagation of wavefront. The study of
propagating solutions, or traveling waves gained much interest since the early 30’s and is still an active field of
research. In Chapter 3 and 4 of this thesis, we are interested in the existence of propagating solutions with forced
speeds. This problem arose naturally in the application of releasing techniques for pest eradication where the
releases are shifted in space with a certain speed. Existing results on reaction-diffusion models with forced speed
are mostly based on the study of the generalized principal eigenvalue of an associated operator of the scalar
model. The generalization of this approach to a partially degenerate system like our model remains challenging.
In this thesis, we take advantages of the monotonicity of the system and provide sophisticated constructions of
super- and sub-solutions. We emphasize that the constructions depend on the profiles of the release function
that we designed as well as the geometries of the release areas. The releases we designed in 3 and 4 provided
useful strategies but were still far from realistic protocols since the number of sterile males is finite and the
release can only be carried out at some specific time during the release period. A more realistic strategy that
could be investigated as a potential future direction is the impulsive releases over time (see 6.4).

Although reaction-diffusion models are a good way of modeling dispersal, their analysis becomes extremely
complicated when modeling environmental heterogeneity. Discrete approaches offer a better and simpler way of
modeling heterogeneity, especially when resources such as hosts and breeding sites are variable across regions.
Part II of this thesis used such a discrete diffusion model to investigate the problem of inaccessibility of the SIT
caused by spatial heterogeneity. A two-patch model with discrete diffusions was studied in which the release of
sterile males was carried out in only one patch. The theory of a monotone dynamical system was applied to
provide conditions on the number of sterile males to guarantee the global extinction of the whole system and
examine how this number depends on the diffusion rate between two patches and other biological parameters.
In Chapter 5, we explore both constant and impulsive release strategies. Numerical simulations show that the
performance of these two strategies is likely the same, while the impulsive release is more realistic. As a potential
continuation of this work, the control could be improved by using a feedback strategy and/or combining both
constant and impulsive releases.
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Potential Future Directions
Critical domain size problems in higher dimensions

The critical domain size for extinction versus persistence of population is a significant problem supported
by reaction-diffusion models that have been studied widely in the literature (see [129, 153, 198] and references
therein). In higher dimensions, the geometry of the domain has fundamental impacts on the qualitative behavior
of solutions. When boundary conditions are hostile, the critical domain results have been provide for the following
reaction-diffusion equation with a drift{

∂tp = div(D∇p− ap) + f(p) in (0, T )× Ω,

p = 0 on (0, T )× ∂Ω,

with different geometries of Ω in Rn such as an n-hyperrectangle Ω = [0, L1] × · · · × [0, Ln], a ball Ω = BR,
or even a more general domain Ω ⊂ Rn with a smooth boundary (see [81]). However, treating other kinds of
boundary conditions remains very challenging. The study of phase portrait analysis used in Chapter 2 of this
thesis can be combined with the ideas in [81] to generalize the results to other kinds of boundary value problems.

On the other hand, more realistic boundary conditions can be derived to study the persistence and extinction
of the population in presence of migration on the boundary. The impacts of domain geometry on the population
dynamics in the “core area” of the domain should be examined carefully to derive an appropriate boundary
condition. We refer to [75, 49, 50] for the studies of how habitat edges change species interactions. A possible and
natural generalization of the Robin boundary condition introduced in Chapter 2 is to consider the heterogeneity
in the density around the boundary. More precisely, we can consider on ∂Ω,

∂νp = −Db(p− pext),

with ∂Ω =
⋃

i=1,...,n

∂Ωi, and pext = pext
i on ∂Ωi.

Impulsive reaction-diffusion models: a more realistic scenario

In practice, biological control agents (e.g. sterile males, Wolbachia-carrying mosquitoes) are released impulsively.
A possible way to model the population dynamics with impulsive release is to use the impulsive reaction-diffusion
model. This equation was proposed in [130] for species with distinct reproductive and dispersal stages. They
can be presented in the form of a discrete-time recursion

∂tu
(k) = div

(
D∇u(k) − au(k)

)
+ f(u(k)) for (t, x) ∈ (0, 1]× Ω,

u(k)(0, x) = g(Nk(x)) for x ∈ Ω,

Nk+1(x) := u(k)(1, x) for x ∈ Ω,

with Ω bounded or Ω = Rn. The population density at the beginning of the period k is denoted by Nk(x).
Various works in the literature have studied this kind of model regarding the critical size problems (see e.g.
[81]), and the propagation phenomena (see e.g. [131, 219, 130, 80]). We remark that many results of these
impulsive models are verified for a class of reaction-diffusion models.

In the context of this thesis, we can consider the impulsive release by taking

u(k)(0, x) = u(k−1)(1, x) + Λk for x ∈ Ω,

with Λk is the number of mosquitoes released in the period k. The population dynamics in each period can be
studied by generalizing the method implemented in this thesis. The recurrence relation needs to be investigated
to study the dynamics of the system over time.
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Appendix A

Monotonicity

We provide in this part some results on monotonicity of the dynamical systems that are used to describe the
dynamic of mosquito population (see (1.1), (1.6)).

First, we present the definition of a cooperative and competitive system [191]

Definition A.0.1. Consider the autonomous system of ordinary differential equation

u̇ = f(u), (A.1)

with u = (u1, . . . , un) ∈ Rn and f = (f1, . . . , fn) : Rn → Rn is a C1 vector function. System (A.1) is called
cooperative if

∂fi
∂xj

(x) > 0 i 6= j, x ∈ D,

and it is a competitive system if
∂fi
∂xj

(x) 6 0 i 6= j, x ∈ D,

with D is a convex subset in Rn.

A.1 The stage-structured system

To be more reader-friendly, we recall the system (1.1) below

Ė(t) = bF

(
1− E

K

)
− (νE + µE)E,

Ḟ (t) = ρνEΓ(M)E − µFF,
Ṁ(t) = (1− ρ)νEE − µMM,

(A.2)

with
Γ(M) ≡ 1 (monostable case), Γ(M) = 1− e−γM (bistable case).

We can easily check that system (A.1) is cooperative in [0,K]× R2. Indeed, denote u = (E,F,M) and

f =

f1(E,F,M)
f2(E,F,M)
f3(E,F,M)

 =

bF
(

1− E
K

)
− (νE + µE)E,

ρνEΓ(M)E − µFF,
(1− ρ)νEE − µMM,

 .

Then, we have
∂f1

∂F
= b

(
1− E

K

)
> 0,

∂f1

∂M
= 0,

∂f2

∂E
= ρνEΓ(M) > 0,

∂f2

∂M
=

{
0 in the monostable case,
ρνEγEe

−γM > 0 in the bistable case,

∂f3

∂E
= (1− ρ)νE > 0,

∂f3

∂F
= 0.
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By applying [191, Proposition 1.1, Chapter 3] on cooperative system, we can show that system (A.1) is order-
preserving. Consider the orders defined by the following positivity

Definition A.1.1. A matrix A ∈ Mm×n is called non-negative, denote A > 0, if all of its entries are non-
negative.
It is called positive, denote A > 0, if if is non-negative and there is at least one positive entry.
It is called strictly positive, denote A� 0, if all of its entries are strictly positive.

Then, the following result presents the monotonicity of system (A.1).

Proposition A.1.1. Consider two trajectories u1 = (E1, F1,M1) and u2 = (E2, F2,M2) of system (A.2)
resulting from initial data u1(0) and u2(0) respectively. Let <r denote any one of the relations 6, <, � defined
in Definition A.1.1. If u1(0) <r u2(0), then u1 <r u2.

Next, we show that [0,K]× R2
+ is the positively invariant set of system (A.2).

Proposition A.1.2. The set [0,K]× R2
+ is invariant, i.e. if 0 6 E0 6 K, 0 6 F 0, 0 6M0 then for all t > 0,

the solution of (A.2) verifies 0 6 E(t) 6 K, 0 6 F (t), 0 6M(t).

Proof. Due to Proposition A.1.1, we deduce that if (E(0), F (0),M(0)) > 0 then for all t > 0, one has
(E(t), F (t),M(t)) > 0.

It remains to show that E(t) 6 K for all t > 0. Indeed, assume that there exists a time t0 > 0 such that
E(t0) > K. Since 0 6 E(0) 6 K, and E is continuous over time, we can deduce that there exists a time t1 ∈ (0, t0)

such that E(t1) > 0 and Ė(t1) > 0. However, we also have Ė(t1) = bF (t1)

(
1− E(t1)

K

)
− (νE + µE)E(t1) < 0.

This contradiction proves the result.

By applying the comparison lemma for cooperative system which is known as Kamke’s lemma [59] or
Chaplygin’s lemma [55], we obtain the following result

Proposition A.1.3. Consider a trajectory u = (E1, F1,M1) of system (A.2) resulting from an intial datum
u0. Then, in the invariant set [0,K]×R2

+, system (A.2) is monotone in the sense that if a vector function v(t)
satisfies a differential inequality v̇ 6 f(v), and v(0) 6 u(0), then we have v(t) 6 u(t) for all t > 0.

We also recall system (1.4) modeling the population dynamics with the SIT

Ė(t) = βF

(
1− E

K

)
− (νE + µE)E,

Ḟ (t) = ρνEE
M

M + γsMs
Γ(M + γsMs)− µFF,

Ṁ(t) = (1− ρ)νEE − µMM,

Ṁs(t) = Λ(t)− µsMs,

(A.3)

with Λ(t) is the number of sterile males release at time t. We also have that [0,K]×R3
+ is the an invariant set

of (A.3). We emphasize that this system is not cooperative. Indeed, if we denote U = (E,F,M,Ms) and

g(U) =


g1(U)
g2(U)
g3(U)
g4(U)

 =


βF
(

1− E
K

)
− (νE + µE)E,

ρνEE
M

M + γMs
Γ(M + γMs)− µFF,

(1− ρ)νEE − µMM,
Λ(t)− µsMs

 .

• In the monostable case,
∂g2

∂Ms
= − γρνEEM

(M + γMs)2
6 0

• In the bistable case
∂g2

∂Ms
=
γρνEEM

M + γMs

[
e−(M+γMs) − 1− e−(M+γMs)

M + γMs

]
.

Consider function ψ(x) = xe−x+e−x−1, then we have ψ(0) = 0, and ψ′(x) = −xe−x 6 0 for any x > 0. Hence,

ψ(M + γMs) 6 0 for any M > 0, Ms > 0. We deduce that
∂g2

∂Ms
6 0 in [0,K]× R3

+.

However, by changing the variable to ũ = (E,F,M,−Ms), we can write system (A.3) as follows

ũ = f̃(ũ),
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and this system is cooperative. Thus, the similar comparison result as Proposition A.1.1 is applied to system
(A.3) with the order defined as below

Definition A.1.2. For any vectors u,v ∈ R4, we define an order � such that u � v if and only if{
ui 6 vi for i ∈ {1, 2, 3},
ui > vi for i = 4.

Moreover, we write u ≺ v if u � v and u 6= v.

A.2 The replacement system
We recall system (1.6) modeling the dynamics of Wolbachia-infected and uninfected mosquitoes.

ṅi(t) = bini

(
1− ni + nu

K

)
− dini + Λ(t),

ṅu(t) = bunu

(
1− ni + nu

K

)(
1− sh

ni
ni + nu

)
− dunu,

(A.4)

This system is positively invariant in the set D = {(ni, nu) ∈ R2
+ | (ni + nu) 6 K}. We can check that system

(A.4) is competitive. Indeed, if we denote

fi(ni, nu) = bini

(
1− ni + nu

K

)
− dini + Λ(t),

fu(ni, nu) = bunu

(
1− ni + nu

K

)(
1− sh

ni
ni + nu

)
− dunu,

then in D we have
∂fi
∂nu

= −bini
K

6 0,

and
∂fu
∂ni

= −bunu
K

(
1− sh

ni
ni + nu

)
− bun

2
u

(ni + nu)2

(
1− ni + nu

K

)
6 0.

The competitive dynamical system preserves the unrelated properties: if two initial data (n1
i , n

1
u)(0) and (n2

i , n
2
u)(0)

are unrelated, that is, neither (n1
i , n

1
u)(0) > (n2

i , n
2
u)(0) nor (n1

i , n
1
u)(0) 6 (n2

i , n
2
u)(0), then (n1

i , n
1
u)(t) and

(n2
i , n

2
u)(t) are also not related.
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Appendix B

Asymptotic limit of a Robin boundary
problem

B.1 Formulation of the problem
In [201], the authors reduced a 2-by-2 reaction-diffusion system of Lotka-Volterra type modeling two biological
populations to a scalar equation as in (2.1) when the fecundity rate is very large. This limit problem was first
proved in the whole domain. In the present study, we prove the limit for a system in a bounded domain with
inhomogeneous Robin boundary conditions. In the following part, we recall the necessary assumptions and
present results about this problem.

Although the main result of the paper is in one-dimensional space, the following result holds in any dimension
d. Let Ω ⊂ Rd be a bounded domain and consider the initial-boundary-value problem (B.1) depending on
parameter ε > 0,

∂tn
ε
1 −∆nε1 = nε1f

ε
1(nε1, n

ε
2), (t, x) ∈ (0, T )× Ω, (B.1a)

∂tn
ε
2 −∆nε2 = nε2f

ε
2(nε1, n

ε
2), (t, x) ∈ (0, T )× Ω, (B.1b)

nε1(0, x) = ninit,ε
1 (x), nε2(0, x) = ninit,ε

2 (x), x ∈ Ω, (B.1c)
∂nε1
∂ν

= −D(nε1 − n
ext,ε
1 ),

∂nε2
∂ν

= −D(nε2 − n
ext,ε
2 ), (t, x) ∈ (0, T )× ∂Ω, (B.1d)

where we assume that f ε1 , f ε2 are smooth enough to guarantee existence and uniqueness of a classical solution
for fixed ε. More precisely, the following assumptions are made:

Assumption B.1.1. (Initial and boundary conditions). Assume that ninit,ε
1 , ninit,ε

2 ∈ L∞(Ω) with ninit,ε
1 , ninit,ε

2 >
0 and ninit,ε

2 is not identical to 0.
D > 0 is constant, next,ε

1 > 0, next,ε
2 > 0 do not depend on time t and position x.

To study the limit problem, we define the "rescaled total population" nε and proportion pε, by

nε :=
1

ε
− nε1 − nε2, pε :=

nε1
nε1 + nε2

.

Next, we recall some assumptions that were proposed in [201] on the families of functions (f ε1 , f
ε
2)ε>0 to study

the convergence of pε when ε→ 0

Assumption B.1.2. Function f ε1 , f
ε
2 are of class C2(R2

+{0}), and for i ∈ {1, 2} there exists Fi ∈ C2(R2)
(independent of ε) such that

f εi (nε1, n
ε
2) = Fi(n

ε, pε). (B.2)

That is, we may write f εi (nε1, n
ε
2) = Fi

(
1
ε − n

ε
1 − nε2,

nε1
nε1+nε2

)
for i ∈ {1, 2}.

Then, we can deduce that pε and nε satisfy system (B.3) as follows:
In (0, T )× Ω, we have

∂tn
ε −∆nε = −(

1

ε
− nε) [pεF1(nε, pε) + (1− pε)F2(nε, pε)] , (B.3a)

∂tp
ε −∆pε +

2εA

1− εnε
∇pε · ∇nε = pε(1− pε)(F1 − F2)(nε, pε), (B.3b)
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on the boundary (0, T )× ∂Ω, we have

∂nε

∂ν
= −D(nε − next,ε),

∂pε

∂ν
= −D(pε − pext,ε)

1− εnext,ε

1− εnε
, (B.3c)

at time t = 0, for any x ∈ Ω, the initial data read

nε(0, x) = ninit,ε(x), pε(0, x) = pinit,ε(x), (B.3d)

where (F1 − F2)(nε, pε) = F1(nε, pε)− F2(nε, pε), and

ninit,ε :=
1

ε
− ninit,ε

1 − ninit,ε
2 , pinit,ε :=

ninit,ε
1

ninit,ε
1 + ninit,ε

2

,

next,ε :=
1

ε
− next,ε

1 − next,ε
2 , pext,ε :=

next,ε
1

next,ε
1 + next,ε

2

.

Let us denote H(n, p) = −pF1(n, p) − (1 − p)F2(n, p). The following assumption guarantees existence of zeros
of H given by (n, p) = (h(p), p) for each p ∈ [0, 1].

Assumption B.1.3. In addition to Assumption B.1.2,
(i) There exists B > 0 such that for all n > 0, p ∈ [0, 1], ∂nH(n, p) 6 −B,
(ii) For all p > 0, H(0, p) > 0.

Conditions (i) and (ii) imply that for all p ∈ [0, 1], there exists a unique n =: h(p) ∈ R∗+ such thatH(n, p) = 0.
We have H ∈ C2(R2

+) (from Assumption B.1.2) thus h ∈ C2(0, 1), with H(h(p), p) = 0 for all p ∈ [0, 1].
The following assumptions are made for the initial data and boundary conditions

Assumption B.1.4. There exists a function pinit ∈ L2(Ω) such that pinit,ε ⇀
ε→0

pinit weakly in L2(Ω). Function

ninit,ε − h(0) ∈ L2 ∩ L∞(Ω) is uniformly bounded in ε > 0.

Assumption B.1.5. There exists positive constants ε̃ > 0, K̃ > 0 such that for any ε ∈ (0, ε̃), we have
|next,ε| < K̃.

There exists a constant pext ∈ (0, 1) not depending on ε such that pext,ε →
ε→0

pext

Convergence result. For fixed ε > 0, existence of solutions of (B.3) is classical (see, e.g. [167]). Following the
idea in [201], we present the asymptotic limit of the proportion pε and nε in the following theorem.

Theorem B.1.1. Assume that Assumptions B.1.1-B.1.5 are satisfied and consider the solution (nε, pε) of (B.3).
Then, for all T > 0, we have the convergencep

ε −−−→
ε→0

p0 strongly in L2(0, T ;L2(Ω)), weakly in L2(0, T ;H1(Ω)),

nε − h(pε) −−−→
ε→0

0 strongly in L2(0, T ;L2(Ω)), weakly in L2(0, T ;H1(Ω)),

where p0 is the unique solution of
∂tp

0 −∆p0 = p0(1− p0)(F1 − F2)(h(p0), p0), in (0, T )× Ω,

p0(0, ·) = pinit in Ω
∂p0

∂ν = −D(p0 − pext) on (0, T )× ∂Ω.

We recall the apriori estimates of [201] without proof and present some bounds on the boundary in Appendix
B.2. Then we use the Aubin-Lions lemma and trace theorem to prove the limit in Appendix B.3.

B.2 Uniform a priori estimates
First, we establish the uniform bound with respect to ε in L∞ in the following lemma

Lemma B.2.1. Under Assumptions B.1.1-B.1.5, for a given value ε > 0, let (nε, pε) be the unique solution of
(B.3). Then, for any T > 0, 0 6 pε 6 1 in [0, T ] × Ω for all ε > 0. Also, there exists ε0 > 0,K0 > 0 such that
for any ε ∈ (0, ε0), ||nε||L∞([0,T ]×Ω) 6 K0.

Moreover, nε is uniformly bounded on [0, T ]× ∂Ω.
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Proof. Using the same method as in Lemma 5 of [201], we obtain the uniform bounds for pε in [0, T ]× Ω, and
for nε in L∞([0, T ]× Ω).

Moreover, for any x ∈ ∂Ω, let ν be the normal outward vector through x. Then, for δ > 0 small enough,

x− δν ∈ Ω. From the boundary condition for nε in (B.3), one has for t ∈ [0, T ], lim
δ→0+

nε(t, x)− nε(t, x− δν)

δ
=

−D(nε(t, x)− next,ε).
So for any η > 0, there exists δ > 0 small such that∣∣∣nε(t,x)−nε(t,x−δν)

δ +D(nε(t, x)− next,ε)
∣∣∣ 6 η.

Thus, nε(t, x)(1 + δD) 6 nε(t, x − δν) + δDnext,ε + δη, then for η and δ small enough, for any ε < ε0,
t ∈ [0, T ], x ∈ ∂Ω, since x− δν ∈ Ω, one has |nε(t, x)| 6 K0 + δDK̃ + δη < K1. Then nε is uniformly bounded
on [0, T ]× ∂Ω and ||nε||L∞([0,T ]×∂Ω) 6 K1.

The following lemmas can be proved analogously to the proof in [201].

Lemma B.2.2. Under Assumptions B.1.1-B.1.5, for ε > 0 small enough, let (nε, pε) be the unique solution of
(B.3). We have the following uniform estimates

ε

∫ T

0

∫
Ω

|∇nε|2dxdt 6 C0,

∫ T

0

∫
Ω

|∇pε|2dxdt 6 C, (B.4)

for some positive constants C0 and C.

Denote M ε := nε − h(pε) where h is defined in Assumption B.1.3. The following provide the convergence of
M ε.

Lemma B.2.3. Let T > 0, under Assumptions B.1.1-B.1.5, one has M ε → 0 in L2(0, T ;L2(Ω)) when ε→ 0.

Now, we provide a uniform estimate for ∂tpε with respect to ε in the following lemma.

Lemma B.2.4. Under Assumptions B.1.1-B.1.5, for ε > 0 small enough, ∂tpε is uniformly bounded in L2(0, T ;X ′)
with respect to ε, where X = H1(Ω) ∩ L∞(Ω).

B.3 Proof of convergence
The idea to prove Theorem B.1.1 is relied on the relative compactness obtained from the Aubin-Lions lemma
below (see [188])

Lemma B.3.1 (Aubin-Lions). Let T > 0, q ∈ (1,∞), and (ψn)n a bounded sequence in Lq(0, T ;B), where B
is a Banach space. If (ψn) is bounded in Lq(0, T ;X) and X embeds compactly in B, and if (∂tψn)n is bounded
in Lq(0, T ;X ′) uniformly with respect to n, then (ψn)n is relatively compact in Lq(0, T ;B).

Proof of Theorem B.1.1. We use 3 steps to proof Theorem B.1.1. First, we obtain the relative compactness
of (pε) by applying Aubin-Lions lemma, and prove that there exists (up to extracting subsequences) a limit
function. Then, we study its behavior on the boundary using the trace theorem. Finally, thanks to our uniform
bounds, we show that the limit function satisfies a problem whose solution is unique.

Step 1: In our problem, we need to apply the Lions-Aubin lemma with q = 2, B = L2(Ω) and X =
H1(Ω) ∩ L∞(Ω) to (ψε) = (pε)ε. The compact embedding from X to B is valid by the Rellich-Kondrachov
theorem. In the previous section, we have already obtained uniform estimates that are sufficient to apply the
Aubin-Lions lemma. The sequence (pε)ε is bounded in L2(0, T ;L2(Ω)) due to Lemma B.2.1

||pε||2L2(0,T ;L2(Ω)) =

∫ T

0

∫
Ω

|pε|2dxdt 6 ||pε||2L∞(0,T ;L2(Ω))meas(Ω)T <∞,

for ε < ε0 small enough. Then, due to Lemma B.2.2, this sequence is bounded in L2(0, T ;X). The sequence
(∂tp

ε)ε is bounded in L2(0, T ;X ′) by Lemma B.2.4. Thus, we can apply Aubin-Lions lemma and deduce that
(pε)ε is strongly relatively compact in L2(0, T ;L2(Ω)). Therefore, there exists p0 ∈ L2(0, T ;H1(Ω)) such that,
up to extraction of subsequences, we have pε → p0 strongly in L2((0, T ) × Ω) and a.e., ∇pε ⇀ ∇p0 weakly in
L2((0, T )× Ω).

Moreover, by the triangle inequality we have |nε − h(p0)| 6 |nε − h(pε)| + |h(pε) − h(p0)| 6 |nε − h(pε)| +
||h′||L∞([0,1])|pε − p0|. From the strong convergence of pε and M ε in Lemma B.2.3 when ε → 0, we can deduce
the following strong convergence in L2(0, T ;L2(Ω))

nε → n0 := h(p0) (B.5)
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Step 2: Now, let us focus on the behavior on the boundary of the domain. Let the linear operator γ be the
trace operator on the boundary (0, T ) × ∂Ω. For any ε ∈ (0, ε0) small enough, we have γ(pε) = pε |(0,T )×∂Ω,
then by the trace theorem, one has

||γ(pε)||L2(0,T ;L2(∂Ω)) 6 C||pε||L2(0,T ;H1(Ω))

where the constant C only depends on Ω. Then

||γ(pε)||2L2(0,T ;L2(∂Ω)) 6 C2

∫ T

0

∫
Ω

|pε|2dxdt+ C2

∫ T

0

∫
Ω

|∇pε(t, ·)|2dxdt <∞,

due to Lemma B.2.1 and B.2.2. Hence, we can deduce that γ(pε) is weakly convergent in L2((0, T )× ∂Ω). Let
γ0 := lim

ε→0
γ(pε). For any function ψ ∈ C1(Ω), and for i = 1, . . . , d, by Green’s formula one has∫

Ω

∂ip
εψdx = −

∫
Ω

pε∂iψ +

∫
∂Ω

ψγ(pε)νidS.

Since pε converges weakly to p0 in H1(Ω), when ε→ 0, one has∫
Ω

∂ip
0ψdx = −

∫
Ω

p0∂iψ +

∫
∂Ω

ψγ0νidS.

We can deduce that γ0 = γ(p0).
Step 3: We pass to the limit in the weak formulation of (B.3), for any test function ψ such that ψ ∈

C2([0, T ]× Ω), ψ(T, ·) = 0 in Ω, one has

−
∫ T

0

∫
Ω

pε∂tψdxdt︸ ︷︷ ︸
strong convergence

+A

∫ T

0

∫
Ω

∇pε · ∇ψdxdt︸ ︷︷ ︸
weak convergence

=

∫
Ω

pinit,εψ(0, ·)dx︸ ︷︷ ︸
weak convergence

−2εA

∫ T

0

∫
Ω

ψ

1− εnε
∇pε∇nεdxdt︸ ︷︷ ︸

bounded as ε→0

+

∫ T

0

∫
Ω

ψpε(1− pε)(F1 − F2)(nε, pε)dxdt︸ ︷︷ ︸
strong convergence

−DA
∫ T

0

∫
∂Ω

(pε − pext,ε)
1− εnext,ε

1− εnε
dS︸ ︷︷ ︸

weak convergence

.

The weak convergence of the last term on the boundary is obtained from Lemma B.2.1 and Assumption B.1.5.
When ε < ε0, we have next,ε, nε are uniformly bounded on (0, T )×Ω with respect to ε, then 1−εnext,ε

1−εnε converges
strongly to 1 when ε → 0. From the previous step, one has pε|∂Ω = γ(pε) ⇀ γ(p0) weakly in L2((0, T ) × ∂Ω).
Passing to the limit, we obtain that p0 ∈ L2(0, T ;H1(Ω)) is a weak solution of the following problem

∂tp
0 −A∆p0 = p0(1− p0)(F1 − F2)(n0, p0) in (0, T )× Ω,

p0(0, ·) = pinit in Ω
∂p0

∂ν = −D(p0 − pext) on (0, T )× ∂Ω.

Using (B.5), we can deduce that this problem is a self-contained initial-boundary-value problem. Moreover,
since 0 and 1 are respectively sub- and super-solutions of this problem, it admits a unique classical solution with
values in [0, 1]. Hence, all the extracted sub-sequences converge to the same limit p0 and p0|∂Ω = γ(p0).



Appendix C

Spread of Invasive Fronts

Propositions 3.1.1 and 3.1.2 in Chapter 3 described the dynamics of the wild mosquito population in the absence
of sterile males in the monostable case. We present the proof of these results in the following.

C.1 Priliminary results
We recall [219, Theorem 4.2] which shows the estimate of the spreading speed c∗ for the monostable system in
discrete setting

un+1 = Q[un]

where the vector-valued function un(x) = (u1
n(x), u2

n(x), ..., ukn(x)) represents the population densities of the
populations of k species at the point x and the time nτ , with τ a fixed generation time. Then in section 4 of
this work, the authors showed how to apply the results to a reaction-diffusion system by letting Q be its time
τ map. That is, replacing Q by Qτ where Qτ [u0] := u(x, τ). Next, we recall the result of this work and apply
it to the system (3.3).

Consider the system of reaction-diffusion equations ∂tui − di∂xxui = fi(u), with 1 6 i 6 k and denote
f = (f1, f2, . . . fk). The reaction function f needs to satisfy the following assumptions.

Assumption C.1.1.

i. f(0) = 0 and there is a vector u � 0 such that f(u) = 0 which is minimal in the sense there are no v
other than 0 and u such that f(v) = 0 and 0� v 6 u.

ii. The system is cooperative, that is, fi(u) is nondecreasing in all components of u with the possible exception
of the ith one.

iii. f(u) is continuous and piecewise continuously differentiable at u for 0 6 u 6 u and differentiable at 0.

iv. The Jacobian matrix f ′(0) is in Frobenius form. The principal eigenvalue η1(0) of its upper left diagonal
block is positive and strictly larger than the principal eigenvalues ησ(0) of its other diagonal blocks, and
there is at least one nonzero entry to the left of each diagonal block other than the first one.

For any positive parameter µ, if the initial data are of the form e−µxu0 then the solution of this system
has the form e−µxv, where the vector-valued function v is the solution of the system of ordinary differential
equations with constant coefficients ∂tv = Cµv, with v(0) = u0. The coefficient matrix is given by

Cµ = diag
(
diµ

2
)

+ f ′(0), (C.1)

and denote γσ(0) the principal eigenvalue of the σth diagonal block of the matrix Cµ. We introduce the constant

c := inf
µ>0

γ1(µ)

µ
. (C.2)

Let µ ∈ (0,∞] again denote the value of µ at which this minimum is attained, and let ζ(µ) be the eigenvector
of Cµ which correspond to the eigenvalue γ1(µ). Then, the following theorem presents the main result

Theorem C.1.1 (Theorem 4.2 in [219]). Suppose that f satisfies the Assumptions C.1.1. Assume that either
(a) µ is finite,

γ1(µ) > γσ(µ) for all σ > 1, (C.3)

131
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and
f(ρζ(µ)) 6 ρf ′(0)ζ(µ), (C.4)

for all positive ρ;
or

(b) There is a sequence µν ↗ µ such that for each ν the inequalities (C.3) and (C.4) with µ replaced by µν are
valid.

Then the system has a unique speed c∗ = c with c∗ defined in Proposition 3.1.1.

C.2 Proof of Propositions 3.1.1 and 3.1.2

Now we apply this theorem to system (3.3) with f(E,F,M) =

βF
(

1− E
K

)
− (νE + µE)E

ρνEE − µFF
(1− ρ)νEE − µMM

, and we provide

the proof as follows

Proof of Propositions 3.1.1 and 3.1.2. First, we need to show that f satisfies Assumptions C.1.1. With βrνE >
µF (νE + µE), we can deduce that f has two zeros (0, 0, 0), (E∗, F ∗,M∗), and satisfies (i). When E 6 K, one
has f is cooperative, thus f satisfies (ii). It is easy to see that f satisfies (iii). Now we only need to check the
assumption (iv). The Jacobian of f at (0, 0, 0)

f ′(0) =

−νE − µE β 0
ρνE −µF 0

(1− ρ)νE 0 −µM

 (C.5)

is in Frobenius form with two diagonal blocks B1 =

(
−νE − µE β

ρνE −µF

)
and B2 = −µM . There is a positive

entry (1− ρ)νE to the left of B2.

The block B1 has two eigenvalues η± =
−(νE + µE + µF )±

√
(νE + µE − µF )2 + 4βρνE
2

. Denote
(
e±
f±

)
the eigenvectors corresponding to eigenvalues η± of B1. Then, one has

−(νE + µE)e± + βf± =
−(νE + µE + µF )±

√
(νE + µE − µF )2 + 4βρνE
2

e±.

So

βf± =
νE + µE − µF ±

√
(νE + µE − µF )2 + 4βρνE

2
e±.

Since
νE + µE − µF −

√
(νE + µE − µF )2 + 4βρνE

2
< 0, then e− and f− always have different signs. Hence,

η+ is the only eigenvalue that has the corresponding positive eigenvector, and it is the principal eigenvalue of
B1. Moreover, due to the assumption βρνE > µF (νE + µE), one has η1(0) = η+ > 0 > −µM = η2(0). This
concludes that f satisfies (iv).

Now, one has the matrix

Cµ =

−νE − µE β 0
ρνE Dµ2 − µF 0

(1− ρ)νE 0 Dµ2 − µM

 .

Similarly to the matrix f ′(0), the principal eigenvalue of the first block of Cµ is

γ1(µ) =
Dµ2 − νE − µE − µF +

√
(Dµ2 + νE + µE − µF )2 + 4βρνE

2

By the assumption βρνE > µF (νE + µE) and D > 0, we have γ1(µ) > 0. It is easy to see that
γ1(µ)

µ
∼ 1

µ
when

µ→ 0+, and
γ1(µ)

µ
∼ µ when µ→ +∞. Hence, one can deduce that there exists a finite constant µ ∈ (0,+∞)

such that
γ1(µ)

µ
= inf
µ>0

γ1(µ)

µ
.
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Consider ζ(µ) =

 e
f
m

 the eigenvector corresponding to the eigenvalue γ1(µ) of Cµ, where
(
e
f

)
is the

positive eigenvector associated to the principal eigenvalue γ1(µ) of the first diagonal block. So m > 0 if and
only if γ1(µ) > γ2(µ) = Dµ2 − µM , that is

2µM −Dµ2 − νE − µE − µF +
√

(Dµ2 + νE + µE − µF )2 + 4βρνE > 0. (C.6)

Hence, whenever the parameters satisfy condition (C.6), the inequality (C.3) holds, the eigenvector ζ(µ) =

 e
f
m


is positive, and for any positive ρ, f(ρζ(µ))− ρf ′(0)ζ(µ) = ρ

− β
K efρ
0
0

 < 0, then (C.4) holds. Now, applying

the result of Theorem C.1.1, we obtain the spreading speed c∗ = c. By applying Theorem 4.1 in [219], the
solution of (3.3) satisfies

lim
t→+∞

[
max

|x|>t(c∗+ε)
max(E,F,M)(t, x)

]
= 0,

if the initial data (E0, F 0,M0) is compactly supported and 0 6 (E0, F 0,M0) � (E∗, F ∗,M∗). Furthermore,
for any strictly positive constant ω, there is a positive Rω with the property that if min(E0, F 0,M0) > ω on an
interval of length 2Rω, then

lim
t→+∞

[
max

|x|6t(c∗−ε)
max(E∗ − E,F ∗ − F,M∗ −M)(t, x)

]
= 0.

Moreover, Proposition 3.3 in the work of Lui [139] provides, in a discrete setting, some conditions in which the
constant Rω can be chosen to be arbitrarily small and independent of ω. This result can be transposed to the
continuous case like what has been done in section 4 of [219] and it is simple to verify that, when minE0 > 0 or
minF0 > 0, our system satisfies those conditions so we leave it to the readers. Hence, by applying this result,
we deduce that if the initial data E0 or F 0 are strictly positive on a set with a positive measure, then the result
in Proposition 3.1.1 holds.

Now, to prove Proposition 3.1.2, the paper [77] provides some conditions in which the spreading speed
estimated in [219] of the monostable system is the minimum speed of the traveling wave. The authors in [17]
have checked all the conditions for the same system as (3.3), hence we obtain the same result for our system.
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