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Résumé

Cette thèse est composée de trois parties essentiellement indépendantes, obtenues dans les arti-
cles [Pha22], [Pha23a], [Pha23b] de l’auteur. Dans la première partie, nous donnons une nou-
velle preuve plus simple de la description explicite de la champ des (φ,Γ)-modules de rang un
d’Emerton–Gee. Dans la deuxième partie, nous définissons et étudions des champs paramétrant
les (φ,Γ)-modules de Lubin–Tate. En particulier, nous les comparons avec les champs des (φ,Γ)-
modules cyclotomiques d’Emerton–Gee. En conséquence, nous déduisons la perfection du com-
plexe de Herr dans le cadre Lubin–Tate. Dans la troisième partie, nous étendons partiellement
l’équivalence de Bhatt–Scholze entre les F -cristaux prismatiques et les réseaux dans les représen-
tations cristallines de Galois au “contexte de Lubin–Tate”. En cours de route, nous prouvons un
résultat général sur la pleine fidélité d’un foncteur de changement de base sur certains fibrés vecto-
riels sur le site prismatique, ce qui simplifie et raffine l’étape clé dans l’approche de Bhatt–Scholze
sans invoquer la séquence de fibres de Beilinson.

Mots clés : rang un, (φ,Γ)-modules, champs, Lubin–Tate, F -cristaux prismatiques, représenta-
tions Galoisiennes.





Abstract

This thesis is composed of three essentially independent parts, obtained in the articles [Pha22],
[Pha23a], [Pha23b] by the author. In the first part, we give a new and simpler proof of the explicit
description of the Emerton–Gee stack of rank one (φ,Γ)-modules. In the second part, we define
and study stacks parametrizing Lubin–Tate (φ,Γ)-modules. In particular, we compare these with
the Emerton–Gee stacks of cyclotomic (φ,Γ)-modules. As a consequence, we deduce perfectness
of the Herr complex in the Lubin–Tate setting. In the third part, we extend partially the equivalence
of Bhatt–Scholze between prismatic F -crystals and lattices in crystalline Galois representations to
the “Lubin–Tate context”. Along the way, we prove a general full faithfulness result for certain
vector bundles on the prismatic site, which simplifies and refines the key descent step in the ap-
proach of Bhatt–Scholze without invoking the Beilinson fibre sequence.

Keywords: rank one, (φ,Γ)-modules, moduli stacks, Lubin–Tate, prismatic F -crystals, Galois
representations.
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Chapter 0

General introduction

0.1 Context

Galois representations and p-adic Hodge theory

Traditionally, number theory is the branch of mathematics that studies questions related to the inte-
gers. A typical problem in number theory is to determine the set of integers satisfying a system of
polynomial equations with rational coefficients. To such a system of equations, one can associate
a geometric object, called an algebraic variety, over the field of rational numbers Q. This change
of perspective is particularly fruitful as it allows the introduction of tools and intuitions from ge-
ometry to the study of algebraic equations. Thanks to the work of Grothendieck and his school,
one can then extract from such an algebraic variety X certain algebraic invariant known as its
étale cohomology groups H i

ét(XQ,Qp), one for each prime p. By general results, it is known that
for X/Q proper these groups are finite dimensional Qp-vector spaces equipped with a continuous
linear action of GQ, the absolute Galois group of Q. This is an example of a p-adic Galois repre-
sentation. Furthermore, the operation X 7→ H i

ét(XQ,Qp) is not too drastic in the sense that very
often many geometric properties of the former are already encoded in the latter. As an example,
the Néron–Ogg–Shafarevich criterion allows one to read off the reduction type of an elliptic curve
over Q at a prime p from its associated Galois representations.

Thus, in this optic, modern (algebraic) number theory can be essentially regarded as the study
of p-adic representations of the Galois group GQ of Q, or more generally of a number field. More-
over, as should be clear from our preceding discussion, it is important to understand the represen-
tations coming from geometry, which is to say, those arising as a subquotient of H i

ét(XQ,Qp) for
some X and i. Now the representation theory of GQ is most interesting when one regards it not
merely as an abstract (topological) group but as a group equipped with additional local structure at
each prime number ℓ. More precisely, for each ℓ, the choice of an embedding Q ↪→ Qℓ gives rise
to a closed embedding GQℓ

↪→ GQ which is determined up to conjugation. In particular, given a
p-adic representation of GQ, one obtains by restriction, a p-adic representation of GQℓ

for each ℓ.
Conversely, in view of the Brauer–Nesbitt theorem, a representation of GQ coming from geometry
is uniquely determined by its various restrictions to GQℓ

. Thus, we may reduce our task to study
p-adic representations of the local Galois groups GQℓ

which are structurally much simpler than
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8 Chapter 0. General introduction

GQ.
Now if ℓ ̸= p, then because of the incompatibility between the ℓ-adic and the p-adic topolo-

gies, the resulting category of representations of GQℓ
is relatively simple. In fact, Grothendieck’s

monodromy theorem states that any such representation is automatically “potentially unipotent”.
On the other hand, if ℓ = p, i.e. if one is interested in p-adic representations of GQp , then the
situation is much more complicated. The main difference is that now wild inertia can act in a
highly nontrivial fashion, and there is no naive analogue of Grothendieck’s result (although see
Theorem 0.1.2 below). In this context, an approach introduced by Fontaine, which has proved to
be very successful, is to consider certain topological Qp-algebras B equipped with an action of
GQp and certain additional structures preserved by this action (e.g. a filtration, a Frobenius or a
monodromy operator). For such algebra B, Fontaine then indicated how to single out a particular
class of representations which are calledB-admissible. By definition, a representation V ofGQp is
called B-admissible if it becomes trivial (as a B-semilinear representation) after extending scalars
along Qp → B. In this case, the ‘Dieudonnée module’ DB(V ) := (V ⊗Qp B)GQp is naturally a
module over the invariant subring BGQp and is equipped with additional structures coming from
B. If the structures imposed on B are sufficiently fine, then one can hope to recover V from the
linear algebraic object DB(V ).

The key part of the theory is therefore to define such algebras B. Most important examples of
these so-called period rings include BdR, Bcris and Bst. The resulting subcategories of admissible
representations are called de Rham, crystalline, and semistable respectively. For a detailed account
of the construction of these rings, we refer the reader to [BC09]. Here we only mention that BdR

is a complete discrete valuation ring with residue field Cp := Q̂p equipped with its maximal adic
filtration; Bst is endowed with a Frobenius φ and a monodromy operator N satisfying the relation
Nφ = pφN ; and finally Bcris can be recovered as (Bst)

N=0. The relation between these classes of
representations is given by the following hierachy:

{crystalline} ⊊ {semistable} ⊊ {de Rham}.

The following famous result of Faltings (see e.g. [Ill90]) in particular provides a natural source
of de Rham representations:

Theorem 0.1.1 (Faltings). Let X be a proper smooth scheme over Qp. Then for any i, there is a
canonical isomorphism

H i
ét(XQp

,Qp)⊗Qp BdR ≃ H i
dR(X/Qp)⊗Qp BdR

respecting all structures. In particular each H i
ét(XQp

,Qp) is a de Rham representation with
DdR(H

i
ét(XQp

,Qp)) ≃ H i
dR(X/Qp).

In the same way, the property of being crystalline (resp. semistable) is meant to capture those
representations arising from p-adic étale cohomology of varieties over p-adic fields with good
(resp. semistable) reduction.

As mentioned above, there is no simple analogue of Grothendieck’s monodromy theorem in
the p-adic setting. However, if one restricts to the subclass of de Rham representations, then one
has the following celebrated result thanks to the work of André, Berger, Kedlaya and Mebkhout.
See Colmez’s Bourbaki talk [Col03] for an excellent account on this topic.
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Theorem 0.1.2 (p-adic local monodromy theorem). Any de Rham representation is potentially
semistable.

Combining with our previous discussion, the above theorem can be thought of as a Galois-
theoretic shadow of the semistable reduction theorem for abelian varieties.

After Theorem 0.1.1, we see in particular that for a smooth projective variety X/Q, the GQ-
representation H i

ét(XQ,Qp) is de Rham when restricted to the Galois group at p. Moreover, as
X is easily seen to have good reduction outside finitely many primes, standard results in étale
cohomology imply that the GQ-action on H i

ét(XQ,Qp) is unramified almost everywhere. At this
point, we cannot resist the pleasure of stating the following beautiful conjecture of Fontaine and
Mazur, which says that these are in fact the only obstructions for a global Galois representation to
come from geometry.

Conjecture 0.1.3 (Fontaine–Mazur). Let ρ : GQ → GLn(Qp) be a continuous, absolutely irre-
ducible representation. Then ρ ‘comes from geometry’ if and only if it is (i) unramified almost
everywhere, and (ii) de Rham at p.

Fontaine’s theory of (φ,Γ)-modules
Let K/Qp be a finite extension. There is another (but related) approach, again introduced by
Fontaine, which aims to describe the category of all p-adic representations of GK . In this ap-
proach, the basic idea is to consider “deeply ramified” subextensions K ⊆ K∞ ⊆ K which
encodes interesting ramifications of K/K, yet whose Galois group Gal(K∞/K) is simply enough
to control. The difficult ramified part K/K∞ is then subsumed into certain complicated coefficient
rings, which will then also remember the “easy” Galois action coming from K∞/K. Thus, the key
part of the theory once again lies in the construction of these coefficient rings! When K∞/K is the
cyclotomic extension, this idea was realized by Fontaine in [Fon90] via his theory of étale (φ,Γ)-
modules. Before recalling his result, we need to introduce some notation. For simplicity assume
K/Qp is unramified. Consider the ring AK := ̂W (k)((T )) where the hat denotes the p-adic com-
pletion. This ring is endowed with two commuting actions of φ and Γ := Gal(K(ζp∞)/K) ≃ Z×

p

given respectively by φ(T ) = (1+T )p−1 and γ(T ) = (1+T )γ−1 for γ ∈ Γ. Then by definition,
an étale (φ,Γ)-module (with Zp-coefficients) is a finite AK-module endowed with two semilinear
commuting actions φ and γ with the property that the linearization of φ is an isomorphism. The
following classical result of Fontaine underlies the relevance of the notion of (φ,Γ)-modules in the
study of p-adic local Galois representations.

Theorem 0.1.4 (Fontaine). There is a natural equivalence between the category of étale (φ,Γ)-
modules and the category of representations of GK on finite Zp-modules.

Moduli spaces of Galois representations
Putting objects in families has proved to be a useful technique in algebraic geometry for a long
time. Partially inspired by Hida’s theory of ordinary families of p-adic modular forms, the theory
of Galois deformation was initiated by Mazur in the late 1980s. The work of Mazur can be thought
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of as the first systematic introduction of moduli spaces to the study of Galois representations. Given
a mod p representation ρ : GK → GLd(Fp), Mazur proposed to consider the space of lifts of ρ to
local Artinian rings with residue field Fp. Under certain rigidity condition on ρ, Mazur showed that
the space of such lifts is represented by a formal scheme Spf(Rρ) for some complete Noetherian
local ring Rρ. The study of such lifts is very important in the Langlands program; for instance,
after the work of Wiles ([Wil95]), it became clear that for the purpose of proving modularity lifting
theorems it was important to understand loci in Spf(Rρ) cut out by various p-adic Hodge theoretic
conditions.

Given the work of Mazur, it is natural to ask if one can construct a more global moduli space
of p-adic Galois representations in which the residual representation ρ is allowed to vary. While
one can naively define a stack parametrizing literal Galois representations GK → GLd(A) for
varying p-complete test rings A (cf. the work [Wan18]), the resulting stack is not truly global
in the sense that the families of mod p Galois representations appearing on each of its connected
components will have constant semisimplification. In a recent advance ([EG23]), Emerton and
Gee have realized how to overcome this problem, and thereby obtaining the desired globalization
of Mazur’s deformation rings. The key insight of Emerton–Gee is to work instead with families of
étale (φ,Γ)-modules in the sense of Fontaine. More precisely, for each d ≥ 1, the Emerton–Gee
stack XK,d is by definition the functor defined on p-complete algebras, taking such ring A to the
groupoid of rank d projective étale (φ,Γ)-modules with A-coefficients. Here the category of étale
(φ,Γ)-modules with A-coefficients is defined in exactly the same way as before except that the
coefficient ring AK is now replaced by the completed tensor product AK,A := AK⊗̂ZpA.

The following summarizes the main geometric properties of the Emerton–Gee stacks.

Theorem 0.1.5 ([EG23, Thm. 1.2.1]). XK,d is a Noetherian formal algebraic stack over Zp. The
underlying reduced substack (XK,d)red is an algebraic stack of finite type over Fp, which is equidi-
mensional of dimension [K : Qp]d(d − 1)/2. Moreover, the irreducible components of (XK,d)red
admits a natural labeling by Serre weights of GLd.

Using the preceding correspondence between étale (φ,Γ)-modules and Galois representations,
one sees easily that these stacks admit universal lifting rings as versal rings at finite type points,
and thus, as mentioned above, can be thought of as an algebraization of Mazur’s formal Galois
deformation rings. The existence of such stacks therefore opens up the possibility of employing
(global) geometric techniques in the study of p-adic Galois representations and their deformations.
As a first application, Emerton and Gee gave the first (and so far the only) proof of the existence
of crystalline lifts of a mod p Galois representation. The idea of using the global nature of the
Emerton–Gee stacks to obtain pointwise information by interpolation from “easy” points has sub-
sequently also been exploited in some other problems. For instance, in [LLLM23] the authors
proved a generic case of the geometric Breuil–Mézard conjecture by spreading the result from the
tame case, using crucially the preceding mechanism.

The fact that the Emerton–Gee stack is defined in terms of (φ,Γ)-modules also makes it ger-
mane to the p-adic local Langlands program. Indeed, at the heart of the construction of the corre-
spondence for GL2(Qp) is Colmez’s Montréal functor, which produces a (φ,Γ)-modules out of a
representation of GL2(Qp). It has also become more clear in recent years that it is the Emerton–
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Gee stack X EG
d , rather than its substack of literal Galois representations, that is the natural geo-

metric object for the emerging categorical p-adic Langlands program.
Towards extending Colmez’s work beyond GL2(Qp), there have been now several proposed

generalizations of (φ,Γ)-modules, including the Lubin–Tate (φ,Γ)-modules, the multivariable
(φ,Γ)-modules of Carter–Kedlaya–Zábrádi ([CKZ21]), and the recent construction of [BHHMS23],
which can be seen roughly as a hybrid of the previous two. The precise relation between these no-
tions is still not yet clear, as predicted by the very mysterious nature of the p-adic Langlands cor-
respondence outside the case GL2(Qp). The theme of my thesis is to study these various flavors
of families of (φ,Γ)-modules, establish their geometric properties as well as the relation between
them.

0.2 Organization of the thesis
We now discuss in more detail the content of this thesis. As the main results in each chapter are
essentially independent of each other, the title of each subsection below is simply taken to be that
of the corresponding chapter. Furthermore, for convenience of the reader, each chapter will begin
with essentially a reprise of the introductions below.

0.2.1 The Emerton–Gee stack of rank one (φ,Γ)-modules
In the first chapter, we give a new and simpler proof of the following explicit description of the
Emerton–Gee stack of rank one étale (φ,Γ)-modules, first obtained in [EG23].

Theorem 0.2.1 ([EG23, Prop. 7.2.17]). There is an isomorphism[(
Spf(O[[IabK ]])× Ĝm

)
/Ĝm

]
∼−→ XK,1,

where, in the formation of the quotient stack, the action of Ĝm is taken to be trivial.

We remark that after choosing an isomorphism W ab
K ≃ IabK × Z, this result shows in particular

that XK,1 can be regarded as the moduli stack of continuous characters of the Weil group WK

of K. This again illustrates the difference between the Emerton–Gee stack X1 and its substack
parametrizing literal Galois representations: while the universal unramified character does not
correspond to a GK-representation, it does give rise to a representation of the Weil group.

We now explain our approach to the above theorem. To begin with, we need to construct a mor-
phism between the two given stacks, which we will then show is an isomorphism. This amounts to
extending Fontaine’s construction of rank one étale (φ,Γ)-modules from Galois characters to the
case of an arbitrary p-complete test ring, which in turn reduces to the construction of the universal
unramified character. We refer the reader to Section 1.2 below for more detail. Now in order to
show that the resulting map is indeed an isomorphism, Emerton and Gee proved a general crite-
rion for a morphism of stacks to be an isomorphism, and then showed that it indeed applies to the
present situation by carefully analyzing the ramification of certain families of characters valued
in Artinian algebras. Although the general strategy for this last step is rather standard, the actual
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argument is quite involved; in particular one needs to be slightly careful in the case when K is not
unramified.

In contrast, our approach avoids the need of such a ramification bound of characters, and in
particular works uniformly for all K. First, by combining a standard inductive argument and the
Herr complex, we show that it is in fact enough to show that the two stacks are isomorphic on
reduced test algebras. For this, it in turn suffices to show that the embedding

urx : [Gm/Gm] ↪→ X1

induced by the universal unramified character is a closed immersion. While one can prove this by
identifying the source with the crystalline substack with Hodge type 0 of the target (using again
a general criterion for a morphism of stacks to be an isomorphism), we are able to give a more
elementary argument (without making use of the existence of the crystalline substacks of X1) as
follows. The key observation is that as crystalline representations (e.g. unramified characters)
are of finite height, the composition [Gm/Gm]

urx−−→ X1 → R1 should factor through the map
C1,0 → R1. Here C1,0 (resp. R1) denotes the stack of Breuil–Kisin modules of height 0 (resp. of
étale φ-modules), and X1 → R1 is the natural map given by “restriction to GK∞ ⊆ GK”. Having
guessed this, we show that there is in fact an isomorphism [Gm/Gm] ≃ C1,0 making the diagram

[Gm/Gm] C1,0

X1 R1

urx

≃

commute. As the right vertical map is known to be proper and the diagonal of the bottom horizontal
map is a closed immersion, the result now follows by the usual graph argument and the standard
fact that proper monomorphisms are closed immersions.

0.2.2 Moduli stacks of Lubin–Tate (φ,Γ)-modules
As mentioned above, with an eye toward realizing a p-adic local Langlands correspondence for
fields other than Qp, there has been a growing interest in studying the analogue of Fontaine’s
notion in which the cyclotomic extension K∞/K is replaced by a Lubin–Tate extension (in what
follows, we will often refer to these objects simply as Lubin–Tate (φ,Γ)-modules). We will not try
to survey these results, but instead refer the reader, for instance, to [KR09], [Sch17], and [KV22].

Our goal in the second chapter is to extend the aforementioned construction of Emerton–Gee
to the Lubin–Tate setting. Before stating our main results, we need to introduce some notation.
Let π ∈ K be a fixed uniformizer, and let Fϕ be a Lubin–Tate group for π, with Frobenius power
series ϕ(T ) ∈ OK [[T ]]. The corresponding ring map OK → End(Fϕ) is denoted by a 7→ [a](T );
in particular [π](T ) = ϕ(T ). Let K∞/K be the extension generated by the torsion points of Fϕ

and let χ : Γ := Gal(K∞/K)
∼−→ O×

K be the resuting Lubin–Tate character. For the purpose of
this introduction, we simply let

AK := ̂OK((T )) =

{∑
n∈Z

anT
n | an ∈ OK and an → 0 as n→ −∞

}
,
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where the hat denotes π-adic completion. The ring AK is further endowed with a Frobenius
φq : f(T ) 7→ f([π](T )) and an action of Γ given by (g, f(T )) 7→ f([χ(g)](T )) for g ∈ Γ; as the
notation suggests, φq is a lift of the q-power Frobenius modulo π. An étale (φq,Γ)-module (over
AK) is then, by definition, a finite AK-module endowed with commuting continuous semilinear
actions of φq and Γ such that the linearization of φq an isomorphism. There is again a natural
equivalence between étale (φq,Γ)-modules and representations ofGK on finiteOK-modules. (One
can be slightly more general by allowing also representations onOF -modules with F being a finite
subextension of K/Qp. See Section 2.2 below.)

Fix now an integer d ≥ 1. By definition, our stack X LT
K,d takes a π-adically complete OK-

algebra A to the groupoid of rank d projective étale (φq,Γ)-modules over AK,A := AK⊗̂OK
A.

Theorem 0.2.2 (Proposition 2.3.24). X LT
K,d is a limit preserving Ind-algebraic stack over SpfOK ,

with finitely presented affine diagonal.

The proof of Theorem 2.1.1 follows closely the argument used in [EG23] for the stack X EG
K,d of

rank d projective cyclotomic étale (φ,Γ)-modules. Namely, we will deduce the claimed properties
for X LT

K,d from the corresponding properties of the stack of étale φq-modules.
The next result gives a comparison between X LT

K,d and the stack X EG
K,d in [EG23].

Theorem 0.2.3 (Corollary 2.4.2). There is an isomorphism

X LT
K,d

∼−→ X EG
K,d.

The proof proceeds by using the descent results in [EG23] to reduce the statement to a com-
parison between étale φp-modules over W (C♭)⊗̂ZpA and étale φq-modules over WOK

(C♭)⊗̂OK
A.

As a consequence of Theorem 2.1.2 and the results in [EG23], we deduce the following refine-
ment of Theorem 2.1.1 regarding the geometry of the stack of X LT

K,d.

Corollary 0.2.4 (Corollary 2.4.3). X LT
K,d is a Noetherian formal algebraic stack over Spf(OK). The

underlying reduced substack X LT
d,red is an algebraic stack of finite presentation over F. Moreover,

the irreducible components of X LT
d,red admits a natural labeling by Serre weights.

We also introduce a version of the Herr complex ([Her98]) in the Lubin–Tate setting with
coefficients, and give a new proof of the fact that this complex computes Galois cohomology
(Theorem 2.4.15). We refer the reader to Subsection 2.4.2 for the definition of this complex.
Finally, by using again the above comparison (Theorem 2.1.2), we are able to deduce the following
result, which may be of independent interest.

Theorem 0.2.5 (Theorem 2.4.12). Let A is a finite type π-nilpotent OK-algebra, and let M be
a finite projective étale (φq,Γ)-module with A-coefficients. Then the Lubin–Tate Herr complex
associated to M is a perfect complex of A-modules, whose formation commutes with arbitrary
finite type base change in A.
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0.2.3 Prismatic F -crystals and “Lubin–Tate” crystalline Galois representa-
tions

Let K/Qp be a completed discrete valued extension with perfect residue field k, fixed completed
algebraic closure C, and absolute Galois group GK . We have seen that the category of crystalline
Qp-linear representations of GK can be effectively described using filtered étale φ-modules which
are objects of linear algebraic nature. However, for certain purposes such as Mazur’s theory of Ga-
lois deformations, it is useful to have an integral theory in which p-adic vector spaces are replaced
with lattices or even torsion modules. The study of such integral structures inside crystalline (or
more generally, semistable) representations itself form an important part of p-adic Hodge theory,
known as ‘Integral p-adic Hodge theory’.

There have been various (partial) classifications of such lattices, including Fontaine–Laffaille’s
theory [FL82], Breuil’s theory of strongly divisible S-lattices [Bre02], and Kisin’s theory of Breuil–
Kisin modules [Kis06]. In [BS23], Bhatt and Scholze give a site-theoretic description of such
lattices, which unifies many of the previous classifications, and in fact can recover them by “eval-
uating" suitably. To recall their result, let (OK)∆ denote the absolute prismatic site of OK ; this
comes equipped with a structure sheaf O∆, a “Frobenius” φ : O∆ → O∆, and an invertible ideal
sheaf I∆ ⊆ O∆.

Definition 0.2.6. A prismatic F -crystal on OK is a crystal of vector bundles on the ringed site
((OK)∆,O∆) equipped with an isomorphism (φ∗E)[1/I∆] ≃ E [1/I∆]; denote by Vectφ((OK)∆,O∆)
the resulting category. Similarly, we obtain the category Vectφ((OK)∆,O∆[1/I∆]

∧
p ) of so-called

Laurent F -crystals.

In the statement below, Repcris
Zp

(GK) denotes the category of Galois stable lattices in crystalline
Qp-representations of GK .

Theorem 0.2.7 ([BS23]). There is a commutative diagram

Vectφ((OK)∆,O∆) Repcris
Zp

(GK)

Vectφ((OK)∆,O∆[1/I∆]
∧
p ) RepZp

(GK).

≃

≃

Here the vertical embeddings are given by the obvious maps; the horizontal equivalences are
induced by evaluating on the Fontaine’s prism Ainf ,the so-called étale realization functor.

(We note that the bottom horizontal equivalence was also obtained independently by Zhiyou
Wu [Wu21].) Motivated by the study of the stacks of Lubin–Tate (φ,Γ)-modules in Chapter 2, it
is natural to ask if there is a variant of Theorem 3.1.2 for coefficient rings other than Zp. More
specifically, let E be a finite extension of Qp with residue field Fq and a fixed uniformizer π; we
are interested in crystalline representations of GK on finite dimensional E-vector spaces (or rather,
GK-stable OE-lattices in such).

Hypothesis 0.2.8. We assume throughout that there is an embedding τ0 : E ↪→ K, which we will
fix once and for all.
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Definition 0.2.9 ([KR09]). An E-linear representation V ofGK is called E-crystalline if it is crys-
talline (as a Qp-representation), and the C-semilinear representation

⊕
τ ̸=τ0

V ⊗E,τ C is trivial1.

A natural source of such representations comes from the rational Tate modules of π-divisible
OE-modules over OK ; see Lemma 3.4.23. Later, we will show that, just as in the case E = Qp,
E-crystalline representations can be classified using weakly admissible filtered φq-modules over
K. In fact, the above notion is indeed a natural extension of the usual notion in the sense that there
is a natural period ring Bcris,E with the property that an E-linear representation V is E-crystalline
if and only if V ⊗E Bcris,E is trivial as a Bcris,E-semilinear representation (cf. Theorem 3.2.4).

Using the theory of Lubin–Tate (φ,Γ)-modules, Kisin–Ren give a classification of the category
of Galois stable lattices in E-crystalline representations of GK (under a condition on the ramifica-
tion ofK) [KR09, Theorem (0.1)], generalizing the earlier classification in terms of Wach modules
by Wach, Colmez and Berger (cf. [Ber04]).

In another direction, in [Mar23] Marks defines a variant of the (absolute) prismatic site (OK)∆,OE

of OK “relative to OE”, using the notion of OE-prisms2, a mild generalization of prisms: they are
roughly OE-algebras A equipped with a lift φq : A → A of the q-power Frobenius modulo π
together with a Cartier divisor I of Spec(A) satisfying π ∈ (I, φq(I)) (cf. [Mar23, §3]). Further-
more, it is shown in loc. cit. that the étale realization functor again defines an equivalence

T : Vectφq((OK)∆,OE
,O∆[1/I∆]

∧
p ) ≃ RepOE

(GK),

generalizing the aforementioned result of Wu and Bhatt–Scholze in the case E = Qp. In this
chapter, we push this analogy further by showing the following extension of Theorem 3.1.2.

Theorem 0.2.10 (Theorem 3.4.7). The étale realization functor induces an equivalence

T : Vectφq((OK)∆,OE
,O∆) ≃ Repcris

OE
(GK),

where the target denotes the category of Galois stableOE-lattices in E-crystalline representations
of GK .

As will be explained in §3.4.5 below, by evaluating at a suitable prism in (OK)∆, Theorem
3.1.5 recovers the main equivalence from Kisin–Ren’s work [KR09].

Finally, by combining Theorem 3.1.5 with a key result from [AL23] (generalized to the “OE-
context” in [Ito23]), we deduce the following classification of π-divisible OE-modules over OK .

Theorem 0.2.11 (Theorem 3.4.24). There is a natural equivalence between the category of π-
divisible OE-modules over OK and the category of minuscule Breuil–Kisin modules over SE .

1This is not quite the original definition in [KR09], but can be easily seen to be equivalent to it (see Lemma 3.2.2
below).

2These are called E-typical prisms in [Mar23].
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0.2.3.1 Sketch of the proof of Theorem 3.1.5

Let us now briefly discuss the proof of Theorem 3.1.5. As alluded above, an important observation
is that the condition of being E-crystalline can be characterized in a manner similar to the usual
notion for E = Qp. Namely, there is a natural period ringBcris,E with the property that an E-linear
representation V is E-crystalline if and only if V ⊗E Bcris,E is trivial as a Bcris,E-representation;
see Theorem 3.2.4. Once this is justified, that the étale realization functor is well-defined and
fully faithful can be proved in exactly the same way as [BS23]. For essential surjectivity, we again
follow largely the proof in [BS23]; the main difference here is that instead of invoking the Beilinson
fibre sequence from [AMMN22] for the key descent step, we are able to prove the following more
general result by adapting a key lemma from [DL22].

Proposition 0.2.12 (Theorem 3.4.15). Let (A, (d)) be a transversal OE-prism. Then the base
change

Vectφq(A)[1/π]→ Vectφq(A⟨d/π⟩[1/π])

is fully faithful; here the source denotes the isogeny category of Vectφq(A).

We regard Proposition 3.1.7 as a result of independent interest. For instance, as alluded above,
by specializing to the prism A = ∆OC⊗̂OK

OC
, this recovers (and refines) Proposition 6.10 in

[BS23]. Furthermore, by specializing to a Breuil–Kisin prism (S, I), this recovers the embed-
ding

Vect(φ,N)(S)[1/p] ↪→ Vect(φ,N)(O)

from [Kis06, Lemma 1.3.13] without using Kedlaya’s results on slope filtrations; here O denotes
the ring of functions on the rigid open unit disk over K0.

The proof of Proposition 3.1.7 proceeds by first reducing to the case of finite free modules
(which is the only case we need in proving essential surjectivity). In this case, by working with
matrices for the φq-actions, we reduce to showing that if

dhY = Bφq(Y )C

with h ≥ 0, Y ∈ Md(A⟨d/π⟩) and B,C ∈ Md(A), then Y ∈ Md(A[1/π]). Here the idea is to
approximate d-adically Y by matrices in Md(A). This is possible thanks to the following variant
of [DL22, Lemma 2.2.10] on the contracting effect of the Frobenius on the d-adic filtration on
A⟨d/π⟩.

Lemma 0.2.13 (Lemma 3.4.12). Let (A, (d)) be a transversal OE-prism. Then given any h ≥ 0,

φq(d
mA⟨d/π⟩) ⊆ A+ dm+hA⟨d/π⟩

for all m≫ 0 (depending only on h).

We now detail the organization of the chapter. In Section 3.2, we recall the definition of E-
crystalline representations from [KR09], and then in the appendix, following [FF18, Chapitre 10],
we interpret it in terms of vector bundles on the Fargues–Fontaine curve (Proposition 3.A.13). In
particular, we show that the category of E-crystalline representations of GK is equivalent to the
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category of weakly admissible filtered φq-modules over K, and moreover that being E-crystalline
is equivalent to being Bcris,E-admissible for a natural period ring Bcris,E . In Section 3.3, we adapt
some constructions from [Kis06] to the present context. Next, in Section 3.4, we review briefly the
notion of OE-prisms and define the étale realization functor in Theorem 3.1.2. Full faithfulness
is then addressed in Subsection 3.4.3. Subsection 3.4.4 begins with some further ring-theoretic
properties of transversal prisms, culminating with the proof of Proposition 3.4.15, which is then
used in the proof of essential surjectivity. Finally, in the last two subsections, we briefly discuss
an application of Theorem 3.1.5 to the theory of π-divisible OE-modules over OK as well as its
relation with Kisin–Ren’s classification in [KR09].
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Chapter 1

The Emerton–Gee stack of rank one
(φ,Γ)-modules

1.1 Introduction
Our goal in this chapter is to give a new and simpler proof of the following explicit description of
the Emerton–Gee stack of rank one étale (φ,Γ)-modules, first obtained in [EG23].

Theorem 1.1.1 ([EG23, Prop. 7.2.17]). There is an isomorphism[(
Spf(O[[IabK ]])× Ĝm

)
/Ĝm

]
∼−→ X1,

where, in the formation of the quotient stack, the action of Ĝm is taken to be trivial.

To begin with, we need to construct a morphism between the two given stacks, which we
will then show is an isomorphism. This amounts to extending Fontaines’ construction of Galois
characters from rank one (φ,Γ)-modules to the case of an arbitrary p-complete test ring, and is
reviewed in detail in Section 1.2 below. Now in order to show that the resulting map is indeed
an isomorphism, Emerton and Gee proved a general criterion for a morphism of stacks to be an
isomorphism, and then showed that it indeed applies to the present situation by carefully analyzing
the ramification of certain families of characters valued in Artinian algebras. Although the general
strategy for this last step is standard, the actual argument is rather involved; in particular one needs
to be slightly careful in the case when K is not unramified.

In contrast, our approach avoids the need of such a ramification bound of characters, and in
particular works uniformly for all K. First, by combining a standard inductive argument and the
Herr complex, we show that it is in fact enough to show that the two stacks are isomorphic on
reduced test algebras. For this, it in turn suffices to show that the embedding

urx : [Gm/Gm] ↪→ X1

induced by the universal unramified character is a closed immersion. While one can prove this by
identifying the source with the crystalline substack with Hodge type 0 of the target (using again

20
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a general criterion for a morphism of stacks to be an isomorphism), we are able to give a more
elementary argument (without making use of the existence of the crystalline substacks of X1) as
follows. The key observation is that as crystalline representations (e.g. unramified characters)
are of finite height, the composition [Gm/Gm]

urx−−→ X1 → R1 should factor through the map
C1,0 → R1. Here C1,0 (resp. R1) denotes the stack of Breuil–Kisin modules of height 0 (resp. of
étale φ-modules), and X1 → R1 is the natural map given by “restriction to GK∞ ⊆ GK”. Having
guessed this, we show that there is in fact an isomorphism [Gm/Gm] ≃ C1,0 making the diagram

[Gm/Gm] C1,0

X1 R1

urx

≃

commute. As the right vertical map is known to be proper, and proper monomorphisms are closed
immersions, the result now follows by the usual graph argument.

Remark 1.1.2. The method above is also suited in other situations. For instance, it also applies
to give explicit descriptions of the stacks of rank one étale φ-modules (i.e. in the absence of a
Γ-action), generalizing another result of Emerton–Gee to a large class of coefficient rings; see
Subsection 1.3.3. Furthermore, we expect that the same method also applies in the context of rank
one multivariable (φ,Γ)-modules of Carter–Kedlaya–Zábrádi ([CKZ21]).

Notation 1.1.3. We mostly follow the notation in [EG23]. In particular, we fix a finite extension
K/Qp with residue field k and inertia degree f . Fix also an algebraic closureK ofK, with absolute
Galois group GK , Weil group WK , and inertia group IK . As usual, W ab

K denotes the abelianization
of WK , while IabK denotes the image of IK in W ab

K . We denote by C♭ the tilt of the completion

C := K̂, by Kcyc the cyclotomic Zp-extension of K and by k∞ its residue field. We also fix a
finite extension E/Qp with ring of integers O, which will serve as the base of our coefficients. As
usual, ϖ (resp. F) denotes a uniformizer (resp. the residue field) of O. We will fix throughout an
embedding k ↪→ F.

We refer the reader to [EG23, §2.2] for the definition of the coefficient rings AK,A of our
(φ,Γ)-modules. Finally, as the field K is fixed throughout, we will often drop K from the notation
in what follows.

1.2 (φ,Γ)-modules associated to characters of the Weil group
In this section, we explain how to associate a free étale (φ,Γ)-module of rank 1 to any character
of WK .

First recall the following result of Dee, which is a generalization of Fontaine’s equivalence
between Galois representations on finite Zp-modules and étale (φ,Γ)-modules to the context with
coefficients. For simplicity, we only state the result for Artinian coefficients.
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Theorem 1.2.1 ([Dee01]). LetA be a finite Artinian localO-algebra, and letW (C♭)A := W (C♭)⊗Zp

A. Then the functor
M 7→ TA(M) := (W (C♭)A ⊗AK,A

M)φ=1

defines an equivalence between the category of finite projective étale (φ,Γ)-modules with A-
coefficients, and the category of finite free A-modules with a continuous action of GK .

We want to extend the above construction of rank one étale (φ,Γ)-modules from Galois char-
acters to the case where A is an arbitrary ϖ-adically complete O-algebra. We begin with the case
of unramified characters.

Lemma 1.2.2. Let A be anO-algebra, and let a ∈ A×. Then, up to isomorphism, there is a unique
free étale φ-module Dk,a of rank one over W (k)⊗Zp A with the property that φf = 1⊗ a on Dk,a.

Proof. We need to show that the norm map (W (k)⊗ZpA)
× → A×, x 7→ N(x) := xφ(x) . . . φf−1(x)

is surjective with kernel given by the set {φ(y)/y | y ∈ (W (k) ⊗Zp A)
×}. Since F is assumed

to contain k, O (and hence A) is naturally a W (k)-algebra. In particular, we have an A-algebra
isomorphism W (k) ⊗Zp A →

∏
A, x ⊗ 1 7→ (x, φ(x), . . . , φf−1(x)). The lemma then follows

easily using this isomorphism.

Definition 1.2.3. LetA be aϖ-adically completeO-algebra, and let a ∈ A×. Define AK,A(ura) :=
Dk,a ⊗W (k)⊗ZpA

AK,A. This is a rank one étale (φ,Γ)-module with A-coefficients, where we let φ
act diagonally, and Γ act on the second factor.

Lemma 1.2.4. Let A be a finite Artinian local O-algebra, and let a ∈ A×. Then, under Dee’s
equivalence (1.2.1), AK,A(ura) corresponds to the unramified character ura of GK sending geo-
metric Frobenii to a.

Proof. By definition, the rank one A-representation of GK corresponding to AK,A(ura) is given
by

V := (W (C♭)A ⊗AK,A
AK,A(ura))

φ=1

∼= {hv | h ∈ W (C♭)⊗Zp A such that φ(hv) = hv},

where v is a basis of Dk,a. Assume V has a basis hv with h ∈ W (Fp) ⊗Zp A. We verify that GK

acts on this basis via the unramified character taking geometric Frobenii to a. First, for σ ∈ IK ,
we have σ(hv) = σ(h)v = hv (note that σ(h) = h as h ∈ W (Fp) ⊗Zp A). Now, let σ = φ−1

q be
an arithmetic Frobenius. From the relation φ(hv) = hv and the fact that φf (v) = av, we obtain
σ(h)av = φf (hv) = hv whence σ(hv) = σ(h)v = a−1(hv), as desired.

It remains to find a basis as stated. If A is a field, say A = Fq for some finite extension
Fq/F, this can be done by using the ring isomorphism C♭ ⊗Fp Fq

∼−→
∏

C♭. Indeed, h is a vector
in

∏
C♭ whose coordinates satisfy a finite set of polynomial equations with coefficients in Fp,

so it necessarily lies in
∏

Fp. In general, by factoring A ↠ A/mA as a chain of square-zero
thickenings, we may assume that, for some ideal I with I2 = 0, there is a basis hv of V/IV with
h ∈ W (Fp) ⊗Zp (A/I). Let h ∈ W (Fp) ⊗Zp A be a lift of h. Then φ(hv) = g(hv) for some
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g ∈ 1 +W (Fp) ⊗ I , say g = 1 + g1 ⊗m1 + . . . + gn ⊗mn with gi ∈ W (Fp) and mi ∈ I . For
each i, choose hi ∈ W (Fp) such that φ(hi)− hi = −gi. Let f := 1 + h1 ⊗m1 + . . . hn ⊗mn ∈
1 +W (Fp) ⊗ I . Then φ(f) = f/g, and hence φ(hfv) = hfv. Finally, as (hf)v lifts a basis of
V/IV , it is a basis of V by Nakayama’s lemma.

Recall that Ĝm denotes the ϖ-adic completion of Gm,O. We denote the resulting map Ĝm →
X1, a 7→ AK,A(ura) by urx (where we can think of x as the coordinate on Ĝm = Spf(O[x, x−1])),
and refer to it simply as the universal unramified character1.

We now consider the case of a general character of the Weil group WK . It is convenient to
introduce some notation.

Definition 1.2.5. Let Xan be the functor on ϖ-adically completeO-algebras taking A to the set of
(continuous) characters δ : WK → A×.

As a first remark, we note that fixing a geometric Frobenius σ ∈ GK (or equivalently, an
isomorphism W ab

K
∼= IabK ×Z) is equivalent to fixing an isomorphism of (Noetherian) affine formal

schemes
Xan ≃ Spf(O[[IabK ]])× Ĝm

over Spf(O). Concretely, at the level of A-valued points (with A a ϖ-adically complete O-
algebra), this is given by the assignment (δ : WK → A×) 7→ (δ|IabK , δ(σ)).

In what follows, we will always endow Xan with the trivial action of Ĝm.

Lemma 1.2.6. There is a morphism Xan → X1, δ 7→ AK,A(δ) with the property that for any finite
Artinian O-algebra A, the (φ,Γ)-module AK,A(δ) corresponds, under Dee’s equivalence (1.2.1),
to the character δ.

Proof. Fix a geometric Frobenius σ ∈ GK , and hence an isomorphismXan ∼= Spf(O[[IabK ]])×Ĝm.
For each finite Artinian quotient A of O[[IabK ]], we extend the map IabK → A× to a character
GK → A× by taking σ to 1. Under Dee’s equivalence (1.2.1), this gives rise to a rank one étale
(φ,Γ)-module with A-coefficients, i.e. an object of X1(A). As O[[IabK ]] is the inverse limit of all
such quotients A, we obtain a map Spf(O[[IabK ]]) → X1. We can now define Xan → X1 as the
composite

Xan ∼= Spf(O[[IabK ]])× Ĝm → X1 × Ĝm → X1,

where the last map is given by taking tensor product with the universal unramified character urx.
That the map is compatible with Dee’s equivalence in case of Artinian coefficients follows imme-
diately from construction and Lemma (1.2.4).

It is easy to check that the construction δ 7→ AK,A(δ) is independent on our choice of σ (see
also Remark (1.3.8) below), and that AK,A(δ1δ2) ∼= AK,A(δ1)⊗AK,A

AK,A(δ2) for all δi. Of course,
in case δ = ura is an unramified character, this agrees with the notation introduced earlier. For
a (φ,Γ)-module M with A-coefficients, we set M(δ) := M ⊗AK,A

AK,A(δ), equipped with the
obvious (diagonal) (φ,Γ)-structure.

1Note that the definition given in [EG23, §5.3] of the map urx is slightly incorrect in the sense that it does not
agree with the construction of Dee for Artinian coefficients.
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1.3 Explicit descriptions of the rank one stacks

1.3.1 Statement
Our main result in this text is the following.

Theorem 1.3.1. Let A be a ϖ-adically complete O-algebra. Let M be a rank one étale (φ,Γ)-
module with A-coefficients. Then there exist a unique continuous character δ : WK → A× and a
unique (up to isomorphism) invertible A-module L, such that M ∼= AK,A(δ)⊗A L.

Corollary 1.3.2 ([EG23, Prop. 7.2.17]). The map Xan → X1, δ 7→ AK,A(δ) induces an isomor-
phism [

Xan/Ĝm

]
∼−→ X1.

Proof of Corollary (1.3.2). Since Xan is endowed with the trivial action of Ĝm, the quotient stack
[Xan/Ĝm] is naturally identified with [Spf(O)/Ĝm] ×Spf(O) X

an. In other words, for any ϖ-
adically complete O-algebra A, its groupoid of A-valued points is equivalent to the groupoid of
pairs (L, δ) consisting of an invertible A-module L, and a character δ ∈ Xan(A). Via this identifi-
cation, the map Xan → X1 factors through the map[

Xan/Ĝm

]
→ X1

defined by (L, δ) 7→ AK,A(δ) ⊗A L. The result now follows from Theorem (1.3.1), and the fact
that the automorphism group of any rank one étale (φ,Γ)-module is given simply by the scalars:

AutAK,A,φ,Γ(M) = ((M ⊗M∨)φ,Γ=1)× = (Aφ,Γ=1
K,A )× = A×;

here we have used [EG23, Lem. 2.2.19 and Prop. 2.2.12] for the last equality.

1.3.2 Proof
This subsection is devoted to proving Theorem (1.3.1). In order to streamline the arguments, we
postpone the proof of one key result (Lemma (1.3.6)) to §1.3.2.1 below.

We begin with the uniqueness statement.

Lemma 1.3.3. The uniqueness part of Theorem (1.3.1) holds.

Proof. As (AK,A)
φ=1 = A, we necessarily have L ∼= M(δ−1)φ=1. It remains to show that if

AK,A(δ) ∼= AK,A(δ
′) as (φ,Γ)-modules, then δ = δ′. Using that Xan and X1 are both limit

preserving (this is easy for Xan by its definition; for X1, see [EG23, Lem. 3.2.19]), we may
assume that A is a finite type O/ϖa-algebra for some a ≥ 1. In this case, A embeds naturally
into the product of its Artinian quotients, and so we may assume further that A is a finite Artinian
O-algebra. The lemma now follows since the map δ 7→ AK,A(δ) recovers the equivalence between
rank one étale (φ,Γ)-modules and Galois characters for Artinian coefficients (Lemma (1.2.6)).
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Remark 1.3.4. By Lemma (1.3.3) and the fact that the automorphism group of any rank one (φ,Γ)
module is simply Ĝm, we see that the map [Xan/Ĝm] ↪→ X1 is at least a monomorphism. Showing
that it is in fact essentially surjective (i.e. an isomorphism) is equivalent to showing the existence
part of Theorem (1.3.1).

The next lemma allows us to reduce to the case where our test object A is a reduced F-algebra.

Lemma 1.3.5. If Theorem (1.3.1) holds for reduced finite type F-algebras A, then it holds for any
ϖ-adically complete O-algebra A.

Proof. Let A be an O/ϖa-algebra for some a ≥ 1, and let M be a rank one étale (φ,Γ)-module
with A-coefficients. We want to show that M ∼= AK,A(δ) ⊗A L for some δ and L. As X1 is
limit preserving, we may assume A is of finite type over O/ϖa. We will induct on the nilpotency
index e of the nilradical A◦◦. The case e = 1 is just our assumption. Assume now that e ≥ 2.
Let I := (A◦◦)e−1 and Ā := A/I . By the induction hypothesis, MĀ := M ⊗A Ā has the form
AK,Ā(δ̄) ⊗Ā L̃ for some character δ and some invertible Ā-module L̃. Lifting δ̄ to a character
δ ∈ Xan(A), L̃ to an invertible A-module L (recall that finite projective modules always deform
uniquely through nilpotent thickenings), and replacing M with M(δ−1) ⊗A L

∨, we may assume
that MĀ is trivial. By [EG23, Prop. 5.1.33], the set of isomorphism classes of such M is given by
H1(C•(AK,I)), where C•(AK,I) is the Herr complex of AK,I := IAK,A

∼= (W (k∞) ⊗Zp I)((t)).
Namely, given such M , there is an AK,A-basis v of M so that φ(v) = fv and γ(v) = gv for
some f, g ∈ ker((AK,A)

× → (AK,Ā)
×) = 1 +AK,I , where γ is a fixed topological generator of

ΓK
∼= Zp. The corresponding cohomology class is then given by [(f − 1, g − 1)].
Let (O/ϖa)[I] be the usual square-zero thickening defined by I . Using the above description

in terms of H1(C•(AK,I)), we see that M arises as the base change of some rank one (φ,Γ)-
module with (O/ϖa)[I]-coefficients via the natural map (O/ϖa)[I] → A. Thus we may reduce
to the case A = (O/ϖa)[I]. By writing I as the colimit of its finite sub-O-modules and using
again the fact that X1 is limit preserving, we may assume further that I is finite over O. But
in this case (O/ϖa)[I] is a finite Artinian O-algebra, so we are done by using (again) the fact
that the construction δ 7→ AK,A(δ) recovers the equivalence between Galois representations and
(φ,Γ)-modules for Artinian coefficients.

Lemma 1.3.6. The map urx : Ĝm → X1 induces a closed immersion [Ĝm/Ĝm] ↪→ X1.

The proof of Lemma (1.3.6) takes up §1.3.2.1 below. Armed with this crucial result, we now
finish our proof of Theorem (1.3.1).

Proof of Theorem (1.3.1). It remains to show that the monomorphism [Xan/Ĝm] ↪→ X1 is an iso-
morphism. In view of Lemma (1.3.5), it suffices to show that the induced map between underlying
reduced substacks [

Xan/Ĝm

]
red

↪→ (X1)red

is an isomorphism. As our stacks will all live over Spec(F) in the rest of this proof, we will drop
the subscript F for ease of notation. For each “Serre weight” δ : IabK → F× (recall that F is
assumed to contain k), we abusively denote also by δ a fixed choice of an extension of it to GK .
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By twisting δ : Spec(F) → Xan by unramified characters, we obtain a map Gm → Xan. The
induced map

∐
δ Gm → (Xan)red is then easily seen to be an isomorphism. In particular, we have

an isomorphism
∐

δ[Gm/Gm]
∼−→ [Xan/Ĝm]red. Thus, it suffices to show that the map∐

δ

[Gm/Gm] ↪→ (X1)red

is an isomorphism. Of course, by construction the component [Gm/Gm] → (X1)red indexed by
δ is just obtained by twisting the residual gerbe [Spec(F)/Gm] ↪→ (X1)red associated to δ by
unramified characters. In particular, for δ = 1, we recover the map [Gm/Gm] ↪→ (X1)red induced
by the universal unramified character urx.

By Lemma (1.3.6), this last map is a closed immersion. After twisting by δ, we see that the
same is true of the map [Gm/Gm] ↪→ (X1)red indexed by δ. As any character δ : GK → F

×
p is

an unramified twist of exactly one of the δ, it is now straightforward (see Lemma (1.3.7) below) to
deduce that the map

∐
δ[Gm/Gm] ↪→ (X1)red is indeed an isomorphism, as desired.

Lemma 1.3.7. Let Z be a reduced algebraic stack locally of finite type over a field k. Let
Z1, . . . ,Zn be a family of closed algebraic substacks of Z with the property that every k̄-point
of Z factors through exactly one of the Zi. Then the natural map

∐
iZi → Z is an isomorphism.

Proof. As usual, we denote by |Z| the underlying topological space of Z , and similarly for |Zi|.
We first show that |Z| =

∐
i |Zi| set-theoretically. Let Z ′ be the scheme-theoretic image of the

map
∐

iZi → Z . Then Z ′ is a closed algebraic substack of Z with Z ′(k̄) = Z(k̄). Since Z is
reduced, this forcesZ ′ = Z (this can be checked after passing to a smooth cover ofZ by a reduced
scheme, where the result is standard). In particular, we have |Z| = |Z ′|. As |Z ′| is the closure
of

⋃
i |Zi| in |Z| (cf. [Sta23, Tag 0CML]), and each |Zi| is a closed subset of |Z|, we see that

|Z| =
⋃

i |Zi|. Now for each i ̸= j, Zi ×Z Zj is an algebraic stack locally of finite type over k
with (Zi ×Z Zj)(k̄) = ∅ by our assumption. This forces |Zi| ∩ |Zj| = |Zi ×Z Zj| = ∅. Thus we
have a disjoint decomposition |Z| =

∐
i |Zi|, and hence each |Zi| is also an open subset of |Z|.

Let Ui be the unique open substack of Z with underlying space |Ui| = |Zi| (cf. [Sta23, Tag 06FJ]).
In particular, we have a decomposition Z =

∐
i Ui into open substacks. Now for each i, the map

Zi ↪→ Z necessarily factors through a closed immersion Zi ↪→ Ui. Since Ui is reduced (being
an open substack of Z) and |Zi|

∼−→ |Ui| by construction, this closed immersion is necessarily an
isomorphism.

Remark 1.3.8. Assume f : Xan → X1 is a morphism of stacks over Spf(O) with the property that
f(δ) ∼= AK,A(δ) for all characters δ valued in a finite Artinian O-algebra. We claim that in fact
f(δ) ∼= AK,A(δ) everywhere, or equivalently, that the map g : Xan → X1, δ 7→ f(δ)AK,A(δ)

−1

satisfies g(δ) ∼= AK,A for any δ. Indeed, by [EG23, Lem. 7.1.14], our assumption on f implies that
g factors through the closed immersion [Spf(O)/Ĝm] ↪→ X1 (induced by the map Spf(O) ↪→ Xan

classifying trivial characters). It therefore suffices to show that any map Xan → [Spf(O)/Ĝm] is
“trivial”, i.e. that any line bundle on the Noetherian affine formal scheme Xan is trivial. For this, it
suffices to check the same result for the underlying reduced subscheme (Xan)red. But we have seen
that (Xan)red is just a disjoint union of finitely many copies of Gm,F = Spec(F)[x, x−1], and hence

https://stacks.math.columbia.edu/tag/0CML
https://stacks.math.columbia.edu/tag/06FJ
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(as F[x, x−1] is a PID), we have the claimed result. Thus we see that there is a unique functorial
way to extend the construction δ 7→ AK,A(δ) appearing in Dee’s equivalence (1.2.1) from Artinian
coefficients to all ϖ-adically complete O-algebras A.

1.3.2.1 Proof of Lemma (1.3.6)

First proof of Lemma (1.3.6). As in Remark (1.3.4), the map urx : Ĝm → X1 induces a monomor-
phism

urx : [Ĝm/Ĝm] ↪→ X1.

(More formally, this map is given by composing the monomorphism [Xan/Ĝm] ↪→ X1 with the
closed immersion [Ĝm/Ĝm] ↪→ [Xan/Ĝm] induced by the closed immersion Ĝm ↪→ Xan classi-
fying unramified characters.) We want to show that this is in fact a closed immersion. As proper
monomorphisms are closed immersions, it suffices to show that urx is (representable by algebraic
spaces and) proper. Note also that it suffices to work over O/ϖa for some a ≥ 1 (for our proof of
Theorem (1.3.1) it suffices to take a = 1, but this will not simplify the argument).

Let C1,0 be the stack of rank 1 projective Breuil–Kisin modules over SA of height at most 0
(in the terminology of [EG23]). Concretely, objects of C1,0 are rank 1 projective SA-modules M
equipped with an isomorphism φ∗M ≃M; here SA denotes the ring (W (k)⊗Zp A)[[t]], equipped
with the A-linear Frobenius φ taking t 7→ tp (and restricting to the natural Frobenius on W (k)).
Let R1 be the the corresponding stack of rank 1 projective étale φ-modules over OE,A, where
OE,A := SA[1/t]. Our strategy is to relate urx to the natural map C1,0 → R1,M 7→ M[1/t],
which is known to be proper. Intuitively, as the source of urx classifies unramified characters,
and as crystalline representations (e.g. unramified characters) are of finite height, it is natural to
guess that the composition [Gm/Gm]

urx−−→ X1 → R1 factors through the map C1,0 → R1. Here
X1 → R1 is the natural map given by “restriction to GK∞ ⊆ GK”, where K∞ := K(π1/p∞) for a
compatible system π1/p∞ of p-power roots of some fixed uniformizer π of K (see [EG23, §3.7]).
We claim that this is indeed the case. More precisely, we will show that there is an isomorphism
[Gm/Gm] ≃ C1,0 making the diagram

[Gm/Gm] C1,0

X1 R1

urx

≃

(1.3.8.1)

commute. Indeed, as finite projective modules over SA are Zariski locally free on Spec(A) (see
e.g. [EG21, Prop. 5.1.9]), we see that

C1,0 ≃ [LG+/φ]

where LG+ denotes the functor A 7→ S×
A and the quotient /φ is via the action of LG+(A) on

itself by φ-twisted conjugation: g · M := gMφ(g)−1. We have SA = (W (k) ⊗Zp A)[[t]] ≃∏
0≤j≤f−1A[[t]], x⊗ a 7→ (φj(x)a)j . Under this identification, the action of φ on SA is given by

φ : (hj)j 7→ (φ(hj+1))j; here we also denote by φ the A-linear action on A[[t]] taking t 7→ tp. It is
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then easy to see that the map
∏

j A[[t]]
× → A[[t]]×, (hj)j 7→

∏
j φ

j(hj) induces an equivalence of
groupoids

LG+(A)/φ ≃ A[[t]]×/φf .

Now since A[[t]]× = A× × (1 + tA[[t]]) and elements in 1 + tA[[t]] are “killed” in the quotient
/φf (given any h ∈ 1 + tA[[t]], the series g :=

∏
n≥0 φ

fn(h) ∈ 1 + tA[[t]] is well-defined and
satisfies h = g/φf (g)), we obtain A[[t]]×/φf ≃ A×/A× with A× acting trivially on itself, whence
C1,0 ≃ [Gm/Gm]. Unwinding definitions, one checks that a quasi-inverse is given by a ∈ A× 7→
Dk,a ⊗W (k)⊗ZpA

SA, where Dk,a is the rank one φ-module from Lemma (1.2.2). This description
also implies that the diagram (1.3.8.1) commutes (again by unwinding definitions), as claimed.

In conclusion, we deduce that the composition [Gm/Gm]
urx−−→ X1 → R1 is proper by [EG21,

Thm. 5.4.11 (1)]2. As the diagonal of the second map is a closed immersion by [EG23, Prop.
3.7.4], the usual graph argument shows that the first map is proper, as wanted.

The following proof was actually our first approach; it is somewhat more complicated than the
previous proof in that it makes use of the existence of a certain crystalline substack of X1.

Second proof of Lemma (1.3.6). We want to show that the monomorphism urx : [Ĝm/Ĝm] ↪→ X1

is a closed immersion. First recall that by [EG23, Thm. 4.8.12], X1 admits a closed O-flat p-adic
formal algebraic substack X ur

1 , which is uniquely characterized by the property that, for any finite
flat O-algebra Λ, X ur

1 (Λ) is the subgroupoid of X1(Λ) consisting of characters GK → Λ× which
are (after inverting p) crystalline of Hodge–Tate weights 0, or equivalently, unramified characters
GK → Λ×. (Note that we are free to enlarge the field of coefficients E; in particular we may
assume that it contains the Galois closure of K so that the running assumption of [EG23, Thm.
4.8.12] is satisfied.) We will show that the map urx factors through an isomorphism [Ĝm/Ĝm] ≃
X ur

1 , proving the lemma. Before continuing, we note that here it will be crucial to work directly
over O (as opposed to the previous proof where we work modulo ϖa for some a ≥ 1).

We begin by showing that urx factors through the closed substack X ur
1 , or equivalently, that the

closed immersion
X ur

1 ×X1 [Ĝm/Ĝm] ↪→ [Ĝm/Ĝm]

is an isomorphism. As the target is a p-adic formal algebraic stack of finite type and flat over
Spf(O) (since it admits a smooth cover by the p-adic formal algebraic space Ĝm, which is of finite
type and flat over Spf(O)), it follows from [LLLM23, Lem. 7.2.6 (3)] that it suffices to show that
for any morphism Spf(Λ)→ [Ĝm/Ĝm] whose source is a finite flat O-algebra (endowed with the
p-adic topology), the composite Spf(Λ)→ [Ĝm/Ĝm] ↪→ X1 factors through X ur

1 . This is clear as
[Ĝm/Ĝm](Λ) is also equivalent (via the monomorphism [Ĝm/Ĝm] ↪→ X1) to the subgroupoid of
X1(Λ) consisting of unramified characters GK → Λ×.

2In this context (of usual Breuil–Kisin modules), a similar properness is first proved in [PR09, Cor. 2.6]. Note
however that the definition of étale φ-modules in [EG21] (and [EG23]) is slightly less restrictive than that in [PR09]:
namely, in loc. cit., the authors demand furthermore that such a module M is free fpqc locally on Spec(A). In the
rank 1 case, it follows a posteriori from the explicit description in Corollary (1.3.12) below that this local freeness is
a consequence of M being projective (and even holds Zariski locally), and hence the two definitions yield the same
stack; in general we do not know whether or not this is true.
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It remains to show that the induced monomorphism

[Ĝm/Ĝm] ↪→ X ur
1 .

is in fact an isomorphism. As the source and target are both p-adic formal algebraic stacks which
are of finite type and flat over Spf(O), and moreover X ur

1 is analytically unramified by Lemma
(1.3.10) below, it suffices, by [LLLM23, Lem. 7.2.6 (1)], to check that the above map induces an
isomorphism on any finite flat O-algebra Λ. This follows again from the fact that both sides admit
the same moduli description (namely, as unramified characters) on these points.

The following lemma is presumably standard, but for lack of a reference, we include a proof
here.

Lemma 1.3.9. Let X be a p-adic formal algebraic stack locally of finite type over Spf(O). If X
admits reduced Noetherian versal rings at all finite type points, then X is (residually Jacobson
and) analytically unramified in the sense of [Eme, Rmk. 8.23].

Proof. Let X ′ be the associated reduced formal algebraic substack of X , as defined in [Eme, Ex.
9.10]. We claim thatX ′ is analytically unramified. Choose a smooth (in particular, representable by
algebraic spaces) surjection

∐
i Spf(Bi) → X where each Bi is a p-adically complete O-algebra.

By construction of X ′, we know that the base change X ′ ×X Spf(Bi) is identified with Spf(Bi)red
(see [Eme, Ex. 9.10]), and furthermore that each Spf(Bi)red is analytically unramified (e.g. by
[Eme, Cor. 8.25], applied to the finite type adic map Spf(Bi)red → Spf(O)). As X ′ receives a
smooth surjection from the disjoint union

∐
i Spf(Bi)red of analytically unramified affine formal

algebraic spaces, it is analytically unramified by definition.
We now show that the closed immersion X ′ ↪→ X is in fact an isomorphism (this will imply

that X is analytically unramified, as desired). As this can be checked at the level of Artinian points
(e.g. by [EG23, Lem. 7.1.14]), it in turn suffices to work with versal rings. More precisely, let
x ∈ X (A) be a point valued in a finite Artinian local O-algebra A. By assumption, X admits a
reduced Noetherian versal ring Spf(B) at the finite type point induced by x. By versality, the map
x : Spec(A) → X factors through Spf(B) → X , so it suffices to show that the latter map factors
through X ′. Choose a smooth cover

∐
i Spf(Bi) → X as before. It suffices to show that each

base change Spf(B)×X Spf(Bi)→ Spf(Bi) factors through Spf(Bi)red, which in turn will follow
once we show that given any smooth morphism Spf(C) → Spf(B) ×X Spf(Bi), the composite
Spf(C)→ Spf(B)×X Spf(Bi)→ Spf(Bi) factors through Spf(Bi)red. As any ring map from Bi

to a reduced ring necessarily factors through (Bi)red, it suffices to show that C is reduced. As B
is complete local Noetherian and reduced, it is analytically unramified by definition. The upshot
is that we have a smooth morphism Spf(C) → Spf(B) whose target is analytically unramified
(and residually Jacobson, as (Spf(B))red = Spec(B/mB) is just a point). It then follows from
[Eme, Lem. 8.20] that the source Spf(C) is also analytically unramified, and in particular that C
is reduced, as required.

Lemma 1.3.10. The stack X ur
1 is analytically unramified.

Proof. This follows from Lemma (1.3.9), [EG23, Prop. 4.8.10] and [Kis08, Thm. 3.3.8].
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1.3.3 The case of étale φ-modules
We end this note by briefly explaining how our method can also be used to give explicit descriptions
of the stacks of rank one étale φ-modules (i.e. in the absence of a Γ-action), generalizing [EG23,
Prop. 7.2.11] to a large class of coefficient rings. We will put ourselves in the context of Situation
2.2.15 in [EG23]. Namely, fix a finite field k ≃ Fpf and write A+ := W (k)[[t]]. Let A be the
p-adic completion of A+[1/t]. Let φ : A → A be a ring map lifting the Frobenius modulo p (we
do not assume that φ preserves the subring A+). We note that φ necessarily induces the natural
Frobenius on W (k). If A is a p-adically complete Zp-algebra, we write A+

A := (W (k)⊗Zp A)[[t]]
and let AA be the p-adic completion of A+

A[1/t], equipped with the A-linear extension of φ. Let
R1 denote the stack of rank 1 projective étale φ-modules over AA, as defined in [EG23, §3.1] (we
continue to assume that the coefficient ring O is large enough so that k ↪→ F). By Wk((t)) (resp.
Gk((t))), we will mean the Weil group (resp. the Galois group) of the local field k((t)).

Proposition 1.3.11. There is a natural isomorphism[
Xan

k((t))/Ĝm

]
∼−→ R1;

here Xan
k((t)) denotes the functor on p-adically complete O-algebras taking A to the set of contin-

uous characters δ : Wk((t)) → A×, and in the formation of the quotient stack, the Ĝm-action is
taken to be trivial.

Proof. Since the proof is very similar to that of Theorem (1.3.1), we will content ourselves with
indicating the main steps.

• Recall firstly that Dee’s equivalence (1.2.1) also admits a variant for étale φ-modules: if
A is a finite Artinian O-algebra, then there is a natural equivalence from the category of
finite projective étale φ-modules over AA, to the category of finite free A-modules with a
continuous action of Gk((t)) (see [Dee01, Thm. 2.1.27]).

• Construct a map Xan
k((t)) → R1, δ 7→ AA(δ) extending Dee’s equivalence from Artinian

coefficients to all p-adically completeO-algebras A; the main point is again the construction
of the universal unramified character, which can be done similarly as in Definition (1.2.4)
(namely, given a ∈ A×, we define AA(ura) := Dk,a ⊗W (k)⊗ZpA

AA, where Dk,a is the
φ-module from Lemma (1.2.2)).

• Show that the automorphisms of a rank one étale φ-modules are simply the scalars. This
amounts to showing that (AA)

φ=1 = A for any O/ϖa-algebra A. The case a = 1 is clear as
then φ(t) = tp. The general case then follows easily from this by dévissage.

Combining with the previous item, one obtains a natural monomorphism

[Xan
k((t))/Ĝm] ↪→ R1, (1.3.11.1)

which we want to show is an isomorphism.
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• Reduce to proving essential surjectivity of (1.3.11.1) for reduced test rings. The proof is
similar to that of Lemma (1.3.5), except that we have to be slightly more careful as we do
not know a priori if R1 is limit preserving in general (recall that we do not assume that A+

is φ-stable). To overcome this, the idea is to reduce first to the case A is an F-algebra by
mimicking the argument there for the ideal ϖA. Note that the set of isomorphism classes of
objects in R1(A) lifting the trivial object in R1(A/I) (I being a square-zero ideal) is now
given by AI/(φ − 1), or more precisely, by H1 of the complex [AI

φ−1−−→ AI ] (concretely,
any such object admits an AA-basis v so that φ(v) = fv for some f ∈ ker(A×

A → A×
A/I) =

1 + AI ; the corresponding cohomology class is then given by [f − 1]). Again, here we
cannot immediately reduce to the case where I is a finiteO-module as in the proof of Lemma
(1.3.5). Instead, we will show directly that if ϖI = 0 (which is the only case that we need),
then AI/(φ − 1) = lim−→AIi/(φ − 1) where {Ii} is the system of the finite sub-F-modules
of I . As k ⊗Fp F ≃

∏
F, we have AI/(φ − 1) ≃ I((t))/(φf − 1) (here φ(t) = tp

as ϖI = 0). As elements in tI[[t]] are killed in the quotient (given h ∈ tI[[t]], the series
g :=

∑
n≥0 φ

fn(h) ∈ tI[[t]] is well-defined and satisfies h = (1−φf )(g)), it suffices to prove
the analogous claim for I[1/t], which is obvious (as we are working with polynomials, as
opposed to (infinite) series). Finally, over F, the subring A+ is φ-stable (as φ(t) = tp), and
we can invoke [EG21, Thm. 5.4.11 (3)] to deduce that (R1)F is limit preserving, and hence
reduce to the case A is a finite type F-algebra. We now run the same argument, but for the
(nilpotent) ideal A00.

• By the previous item, it suffices to show that the map (1.3.11.1) induces an isomorphism on
underlying reduced substacks. Again as there are only finitely many mod p characters of
Gk((t)) up to unramified twist, we are reduced to showing that the map

[Gm/Gm]F ↪→ (R1)F (1.3.11.2)

induced by the universal unramified character is a closed immersion (see Lemma (1.3.7)).
Again, over F, the subring A+ is φ-stable (this is automatic in our first proof of Lemma
(1.3.6)), and we can invoke [EG21, Thm. 5.4.11 (1)] to see that the natural map C1,0 → R1

is proper, where the source denotes the stack (over F) of rank 1 projective φ-modules over
A+

A of height at most 0. The rest of the proof is now as before: namely, we show that
the map (1.3.11.2) factors as [Gm/Gm]

≃−→ C1,0 → R1 with the first map being given by
a ∈ A× 7→ Dk,a ⊗W (k)⊗ZpA

A+
A.

Specializing to the case A = AK , and combing with the Fontaine–Wintenberger isomorphism
GKcyc ≃ Gk∞((t)) (which restricts to an isomorphism of Weil subgroups), we recover the following
result.

Corollary 1.3.12 ([EG23, Prop. 7.2.11]). There is an isomorphism[(
Spf(O[[IabKcyc

]])× Ĝm

)
/Ĝm

]
∼−→ RK,1

(again, in the formation of the quotient stack, the Ĝm-action is taken to be trivial).
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Chapter 2

Moduli stacks of Lubin–Tate (φ,Γ)-modules

2.1 Introduction

Let K/Qp be a finite extension with algebraic closure K. A basic idea in p-adic Hodge theory
is to consider “deeply ramified” subextensions K ⊆ K∞ ⊆ K which encodes most interesting
ramifications of K/K, yet whose Galois group is simply enough to control. When K∞/K is the
cyclotomic extension, this idea was realized in [Fon90], where Fontaine introduced the notion of
étale (φ,Γ)-modules, and showed that they are naturally equivalent to continuous representations
of GK on finite Zp-modules. Since its introduction, the concept of (φ,Γ)-modules has proved to
be a very powerful tool in the study of p-adic Galois representations.

In [EG23], Emerton and Gee define and study stacks which interpolate Fontaine’s (φ,Γ)-
modules in families. More precisely, for each integer d ≥ 1, they consider the stack Xd over
SpfZp whose groupoid of A-valued points, for any p-adically complete Zp-algebra A, is given by
the groupoid of rank d projective étale (φ,Γ)-modules with A-coefficients. The geometry of Xd

has been studied extensively in [EG23]. In particular, the authors show that Xd is a Noetherian
formal algebraic stack, and moreover, its underlying reduced substack is an algebraic stack of fi-
nite type over Fp, whose irreducible components admit a natural labelling by Serre weights. The
stack Xd is also expected to play a critical role in the emerging categorical p-adic local Langlands
program (cf. [EGH22]).

With an eye toward realizing a p-adic local Langlands correspondence for fields other than
Qp, there has been a growing interest in studying the analogue of Fontaine’s notion in which the
cyclotomic extensionK∞/K is replaced by a Lubin–Tate extension (in what follows, we will often
refer to these objects simply as Lubin–Tate (φ,Γ)-modules). We will not try to survey these results,
but instead refer the reader, for instance, to [KR09], [Sch17], and [KV22].

The goal of this chapter is to extend the aforementioned construction of Emerton–Gee to the
Lubin–Tate setting. Before stating our main results, we need to introduce some notation. Let
π ∈ K be a fixed uniformizer, and let Fϕ be a Lubin-Tate group for π, with Frobenius power series
ϕ(T ) ∈ OK [[T ]]. The corresponding ring map OK → End(Fϕ) is denoted by a 7→ [a](T ); in
particular [π](T ) = ϕ(T ). Let K∞/K be the extension generated by the torsion points of Fϕ and
let χ : Γ := Gal(K∞/K)

∼−→ O×
K be the resuting Lubin–Tate character. For the purpose of this
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introduction, we simply let

AK := ̂OK((T )) =

{∑
n∈Z

anT
n | an ∈ OK and an → 0 as n→ −∞

}
,

where the hat denotes π-adic completion. The ring AK is further endowed with a Frobenius
φq : f(T ) 7→ f([π](T )) and an action of Γ given by (g, f(T )) 7→ f([χ(g)](T )) for g ∈ Γ; as the
notation suggests, φq is a lift of the q-power Frobenius modulo π. An étale (φq,Γ)-module (over
AK) is then, by definition, a finite AK-module endowed with commuting continuous semilinear
actions of φq and Γ such that the linearization of φq an isomorphism. There is again a natural
equivalence between étale (φq,Γ)-modules and representations ofGK on finiteOK-modules. (One
can be slightly more general by allowing also representations onOF -modules with F being a finite
subextension of K/Qp. See Section 2.2 below.)

Fix now an integer d ≥ 1. By definition, our stack X LT
K,d takes a π-adically complete OK-

algebra A to the groupoid of rank d projective étale (φq,Γ)-modules over AK,A := AK⊗̂OK
A.

Theorem 2.1.1 (Proposition 2.3.24). X LT
K,d is a limit preserving Ind-algebraic stack over SpfOK ,

with finitely presented affine diagonal.

The proof of Theorem 2.1.1 follows closely the argument used in [EG23] for the stack X EG
K,d of

rank d projective cyclotomic étale (φ,Γ)-modules. Namely, we will deduce the claimed properties
for X LT

K,d from the corresponding properties of the stack of étale φq-modules.
The next result gives a comparison between X LT

K,d and the stack X EG
K,d in [EG23].

Theorem 2.1.2 (Corollary 2.4.2). There is an isomorphism

X LT
K,d

∼−→ X EG
K,d.

The proof proceeds by using the descent results in [EG23] to reduce the statement to a com-
parison between étale φp-modules over W (C♭)⊗̂ZpA and étale φq-modules over WOK

(C♭)⊗̂OK
A.

As a consequence of Theorem 2.1.2 and the results in [EG23], we deduce the following refine-
ment of Theorem 2.1.1 regarding the geometry of the stack of X LT

K,d.

Corollary 2.1.3 (Corollary 2.4.3). X LT
K,d is a Noetherian formal algebraic stack over SpfOK . The

underlying reduced substack X LT
d,red is an algebraic stack of finite presentation over F. Moreover,

the irreducible components of X LT
d,red admits a natural labeling by Serre weights.

We also introduce a version of the Herr complex ([Her98]) in the Lubin–Tate setting with
coefficients, and give a new proof of the fact that this complex computes Galois cohomology
(Theorem 2.4.15). We refer the reader to Subsection 2.4.2 for the definition of this complex.
Finally, by using again the above comparison (Theorem 2.1.2), we are able to deduce the following
result, which may be of independent interest.

Theorem 2.1.4 (Theorem 2.4.12). Let A is a finite type π-nilpotent OK-algebra, and let M be
a finite projective étale (φq,Γ)-module with A-coefficients. Then the Lubin–Tate Herr complex
associated to M is a perfect complex of A-modules, whose formation commutes with arbitrary
finite type base change in A.
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2.2 Generalities on φq-modules

2.2.1 Setup

Fix a complete algebraic closure C := Q̂p of Qp. All algebraic extensions of Qp will be regarded
as subfields of C. Let F/Qp be a finite extension with ring of integersOF , uniformizer πF , residue
field k of cardinality q.

Let ϕ ∈ OF [[T ]] be a Frobenius power series for π (i.e. ϕ(T ) ≡ πT mod T 2 and ϕ(T ) ≡
T q mod π) and let Fϕ be the corresponding Lubin-Tate formal group law over OF . As usual,
denote by [·]ϕ : OF → EndOF

(Fϕ) the unique ring homomorphism satisfying [a]ϕ(T ) ≡ aT mod
T 2 for all a ∈ OF , and [π]ϕ = ϕ. We have a natural OF -module structure on mF given by
x + y := Fϕ(x, y) and a.x := [a]ϕ(x) for x, y ∈ mF and a ∈ OF . Let Fn := F (Fϕ[π

n]) be the
field obtained by adjoining to F all the πn-torsion points of mF , and set F∞ :=

⋃
n≥0 Fn (note that

the extensions Fn/F (and hence F∞/F ) only depend on π and not on the choice of ϕ).
We write χ : GF ↠ Γ̃F

∼−→ O×
F for the Lubin-Tate character associated to F , where Γ̃F :=

Gal(F∞/F )
1. We also let TFϕ := lim←−n

Fϕ[π
n] be the Tate module of F . This is a free OF -

module of rank 1. We have a GF -equivariant map ι : TFϕ → O♭
F̂∞
⊆ O♭

C given by mapping
v = (v0, v1, . . .) ∈ TFϕ to ι(v) := (v0 mod π, v1 mod π, . . .). This map is indeed well-defined,
since O♭

C is naturally identified with lim←−x 7→xq
OC/π, and if [π](vi+1) = vi, then vqi+1 ≡ vi mod π

by the defining property of ϕ. Note also that the image of ι is in fact contained in the maximal
ideal m

F̂∞
♭ (see [Sch17, Rem. 2.1.1]).

Finally, if K is a finite extension of F , we let Kn := KFn, K∞ := KF∞, and Γ̃K :=
Gal(K∞/K).

2.2.2 Rings

We now introduce the various coefficient rings for our Lubin–Tate (φq, Γ̃K)-modules. In what fol-
lows, WOF

(A) := W (A)⊗W (Fq)OF will denote the ring of ramified Witt vectors with coefficients
in a perfect Fq-algebra A. We also denote by φq the natural Frobenius on WOF

(A) (induced by
functoriality and the q-power Frobenius on A).

Lemma 2.2.1. There is a unique set-theoretic map {·} : mC♭ → WOF
(O♭

C) lifting the inclusion
mC♭ ⊆ O♭

C, such that [π]ϕ({x}) = φq({x}) for all x ∈ mC♭ . Moreover, {·} respects the action of
GF (where GF acts on WOF

(O♭
C) by functoriality), and

(i) For all a ∈ OF and v ∈ TFϕ, the series [a]ϕ({ι(v)}) converges and we have [a]ϕ({ι(v)}) =
{ι(av)}.

(ii) The action of GF on {ι(TFϕ)} ⊆ WOF
(O♭

C) factors through Γ̃F and for g ∈ Γ̃F

[χ(g)]ϕ({ι(v)}) = {ι(gv)} = {g · ι(v)} = g · {ι(v)}.
1There is a slight conflict with the notation Γ used in the Introduction; this is however to make it compatible with

those in [EG23]. We hope that this won’t cause any confusion.
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.

Proof. This is [Col02, Lem. 9.3]. Concretely, the map x 7→ {x} is given by

{x} := lim
n
[πn]ϕ([x

q−n

])

(recall that we always endow WOK
(O♭

C) with the weak topology, i.e. the (π, u)-adic topology,
where u ∈ C♭ is an arbitrary pseudo-uniformizer). (Strictly speaking, unlike loc. cit., here {·}
is only defined on mC♭ . This is because we are not assuming that ϕ is actually a polynomial;
consequently, restricting the domain to mC♭ is necessary to ensure that the limit defining {x}
indeed exists. See [Sch17, Lem. 2.1.11] and the surrounding material.)

We begin with the case where K = F . Let v ∈ TFϕ be an OF -generator. There is an
embedding k[[T ]] ↪→ O♭

F̂∞
⊆ O♭

C sending T 7→ ι(v), whose image is identified with the ring of
integers of the imperfect norm field E′

F := XF (F∞) (cf. [Win83, §2]) via a canonical embedding

XF (F∞) ↪→ F̂∞
♭
⊆ C♭ (this embedding identifies the target with the completion of the perfect

closure of the source, see [Win83, Cor. 4.3.4]). Since {ι(v)} is a lift of ι(v) by construction, we
obtain an embedding

OF [[T ]] ↪→ WOF
(O♭

F̂∞
) ⊆ WOF

(O♭
C)

sending T 7→ {ι(v)} (the source being endowed with the (π, T )-topology, and the target with its
weak topology), which extends further to a map

ÔF ((T )) ↪→ WOF
(F̂∞

♭
) ⊆ WOF

(C♭),

whose image we denote by A′
F (where the hat denotes the π-adic completion). It is a complete

discrete valuation ring with uniformizer π and residue field XF (F∞) ∼= k((T )), which is in fact
independent on the choice of v ∈ TFϕ ([Sch17, Rem. 2.1.17]). By Lemma 2.2.1, A′

F are stable by
φq and by the natural action of GF on WOF

(O♭
C). Moreover, the GF -action on A′

F factors through
Γ̃F .

To summarize, A′
F is (φq, Γ̃F )-equivariantly isomorphic to the ring

ÔF ((T )) ∼=

{∑
n∈Z

anT
n | an ∈ OF and an → 0 as n→ −∞

}
,

where the actions of φq and Γ̃F on the latter ring are given by φq : f(T ) 7→ f([π]ϕ(T )) and
g : f(T ) 7→ f([χ(g)]ϕ(T )) for g ∈ Γ̃F .

We now return to the case of a general finite extension K/F . Since K∞ = KF∞ by definition,
the norm field E′

K := XK(K∞) associated to the extension K∞/K is a finite separable extension
of E′

F (despite the notation, the field XK(K∞) depends only on K∞ and not on K itself, see
[Win83, Rem. 2.1.4]). As B′

F := A′
F [1/p] is a discrete valued field with uniformizer π and

residue field E′
F , it follows that there is a unique finite unramified extension of B′

F contained in
the fieldW (C♭)[1/p] with residue field E′

K . We denote this extension by B′
K , and by A′

K its ring of
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integers, or equivalently, A′
K := B′

K ∩W (C♭). Thus, we see that A′
K is a discrete valuation ring,

admitting π as a uniformizer, and that A′
K/πA

′
K = E′

K . In order to emphasize the dependence
on F , we will sometimes denote A′

K by A′
K|F , and similarly for the related notation. There is

a natural lift of the q-power Frobenius φq from E′
K to AK . Furthermore the action of Γ̃K on

E′
K = XK(K∞) induces an action of Γ̃K on A′

K , and this action commutes with that of φq.
As in [EG23, §2.1.9], it will be convenient for us to introduce a variant of the ring A′

K . Let
∆K be the torsion subgroup of Γ̃K . As Γ̃K can be identified with an open subgroup of O×

F (via the
Lubin–Tate character), we have an isomorphism Γ̃K

∼= ΓK ×∆K , where ΓK
∼= Z

⊕[F :Qp]
p . We now

let AK := (A′
K)

∆
K .

Lemma 2.2.2. AK is again is a complete discrete valuation ring with uniformizer π and residue
field EK := (E′

K)
∆K .

Proof. Only the statement on residue field needs a proof. We claim that Γ̃K (hence ∆K) acts
faithfully on E′

K (hence on A′
K). Equivalently, we need to show that if g ∈ GK acts trivially on

E′
K , then necessarily g ∈ GK∞ . Indeed, in this case we can view g as an element in GE′

K
. We

can then find some g′ ∈ GK∞ which maps into g under the Fontaine–Wintenberger isomorphism
GK∞

∼−→ GE′
K

. This means that the actions of g and g′ on (E′
K)

sep agree. As (E′
K)

sep is dense in
C♭ (cf. [Sch17, Prop. 1.4.27]), they in fact agree on C♭, hence g = g′ ∈ GK∞ , as claimed. (We
can also prove the claim by first reducing to the case K = F , and then use the explicit description
of E′

F as E′
F = k((ι(v)), where recall that v is a generator of the Tate module TFϕ.)

It now follows from Artin’s lemma in Galois theory that A′
K is finite free of rank #∆K over

AK = (A′
K)

∆K (e.g. after passing to their fraction fields). In particular, the same is true for the
induced extension of residue fields. Similarly, we see that E′

K has degree #∆K over (E′
K)

∆K =:
EK , and so the latter must coincide with the residue field of AK = (A′

K)
∆K .

Clearly, AK is φq-stable and equipped with an induced action of ΓK = Γ̃K/∆K . We let
BK := AK [1/π] be its fraction field, so that BK = (B′

K)
∆K .

If T ′
K is any lift of a uniformizer of E′

K to A′
K , then there is an identification ̂WOF

(k′∞)((T ′
K))

∼−→
A′

K (again the hat denotes the π-adic completion), where k′K,∞ denotes the residue field of K∞.

Similarly, for any lift TK of a uniformizer of EK , we have an isomorphism ̂WOF
(kK,∞)((TK))

∼−→
AK , where kK,∞ denotes the residue field of the subfield of K∞ corresponding to the subgroup
∆K ⊆ Γ̃K .

In general, it seems difficult to explicitly write down formulas for the actions of φq and Γ̃K on
A′

K . This is possible however in the case where K is unramified over F (equivalently, K = K0F ).
Indeed, we claim that in this case the element ι(v) defined earlier is also a uniformizer of E′

K . We
have seen that it is a uniformizer of E′

F , hence it suffices to show that E′
K is unramified over E′

F ,
which is true because [E′

K : E′
F ] = [K∞ : F∞] = [K : K ∩ F∞] = [K : F ] = [kK : kF ] ≤

[kK∞ : KF ]. Thus, if we choose T ′
K := {ι(v)}, then A′

K = ̂OK0F ((T
′
K)), and the actions of φq and

Γ̃K = Γ̃F on T ′
K are given exactly as before. We furthermore let TK :=

∏
g∈∆F

g · {ι(v)} so that

TK ∈ AK (as it is fixed by ∆F = ∆K). By Lemma 2.2.3 below, we have AK = ̂OK0F ((TK)), and
furthermore, the “integral” subring A+

K := OK0F [[TK ]] is stable under the actions of φq and ΓK .
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Lemma 2.2.3. AssumingK/F is unramified. Then AK = ̂OK0F ((TK)). Furthermore, the subring
A+

K := OK0F [[TK ]] is (φq,ΓK)-stable; in fact, φq(TK) ∈ TKA
+
K and g(TK) ∈ TKA

+
K for all

g ∈ ΓK .

Proof. For the first statement, it suffices to show that the image TK of TK in E′
K = kK((ι(v))) is

a uniformizer of the residue field EK := (E′
K)

∆K of AK . Since E′
K/(E

′
K)

∆K is a totally ramified
extension of degree #∆, we only need to show that |TK |♭ = |ι(v)|#∆

♭ . To see this, first recall
that for each n ≥ 1, there is a canonical isomorphism (OF/π

n)×
∼−→ Gal(Fn/F ) defined by

a 7→ σa := (x 7→ [a]ϕ(x), x ∈ Fϕ[π
n]). We can now compute

|TK |♭ =
∏
a∈∆

|ι(av)|♭

=
∏
a∈∆

|([a]ϕ(v0) mod π, [a]ϕ(v1) mod π, . . .)|♭

def
=

∏
a∈∆

lim
n
|[a]ϕ(vn)|q

n

=
∏
a∈∆

lim
n
|σa(vn)|q

n

=
∏
a∈∆

lim
n
|vn|q

n

def
= |(v0 mod π, v1 mod π, . . .)|#∆

♭ = |ι(v)|#∆
♭ ,

as desired. Set A+
K := OK0F [[TK ]] with TK defined as above. We check that A+

K is stable under
the actions of φq and ΓK . As the ring OK0F [[T

′
K ]] is visibly (φq, Γ̃K)-stable, it suffices to show

that AK ∩ OK0F [[T
′
K ]] = A+

K . To see this, let f ∈ AK ∩ OK0F [[T
′
K ]] ⊆ OK0F [[T

′
K ]]. Then

f mod π ∈ EK ∩ OE′
K

= OEK
= kK [[TK ]] whence f = f0 + πg1 for some f0 ∈ A+

K and
g1 ∈ OK0F [[T

′
K ]]. Since f and f0 are both fixed by ∆K , the same is true for g1. Thus, by induction,

we can find a sequence (fn) ⊆ A+
K such that

f ≡ f0 + πf1 + . . .+ πnfn (mod πn+1OK0F [[T
′
K ]])

for all n ≥ 0. Since OK0F [[TK ]] and OK0F [[T
′
K ]] are both π-adically completed, this implies

f ∈ A+
K , as required. By using the same argument (i.e. consider the reductions modulo π), we see

that φq(TK) ∈ TKA+
K and g(TK) ∈ TKA+

K for all g ∈ ΓK .

For each finite extension K/F , we let Kcyc denote the subfield of K∞ corersponding to the
torsion subgroup ∆K of Γ̃K (it can also be characterized as the unique subextension of K∞/K

whose Galois groups is isomorphic to Z
⊕[F :Qp]
p ). The following definition is modeled on [EG23,

Defn. 2.1.12].

Definition 2.2.4. We say that K is F -basic if it is contained in (K0F )cyc, or equivalently, Kcyc =

(K0F )cyc (to see this equivalence, it suffices to note that any open subgroup of Z⊕[F :Qp]
p is itself

isomorphic to Z
⊕[F :Qp]
p ).
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Thus, if K is F -basic, then AK = AK0F and the action of ΓK is just the restriction of
the action of ΓK0F om AK0F . Thus by Lemma 2.2.3, we can choose TK := TK0F so that the
integral subring A+

K := OK0F [[TK ]] is (φq,ΓK)-stable, and moreover φq(TK) ∈ TKA
+
K and

g(TK) ∈ TKA
+
K for all g ∈ ΓK (and similarly for A′

K and (A′
K)

+). In general, as explained
above, we can still choose some TK so that AK = ̂WOF

(kK,∞)((TK)); once this is done, we will
set A+

K := WOF
(kK,∞)[[TK ]]. We endow A+

K with the (π, TK)-adic topology, and AK with the
unique topology for which a fundamental system of open neighborhoods of 0 ∈ AK is given by
the sets πnAK + Tm

KA+
K , n,m ≥ 02 (one can check easily that the subspace topology on A+

A is
indeed the (π, TK)-adic topology).

Remark 2.2.5. We have seen that if u ∈ AK is any element lifting a uniformizer of the residue
field of AK , then AK can be identified with ̂WOF

(kK,∞)((u)). However, for a general choice of
u, the integral subring A+

K := WOF
(kK,∞)[[u]] may not be φq-stable (cf. [Her98, §1.1.2.2]). As

in [EG23], the advantage of having φq-stability for A+
K is that it allows us to invoke the geometric

properties proved in [EG21] of (a variant of) the stack Rd of étale φq-modules over AK (see
Theorem 2.3.7 below).

2.2.3 Coefficients
As we will be interested in moduli stacks parametrizing famillies of Lubin–Tate (φq,ΓK)-modules
(or related variants), it is necessary to introduce the version of the various rings considered in
Subsection 2.2.2 relative to a varying coefficient ring A. As the stacks we consider will liver
over the p-adic formal scheme SpfZp, the test ring A will be always assumed to be a p-adically
complete. In fact, as in [EG23], it will be convenient to introduce an auxiliary base ring over which
A lives. More precisely, we will fix a finite extension E/F with ring of integers O, uniformizer
ϖ and residue field F; accordingly, A will be taken to be a ϖ-adically complete O-algebra. (We
will sometimes need to assume E is large enough, e.g. so that it contains all the images of all
embeddings K ↪→ Qp, but for now this is irrelevant to us.)

For A as above, we will set A+
K,A := A+

K⊗̂OF
A, where the completed tensor product is taken

with respect to the ϖ-adic topology on A and the (π, TK)-adic topology topology on A+
K (where

as above TK is a lift of a uniformizer of EK to A+
K so that we have A+

K = WOF
(kK,∞)[[TK ]]), i.e.

A+
K,A := lim←−

n

A+
K/(p, TK)

n ⊗OF
A = lim←−

m

(lim←−
n

A+
K/(p

m, T n
K)⊗OF

A).

Similarly, we define AK,A to be the completed tensor product AK⊗̂OF
A taken with respect to the

π-adic topology on A and the natural topology on AK (cf. the discussion following Definition
2.2.4). Concretely, we have

AK,A := lim←−
m

((lim←−
n

A+
K/(p

m, T n
K)⊗OF

A)[1/TK ]).

Thus, we see that A+
K,A
∼= (WOF

(kK,∞)⊗OF
A)[[TK ]], whereas AK,A is the p-adic completion of

A+
K,A[1/TK ]. Similarly, we can define the rings (A′

K,A)
+ and A′

K,A (use T ′
K in place of TK).

2This is designed so that the quotient topology on the local field AK/π ∼= kK,∞((TK)) is its valuation topology.
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Recall that we have the actions of φq and ΓK on AK . We can extend these actions on each
AK,A by decreeing that they are A-linear. In case A+

K is (φq,Γ)-stable (e.g. when K is F -basic),
the same is true of the ring A+

K,A for each A. For a more detailed discussion on these actions, see
[EG23, Prop. 2.2.17] (which in turn rests on [EG23, Lem. B.31] and [EG23, Lem. B.34]).

2.2.4 The relationship with Galois representations
Denote by Aur

K ⊆ WOF
(C♭) the π-adic completion of the maximal unramified extension of A′

K

(or equivalently of A′
F ) in WOF

(C♭). As A′
K is preserved by the natural actions of φq and GK on

WOK
(O♭

C), the same is true for the ring Aur
K by functoriality.

Let (E′
K)

sep be the separable closure of E′
K inside C♭. It is clear that the natural action of GK

on C♭ preserves (E′
K)

sep. If, in addition, g ∈ Gal(K/K∞), then g fixes K̂∞
♭
, and in particular,

E′
K . In this way, we obtain a natural homomorphism

GK∞ → GE′
K

which turns out to be an isomorphism by the theory of norm fields of Fontaine–Wintenberger.
From this, we can deduce the following result.

Theorem 2.2.6. The functor

V 7→ D(V ) := (V ⊗OF
Aur

K)GK∞

gives an equivalence of categories between the category RepOF
(GK) of continuousGK-representations

on finite OF -modules and the category of finite étale (φq, Γ̃K)-modules over A′
K . A quasi-inverse

functor is given by M 7→ T (M) := (Aur
K ⊗A′

K
M)φq=1.

Furthermore, V is free of rank d over OF if and only if D(V ) is free of rank d over A′
K .

Proof. This is proved in [KR09, Thm. 1.6], see also [Sch17, Thm. 3.3.10] for a more detailed
exposition. (Strictly speaking, the latter reference only considers the case K = F , but the proof
for general K follows the same strategy.)

In fact, there is also an analogous equivalence of categories using (φq,ΓK)-modules, and tak-
ing ∆K-invariants gives an equivalence of categories between (φq, Γ̃K)-modules and (φq,ΓK)-
modules (see Lemma 2.2.8 below). Since it is the version with AK-coefficients that we will work
mostly with, let us record the equivalence for (φq,ΓK)-modules over AK separately below.

Theorem 2.2.7. (Recall that Kcyc denotes the subextension of K∞ corresponding to the subgroup
∆K of Γ̃K .) The functor

V 7→ D(V ) := (V ⊗OF
Aur

K)GKcyc

gives an equivalence of categories between the category RepOF
(GK) of continuousGK-representations

on finite OF -modules and the category of finite étale (φq,ΓK)-modules over AK . A quasi-inverse
functor is given by M 7→ T (M) := (Aur

K ⊗AK
M)φq=1.

Furthermore, V is free of rank d over OF if and only if D(V ) is free of rank d over AK .
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Lemma 2.2.8. The functor
M 7→M ′ := A′

K ⊗AK
M

gives an equivalence of categories between finite étale (φq,ΓK)-module over AK and finite étale
(φq, Γ̃K)-module over A′

K . A quasi-inverse functor is given by M ′ 7→ (M ′)∆.
Again, M is free of rank d over AK if and only if M ′ is free of rank d over A′

K .

Proof. We first show that the natural map (M ′)∆ ⊗AK
A′

K → M ′ is an isomorphism for any
finite étale (φq, Γ̃K)-module M ′ over A′

K (the induced φq-action on M∆ is then automatically
étale as its linearization becomes an isomorphism after base changing along the faithfully flat map
AK ↪→ A′

K .)
As M ′ ∼−→ lim←−n

M ′/πn, we may reduce to the case where M ′ is killed by πn for some n ≥ 1
(as A′

K is finite free over AK , tensoring with A′
K commutes with inverse limits). The case n = 1

follows directly from Hilbert’s 90 theorem. Note also that H1(∆,M ′′) = 0 in this case. Now
assume n ≥ 1 and M ′ is killed by πn+1. Let M ′′ := πnM ′ and M ′′′ := M ′/M ′′ so that we have
an exact sequence 0 → M ′′ → M ′ → M ′′′ → 0. As M ′′ is killed by π, H1(∆,M ′′) = 0, and the
sequence 0 → (M ′′)∆ → (M ′)∆ → (M ′′′)∆K → 0 remains exact. Thus, we obtain a commutative
diagram with exact rows:

0 A′
K ⊗AK

(M ′′)∆ A′
K ⊗AK

(M ′)∆ A′
K ⊗AK

(M ′′′)∆ 0

0 M ′′ M ′ M ′′′ 0.

By induction, the outer vertical maps are isomoprhisms, and hence the same is true of the middle
map.

Using a similar inductive argument, we can show that for any finite étale (φq,ΓK)-module M
over AK , the natural injection M ↪→ M ′ := A′

K ⊗AK
M identifies M with (M ′)∆ (injectivity

follows from the fact that A′
K is faithfully flat over AK). The last statement is clear as any finite

π-torsion free module over the discrete valuation ring AK is necessarily free.

2.3 Moduli stacks ofφq-modules and Lubin-Tate (φq,ΓK)-modules

2.3.1 Moduli stacks of φq-modules

In this subsection, we briefly define the moduli stacks of étale φq-modules, and show in particular
that they are Ind-algebraic stacks (Theorem 2.3.7).

Setup 2.3.1. Fix a finite extension l ⊇ k ⊇ Fp. let A+ := W (l)[[T ]], and let A be the p-adic
completion of A+[1/T ]. Let φ be a ring endomorphism of A which is trivial on the subring
W (k) ⊆ W (l), and moreover congruent to the q-power Frobenius modulo p for some fixed power
q of p.
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As before, we will fix a finite extension E/W (k)[1/p] with uniformizer ϖ and ring of integers
O, which will serve as the base for our test rings. If A is a ϖ-adically complete O-algebra, we set
A+

A := (W (l)⊗W (k)A)[[T ]], equipped with the (p, T )-adic topology. We also let AA be the p-adic
completion of A+

A[1/T ], and endow it with the unique topology for which a fundamental system of
neighborhoods of 0 is given by the sets pnAA+TmA+

A, n,m ≥ 0 (again one checks easily that the
subspace topology on A+

A is indeed the (p, T )-adic topology). In particular, we see that the rings
A+

K,A,AK,A introduced earlier are special case of the this construction (with l = kK,∞ being the
residue field of Kcyc and k being the residue field of F ).

Again, as in [EG23, Prop. 2.2.17], we can extend φ to a continuous A-linear action on AA. In
case A+ is moreover φ-stable, the same is true of each A+

A.

Remark 2.3.2. Our setting here is slightly more general than that considered in [EG21, Chap. 5]
as we are considering power series (or Laurent series) over rings of the form W (l) ⊗W (k) A (as
opposed to the ring W (l) ⊗Zp A in that reference). Nevertheless, as we will see shortly, we can
deduce various results about our stacks from the corresponding results in that paper.

Definition 2.3.3. LetA be aϖ-adically completeO-algebra. An étaleφ-module withA-coefficients
is a finitely generated AA-module, equipped with a φ-semilinear morphism φM : M → M for
which the linearized map ΦM : φ∗M →M is an isomorphism.

Definition 2.3.4. Fix an integer d ≥ 1. For each a ≥ 1, let Ra
d be the fibered category over

Spec(O/ϖa) taking an O/ϖa-algebra A to the groupoid of rank d projective étale φ-modules
with A-coefficients. It follows from Drinfeld’s descent results (cf. [EG21, Thm. 5.1.18]) that Ra

d

is in fact an fpqc (hence fppf ) stack over O/ϖa. As usual, we may regard Ra
d as an fppf stack

over SpecO (equipped with a map to Spec(O/ϖa)). We then define Rd as the colimit of the
stacks Ra

d over all a ≥ 1. Thus Rd is an fppf stack over SpecO which furthermore admits a
(necessarily unique) morphism to SpfO. Moreover, using [GD71, Prop. 0.7.2.10(ii)] we see that
for any ϖ-adically complete O-algebra A (not just those living over some O/ϖa),Rd(A) (which,
by definition, is the groupoid of morphisms SpfA → Rd) is equivalent to the groupoid of rank d
projective étale φ-modules with A-coefficients.

We now define the moduli stacks of so-called finite height φ-modules. For this, we need to
assume that A+ is φ-stable. We also need to fix a polynomial F in (W (l)⊗W (k) O)[[T ]] which is
congruent to a positive power of T modulo φ (e.g. F can be T itself, or an Eisenstein polynomial).

Definition 2.3.5. Assume A+ is φ-stable. Let h be a non-negative integer, and let A be a ϖ-
adically complete O-algebra. A φ-module of F -height ≤ h with A-coefficients is a finitely gen-
erated T -torsion free A+

A-module M, equipped with a φ-semilinear morphism φM : M → M for
which the linearized map ΦM : φ∗M→M is injective, and has cokernel killed by F h.

Definition 2.3.6. Fix d ≥ 1 and h ≥ 0. For each a ≥ 1, let Cad,h be the fppf stack over Spec(O/ϖa)
taking an O/ϖa-algebra A to the groupoid of rank d projective φ-modules of F -height ≤ h with
A-coefficients. Again, the colimit Cd,h := lim−→a

Cad,h is an fppf stack over SpfO, whose groupoid of
A-valued points, for any ϖ-adically completeO-algebra A, is equivalent to the groupoid of rank d
projective φ-modules of F -height ≤ h with A-coefficients.
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For each a ≥ 1, as T is invertible in AA, the same is true of F ; thus, we have a natural
morphism Cad,h → Ra

d taking M 7→ M[1/T ]. Taking the colimit over a ≥ 1, we obtain a map
Cd,h → Rd.

Theorem 2.3.7. Assume that A+ is φ-stable.

(1) Cd,h is a p-adic formal algebraic stack of finite presentation over SpfO, with affine diagonal.

(2) The morphism Cd,h → Rd is representable by algebraic spaces, proper, and of finite presen-
tation.

(3) Rd is a limit preserving Ind-algebraic stack, whose diagonal is representable by algebraic
spaces, affine, and of finite presentation.

Proof. By [EG23, Prop. A.13], it suffices to show that Cad,h is an algebraic stack of finite pre-
sentation over SpecO/ϖa, with affine diagonal. That Cad,h is an algebraic stack of finite type
over SpecO/ϖa is [PR09, Thm. 2.1 (a)]. More precisely, the arguments in that reference re-
main valid in our setting provided that we replace the group G there by ResW (l)/W (k)GLd, that
we replace [PR09, Prop. 2.2] by [EG21, Lem. 5.2.9], and accordingly, that in [PR09, §3] we
replace eah by the quantity n(a, h) in [EG21, Lem. 5.2.9]. The point of [EG21, Lem. 5.2.9] is
that when n > n(a, h), one can replace the φ-conjugation action of Un := 1 + T nMd(A

+
A) on

LG≤h := {A ∈ GLd(AA) | A±1 ∈ T−hMd(A
+
A)} by the free action of Un given by left trans-

lations. Together with the fact that any object in Cad,h(M) admits a basis locally on SpecA (cf.
[EG21, Lem. 5.1.9 (1)]), one can then show that Cad,h can be written as the quotient stack of a finite
type O/ϖa-scheme by the action of a smooth finite type group scheme over O/ϖa, and so is an
algebraic stack of finite type over O/ϖa (e.g. by [Sta23, Tag 06FI]).

With the same modifications, the arguments in [PR09, Thm. 2.5 (b)] show that the natural
morphism Cad,h → Ra

d,fpqc−free,M 7→ M[1/T ] is representable by algebraic spaces, proper, and
of finite presentation, where Ra

d,fpqc−free is the substack of Ra
d classifying those objects which are

furthermore free fpqc locally on SpecA. Combining this with the arguments in [EG21, Lem.
5.4.10], [EG21, Thm. 5.4.11], we deduce that the map Cad,h → Ra

d is representable by algebraic
spaces, proper, and of finite presentation. At this point, we have shown (1) and (2), except the claim
that Cd,h has affine diagonal (indeed, once this is done, it will follow that Cd,h has quasi-compact
and quasi-separated diagonal, hence is quasi-separated and then of finite presentation overO/ϖa).
As the map Cad,h → Ra

d is representable by algebraic spaces, and proper (hence separated), its
diagonal is a proper monomorphism, hence a closed immersion. Using this, we are reduced to
show that the diagonal ofRa

d is affine. This will be done in part (3) below.
(3) WhenW (k) = Zp, this is one of the main results of [EG21]. As alluded earlier, our strategy

for the general case is to relate Ra
d with the “corresponding” stack introduced in [EG21]. More

precisely, letREG,a
d be the fppf stack over SpecO/ϖa, taking anO/ϖa-algebra A to the groupoid

of rank d projective étale φ-modules over (W (l) ⊗Zp A)((T )). Clearly, we have REG,a
d (A) ∼=

Ra
d(W (k) ⊗Zp A). Combining with the A-algebra isomorphism W (k) ⊗Zp A

∼=
∏

σ:k↪→Fp
A, it

follows that there is an isomorphismREG,a
d
∼=

∏
σRa

d of stacks over O/ϖa.
Assume for the moment that the diagonal of Ra

d is affine, and of finite presentation. By induc-
tion and the standard graph argument, we deduce that the diagonal ∆n : Ra

d →
∏

1≤i≤nRa
d has the

https://stacks.math.columbia.edu/tag/06FI
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same properties for all n ≥ 1 (factor ∆n as ∆n+1 followed by the projection
∏

n+1Ra
d ↠

∏
nRa

d

onto the first n components, and note that the latter map, being a base change of the structure map
Ra

d → Spec(O/ϖa), also has finitely presented affine diagonal). In particular, we obtain a mor-
phism Ra

d → R
EG,a
d which is affine, and of finite presentation. Now it follows from [EG23, Cor.

3.2.9], [EG21, Thm. 5.4.11] and [EG21, Thm. 5.4.20] thatRa
d has the claimed properties.

Thus, it remains to show that the diagonal of Ra
d is affine, and of finite presentation. Mutatis

mutandis, this is proved in [EG21, Prop. 5.4.8].

2.3.2 Moduli stacks of Lubin-Tate (φq,ΓK)-modules
We can now define our main objects of interest. We will keep the notation as in Setup 2.2.1;
in particular we will fix a finite extension F/Qp, a Lubin–Tate formal group law associated to
a uniformizer π of F , and a finite extension K of F . As in Subsection 2.2.3, we will also fix
throughout a finite extension E/F with uniformizer ϖ and ring of integers O, which will serve as
the base of our coefficients A. Recall also that by an étale (φq,ΓK)-module with A-coefficients,
we mean an étale (φq,ΓK)-module over AK,A in the usual sense.

Definition 2.3.8. Fix an integer d ≥ 1. We let X LT
K,d denote the fppf stack over SpfO, whose

groupoid ofA-valued points, for anyϖ-adically completeO-algebraA, is equivalent to the groupoid
of rank d étale (φq,ΓK)-modules with A-coefficients. (That this is well-defined follows exactly as
in the definitions of the stacksRd and Cd,h; in particular we have implicitly used Drinfeld’s descent
results for verifying the stack property.)

2.3.2.1 Basic geometric properties of X LT
K,d

We want to show the following preliminary result regarding the geometry of the stack X LT
K,d. A

more detailed study of its geometric properties will be given in Section 2.4; in particular, we will
show that it is in fact a Noetherian formal algebraic stack (Corollary 2.4.3).

Theorem 2.3.9. X LT
K,d is a limit preserving Ind-algebraic stack whose diagonal is affine (in partic-

ular, representable by schemes), and of finite presentation.

For this we will follow closely the argument used in [EG23] for the stack XK,d of usual (cy-
clotomic) étale (φ,Γ)-modules; in particular, the strategy is to deduce the claimed properties for
X LT

K,d from the corresponding properties of the stack of étale φq-modules. Thus, let us first define
the latter.

Definition 2.3.10. We letRK,d be the moduli stack of étale φq-modules over AK ; in other words,
it is the stackRd defined in Subsection 2.3.1, with A there taken to be AK .

In case the ring A+
K,A is φq-stable (e.g. if K is F -basic in the sense of Definition 2.2.4), we

can apply Theorem 2.3.7 to use various properties of the stackRK,d. Our first goal is to show that
these properties still hold for general K (i.e. without assuming that A+

K is φq-stable).

Definition 2.3.11 ([EG23, Defn. 3.2.3]). We set Kbasic := K ∩ (K0F )cyc.
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It is easy to see that Kbasic is indeed F -basic and (Kcyc)cyc = (K0F )cyc, and that the natural
map ΓKbasic ↪→ ΓK is an isomorphism. Furthermore, as AK is finite free of rank [Kcyc : K

basic
cyc ] =

[K : Kbasic] over AKbasic , we have a natural forgetful mapRK,d → RKbasic,d[K:Kbasic] .

Lemma 2.3.12. The natural mapRK,d → RKbasic,d[K:Kbasic] is affine, and of finite presentation.

Proof. Again the proof of [EG23, Lem. 3.2.5] works mutatis mutandis in our setting.

Corollary 2.3.13. For any K/F , RK,d is a limit preserving Ind-algebraic stack, whose diagonal
is affine, and of finite presentation.

Proof. Combine Theorem 2.3.7, Lemma 2.3.12, and [EG23, Cor. 3.2.9].

Having shown that RK,d has the claimed properties, the next step is to define and study an
“intermediate" stack sitting betweenRK,d and XK,d, namely, it will be a stack of étale φq-modules
which are furthermore equipped with an action of certain “discretization" of ΓK . More precisely,
let γ1, . . . , γ[F :Qp] be a Zp-free basis for ΓK

∼= Z
⊕[F :Qp]
p , and accordingly, Γdisc ⊆ ΓK be the sub-

Z-module generated by γ1, . . . , γ[F :Qp]. Let RΓdisc
d be the moduli stack of étale φq-modules over

AK,A equipped with a (not necessarily continuous!) semilinear action of Γdisc that commutes with
φ.

Lemma 2.3.14. The natural morphismRΓdisc
d → Rd given by forgetting the Γdisc-action, is affine,

and of finite presentation.

Proof. We can prove the statement after pulling back along a morphism SpecA → Rd where A
is a Z/pa-algebra for some a ≥ 1. Denote by M the étale φq-module over AK,A corresponding
to this morphism. Note firstly that the data of a commuting semi-linear action of Γdisc on M is
precisely the data of isomorphisms αi : γ

∗
iM

∼−→M of φq-modules for 1 ≤ i ≤ [F : Qp] such that
αi ◦ γ∗i αj = αj ◦ γ∗jαi for all i, j. Thus we need to show that the functor on A-algebras sending B
to the set {

(αi)i ∈
∏
i

IsomAK,B ,φq(γ
∗
iMB,MB) | αi ◦ γ∗i αj = αj ◦ γ∗jαi for all i, j

}
is represented by an affine A-scheme of finite presentation. By [EG21, Prop. 5.4.8], the functor
on A-algebras sending B to

∏
i IsomAK,B ,φq(γ

∗
iMB,MB) is represented by an affine scheme of

finite presentation over A. More precisely, as in the proof of that proposition, we may reduce to
the case where MB is finite free over AK,B; then after choosing bases, any morphism αi : γ

∗
iM

∼−→
M of φq-modules is determined by the coefficients of finitely many powers of T in the Laurent
series expansions of the entries of the matrix representing αi. To conclude, it suffices to note
that, the conditions αi ◦ γ∗i αj = αj ◦ γ∗jαi are evidently given by finitely many equations in these
coefficients.

Corollary 2.3.15. RΓdisc
d is a limit preserving Ind-algebraic stack whose diagonal is affine, and of

finite presentation.

Proof. This follows from Lemma 2.3.14 and [EG23, Lem. 3.2.9].
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Restricting the ΓK-action from an étale (φq,ΓK)-module to Γdisc defines a fully faithful mor-
phismX LT

K,d → R
Γdisc
d . Indeed, by construction, any linear map between two finite projective AK,A-

modules is continuous with respect to the canonical topology (cf. [Dri06, Exam. 3.2.2], [EG23,
Rem. D.2]). As Γdisc is dense in ΓK , it follows that any Γdisc-equivariant morphism between two
objects of X LT

K,d is automatically ΓK-equivariant.

Corollary 2.3.16. The diagonal of X LT
K,d is representable by algebraic spaces, affine, and of finite

presentation.

Proof. As the map X LT
K,d → R

Γdisc
d is a monomorphism, its diagonal is an isomorphism. Using the

cartesian diagram
X LT

K,d ×RΓdisc
d

X LT
K,d X LT

K,d ×SpfO X LT
K,d

RΓdisc
d RΓdisc

d ×SpfO RΓdisc
d

we see that the diagonal of X LT
d is a base change of that ofRΓdisc

d , which has the claimed properties
by Corollary 2.3.15.

The next lemma allows us to reduce to the case whereK is F -basic (in proving Theorem 2.3.9).

Lemma 2.3.17. We have a Cartesian diagram

X LT
K,d X LT

Kbasic,d[K:Kbasic]

RΓdisc
K,d RΓdisc

Kbasic,d[K:Kbasic]
,

where the horizontal arrows are the natural forgetful maps, and the vertical arrows are the monomor-
phisms given by restricting the action of ΓK to Γdisc.

Proof. This is clear because Γdisc acts continuously on an object M of RΓdisc
K,d only if it does so

when M is regarded as an object ofRΓdisc

Kbasic,d[K:Kbasic]
.

Corollary 2.3.18. The natural map X LT
K,d → X LT

Kbasic,d[K:Kbasic]
is affine, and of finite presentation.

Proof. This follows easily from Lemmas 2.3.14, 2.3.12, and 2.3.17.

In view of Corollaries 2.3.16, 2.3.18 and [EG23, Cor. 3.2.9], it remains to show that if K =
Kbasic is F -basic, then X LT

K,d is a limit preserving Ind-algebraic stack. For this we will need to
understand the continuity condition in the definition of an object of X LT

K,d more carefully.
The following is an analogue of [EG23, Lem. 3.2.18] in our setting.

Lemma 2.3.19. For any γ ∈ ΓK , we have γ(T ) − T ∈ πAK,A + T 2A+
K,A. If K is F -basic, then

γ(T )− T ∈ (π, T )TA+
K,A.
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Proof. The proof is identical to that of [EG23, Lem. 3.2.18], except we consider the reduction
modulo π instead of modulo p (recall also that in case K is F -basic, we have chosen T so that
γ(T ) ∈ TA+

K,A for all γ ∈ ΓK).

Using Lemma 2.3.19, we can obtain (among other things) an analogue of [EG23, Lem. D.28]
in our setting. This will be worked out in Appendix 2.A linear below. In particular, we can now
apply these results to study the action of ΓK on the objects of X LT

K,d.

Lemma 2.3.20. The stack X LT
K,d is limit preserving.

Proof. We may assume that K is F -basic. As the natural map X LT
K,d ↪→ R

Γdisc
K,d is fully faithful

with limit preserving target, it suffices to show that the map is limit preserving on objects. In other
words, given any direct limit A = lim−→i≥i0

Ai of O/ϖa-algebra for some a ≥ 1 and any object M

ofRΓdisc
K,d (Ai0) such that MA :=M ⊗AK,Ai0

AK,A lies in the subgroupoid X LT
K,d(A), we need to find

some i ≥ i0 such that MAi
∈ X LT

K,d(Ai), i.e. that the action of Γdisc on MAi
extends (uniquely) to

a continuous action of ΓK . This follows from the Lemma 2.A.8 below and (the proof of) [EG23,
Lem. D.31] (note also the obvious observation that the action of Γdisc is continuous if and if its
restriction to each ⟨γi⟩ is continuous).

X LT
K,d is an Ind-algebraic stack

We now turn to showing that X LT
K,d is an Ind-algebraic stack (thereby completing our proof of

Theorem 2.3.9). As in [EG23], we will need to relate X LT
K,d with the moduli stacks of weak Wach

modules. We will assume throughout that K is F -basic.

Definition 2.3.21 ([EG23, Def. 3.3.2]). (Assume K is F -basic.) A rank d projective weak Wach
module of T -height ≤ h with A-coefficients is a rank d projective φq-module M over A+

K,A of
T -height ≤ h, such that M[1/T ] is equipped with a continuous semi-linear action of ΓK .

If s ≥ 0, then we say that M has level ≤ s if (γp
s

i − 1)(M) ⊆ TM for all 1 ≤ i ≤ n.

Denote by Wd,h the moduli stack of weak Wach modules which are of TK-height ≤ h. For
each s ≥ 0, denote byWd,h,s the substack of those weak Wach modules of level ≤ s. (Again, by
using Drinfeld’s descent results, we see that these are fppf stacks over SpfO.) By Lemma 2.A.8
below, any projective weak Wach module is of level ≤ s for some s≫ 0.

Let Cd,h denote the moduli stack of rank d projective φq-modules of T -height ≤ h over A+
K

(that is, it is the stack Cd,h defined in Subsection 2.3.1 with A taken to be AK,A). By Theorem
2.3.7, this is a p-adic formal algebraic stack of finite presentation over SpfO. Consider the fiber
productRΓdisc

d ×Rd
Cd,h where the mapRΓdisc

d → Rd is given by forgetting the Γdisc-action. This is
the moduli stack of rank d projective φq-modules M of T -height ≤ h, equipped with a semilinear
action of Γdisc on M[1/T ]. As the map RΓdisc

d → Rd is representable by algebraic spaces, and
of finite presentation (by Lemma 2.3.14), the same is true of the map RΓdisc

d ×Rd
Cd,h → Cd,h. It

follows thatRΓdisc
d ×Rd

Cd,h is also a p-adic formal algebraic stack of finite presentation over SpfO.
By restricting the ΓK-action to Γdisc, we obtain a natural morphism Wd,h → RΓdisc

d ×Rd
Cd,h

which is again fully faithful since Γdisc is dense ΓK .
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Proposition 2.3.22. For each s ≥ 0, the natural morphism

Wd,h,s → RΓdisc
d ×Rd

Cd,h

is a closed immersion of finite presentation. In particular, eachWd,h,s is a p-adic formal algebraic
stack of finite presentation over SpfO, andWd,h = lim−→s

Wd,h,s is an Ind-algebraic stack.

Proof. See the proof of [EG23, Lem. 3.3.5].

For each a ≥ 1, letWa
d,h,s :=Wd,h,s×SpfOSpecO/ϖa, an algebraic stack of finite presentation

over O/ϖa. As RΓdisc
d is an Ind-algebraic stack, it makes sense to consider the scheme-theoretic

image X a
d,h,s of the composite

Wa
d,h,s ↪→Wd,h,s → RΓdisc

d ,

As the mapWa
d,h,s → R

Γdisc
d is representable by algebraic spaces, proper and of finite presentation

by Proposition 2.3.22 (recall that the natural map Cd,h → Rd has the same properties by Theorem
2.3.7), we find that X a

d,h,s is a closed algebraic substack of RΓdisc
d which is of finite presentation

over SpecO/ϖa, and moreover, the induced mapWa
d,h,s → X a

d,h,s is proper, scheme-theoretically
dominant and surjective.

Proposition 2.3.23. Each X a
d,h,s is a closed (algebraic) substack of X LT

K,d. Moreover, the induced
map lim−→a,h,s

X a
d,h,s → X LT

K,d is an isomorphism. Thus X LT
K,d is an Ind-algebraic stack, and may in

fact be written as the inductive limit of algebraic stacks of finite presentation over SpecO, with the
transition maps being closed immersions.

Proof. The arguments given in [EG23, Lem. 3.4.8, 3.4.9 and 3.4.10] go through provided one
replaces the condition “(γps − 1)(M) ⊆ TM” with “(γp

s

i − 1)(M) ⊆ TM for all i" everywhere.
For convenience of the reader, we sketch the proof here. We begin with the first assertion. It
suffices to show that X a

d,h,s is a substack of X LT
K,d. By definition, this amounts to showing that

if M is an étale φ-module with coefficients in a finite type O/ϖa-algebra A, equipped with a
Γdisc-action for which the map SpecA → RΓdisc

d classifying M factors through X a
d,h,s, then the

Γdisc-action on M is continuous. In view of Lemma 2.A.8, we need to produce a lattice M ⊆ M
such that (γp

s

i − 1)M ⊆ TM for all i. By embedding A into the product of its Artinian quotients,
we may reduce to the case where A is a finite Artinian O/ϖa-algebra. In this case, the existence
of the desired lattice is established in [EG23, Lem. 3.4.8] provided one modifies the definition of
the subfunctor D′ there by imposing the condition that (γp

s

i − 1)MΛ ⊆ TMΛ for all i.
For the second assertion, we need to show that any morphism SpecA → X LT

K,d whose source
is a Noetherian O/ϖa-algebra necessarily factors through some X a

d,h,s. It suffices to do this after
replacing A by some algebra B for which the map SpecB → SpecA is scheme-theoretically
dominant. Thus, by [EG21, Lem. 5.4.7], we may assume that M is free, where M is the étale
φ-module over AK,A classified by the map SpecA → Rd. In particular, we can choose a free
φ-stable lattice M inside M , say of height ≤ h for some h large enough. As the Γ-action on
M is continuous by definition, Lemma 2.A.8 implies that for all s sufficiently large, we have
(γp

s

i −1)M ⊆ TM for all i. It follows that the map SpecA→ X LT
K,d classifying M factors through

Wa
d,h,s, and hence through X a

d,h,s, as required.
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As mentioned before, using Corollary 2.3.18, we can now drop the assumption that K is F -
basic.

Proposition 2.3.24. Let K be an arbitrary finite extension of F . Then X LT
K,d is a limit preserving

Ind-algebraic stack, which can in fact be written as the inductive limit of a sequence of algebraic
stacks of finite presentations over SpecO with transition maps being closed immersions. Fur-
thermore the diagonal of X LT

K,d is affine (in particular, representable by schemes), and of finite
presentation.

2.3.3 Galois representations with coefficients
As one might expect from the case of cyclotomic (φ,Γ)-modules, there is also an analogue of the
equivalence in Theorem 2.2.6 in the presence of coefficients.

To this end, let A be a complete local Noetherian O-algebra with residue field. As in [EG23,
§3.6.1], we denote by ÂK,A the mA-adic completion of AK,A, and we define a formal étale
(φq,ΓK)-module with A-coefficients to be an étale (φq,ΓK)-module over ÂK,A in the obvious
sense. We also let Âur

K,A be the mA-adic completion of the tensor product Aur ⊗OF
A.

Theorem 2.3.25. The functor

V 7→ DA(V ) := (V ⊗A Âur
K,A)

GK∞

gives an equivalence of categories between the category of continuous GK-representations on
finite free A-modules and the category of finite projective formal étale (φq, Γ̃K)-modules with A-
coefficients. A quasi-inverse functor is given by M 7→ TA(M) := (Âur

K,A ⊗ÂK,A
M)φq=1.

Proof. This is a generalization of of [Dee01, Thm. 2.2.1] to the setting of Lubin–Tate (φq,ΓK)-
modules. The idea is to first consider the case where V has finite length. In this case DA(V )
simplifies to DOF

(V ) where in the latter we view V as a module over OF ; in particular, we can
make use of the already-established case of OF -linear representations (Theorem 2.2.6). Once this
is done, we pass to the limit to deduce the general case (after checking that everything behave well
under taking limits). A detailed proof has been recently worked out in [AK19, Thm. 7.18].

The above equivalence also holds in the case where A = Fp (this follows easily from the fact
that X LT

K,d is limit preserving). In other words, we see that the groupoid of Fp-points of X LT
K,d is

equivalent to the groupoid of representations GK → GLd(Fp). Using this equivalence, we can
deduce easily that taking versal rings of the stack X LT

K,d at finite type points recovers the usual
framed Galois deformation rings.

2.4 Finer geometric properties of X LT
K,d

2.4.1 Relation with the Emerton–Gee stack
Having established thatX LT

K,d is an Ind-algebraic stack, our goal in this subsection is to make a more
detailed study of its geometry. More precisely, we will show that our stack of (rank d) Lubin–Tate
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étale (φq,ΓK)-modules is in fact isomorphic to the Emerton-Gee stack of (rank d) cyclotomic
(φ,Γ)-modules. As an immediate consequence, we deduce that X LT

K,d is in fact a Noetherian formal
algebraic stack.

We maintain our notation from the previous section. Our main result is the following.

Proposition 2.4.1. Assume A is a finite type O/ϖa-algebra for some a ≥ 1. Then there is an
exact tensor-compatible rank-preserving equivalence between the category of finite projective étale
(φq,ΓK)-modules over AK,A, and the category of finite projective étale (φ,ΓEG

K )-modules over
AEG

K,A.

Here, as the notation suggests, AEG
K,A is the coefficient ring for the cyclotomic (φ,Γ)-modules

considered in [EG23] (it is denoted by AK,A in loc. cit.). Also, exactness here means that both the
equivalence and its inverses are exact.

Proof. By [EG23, Prop. 2.7.8], if A is as in the statement, then the functor M 7→ M ⊗AEG
K,A

(A⊗̂ZpW (C♭)) defines an exact equivalence between finite projective étale (φ,ΓEG
K )-modules over

AEG
K,A, and finite projective étale (φ,GK)-modules overA⊗̂ZpW (C♭) (exactness follows from fully

faithfulness of the map AEG
K,A → A⊗̂ZpW (C♭), cf. [EG23, Prop. 2.2.12]). In the same way,

extending scalars along AK,A = A⊗̂OF
AK → A⊗̂OF

WOF
(C♭) defines an exact equivalence

between the category of finite projective étale (φq,ΓK)-modules over AK,A, and finite projective
étale (φq, GK)-modules over A⊗̂OF

WOF
(C♭) (loc. cit. is written only for the ring of unramified

Witt vectors, but the proof works in general).
It thus suffices to relate étaleφ-modules overA⊗̂ZpW (C♭), and étaleφq-modules overA⊗̂OF

WOF
(C♭).

To this end, let σ0 : kF ↪→ C♭ be the canonical embedding. For each j ∈ Z/fZ, let σj := σ0 ◦ φj ,
where φ is the p-power Frobenius on kF . As W (kF ) ⊗Zp W (C♭)

∼−→
∏

j W (C♭), a ⊗ x 7→
(σj(a)x)j , we obtain an isomorphism

A⊗̂ZpW (C♭) = A⊗̂W (kF )(W (kF )⊗Zp W (C♭))
∼−→

∏
j

A⊗̂W (kF ),σj
W (C♭)

∼−→
∏
j

A⊗̂OF ,σj
WOF

(C♭).

Thus, any module M over A⊗̂ZpW (C♭) decomposes as M =
∏

j Mj , where Mj is the base
change of M along the map pj : A⊗̂ZpW (C♭) ↠ A⊗̂OF ,σj

WOF
C♭). We claim that the functor

M 7→M0 defines an equivalence between the category of étale φ-modules over A⊗̂ZpW (C♭), and
the category of étale φq-module over A⊗̂OF ,σ0WOF

(C♭) (as the map p0 is clearly ΓK-equivariant,
we then obtain an equivalence between the corresponding categories of étale (φ,GK)-modules).

Let us abusively denote also by φ the ring map A⊗̂OF ,σj
WOF

(C♭)→ A⊗̂OF ,σj+1
WOF

(C♭) in-
duced by the p-power Frobenius on C♭. As φ◦pj = pj+1◦φ, the isomorphism ΦM : φ∗M

∼−→M in-
duces an isomorphism φ∗Mj

∼−→Mj+1 for each j. In particular, we have an isomorphism φ∗
qM0 =

(φf )∗M0
∼−→ M0, i.e. M0 is an étale φq-module. Conversely, given such M0, we can define M

to be the module over A⊗̂ZpW (C♭) corresponding to the tuple ((φj)∗M0)j . By design, there is a
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linear isomorphism φ∗M
∼−→ M as (φ∗M)j+1 = φ∗(Mj) = φ∗((φj)∗M0) = (φj+1)∗M0 = Mj+1

for each j. In other words, M is an étale φ-module, as desired.

Corollary 2.4.2. There is an isomorphism

X LT
K,d

∼−→ X EG
K,d.

Proof. This follows immediately from Proposition 2.4.1 asX LT
K,d andX EG

LT are both limit preserving
by Lemma 2.3.20 and [EG23, Lem. 3.2.19].

As an immediate consequence of the above comparison result, we obtain the following refine-
ment of Theorem 2.3.9 on the geometry of the stack X LT

K,d. See also Subsection 2.4.3 below for a
related discussion.

Corollary 2.4.3. X LT
K,d is a Noetherian formal algebraic stack over SpfO. The underlying reduced

substack X LT
d,red is an algebraic stack of finite presentation over F. Moreover, the irreducible com-

ponents of X LT
d,red admits a natural labeling by Serre weights.

Proof. This follows from Corollary 2.4.2, and the corresponding properties of the stack X EG
K,d, see

[EG23, Cor. 5.5.18] and [EG23, Thm. 6.5.1].

2.4.2 The Lubin–Tate Herr complex
In this subsection we introduce a version of the Herr complex for Lubin–Tate (φq,ΓK)-modules
with coefficients; the goal is to show that it is a perfect complex. Although this is not strictly
needed in our proof that X LT

K,d is a Noetherian formal algebraic stack, the result itself may be of
independent interest.

Again, we will keep the notation in Section 2.2. In particular, we fix a set {γ1, . . . , γn} of
topological generators of the group ΓK

∼= Z
⊕[F :Qp]
p .

Let A be a ϖ-adically complete O-algebra, and let M be a finite projective étale (φq,ΓK)-
module with A-coefficients. The Herr complex C•(M) of M is by definition the cohomological
Koszul complex of M with respect to the commuting operators φq − 1, γ1 − 1, . . . , γn − 1. Con-
cretely, if we let γ0 := φq, then C•(M) is by the complex

M
d0−→

⊕
0≤i1≤n

M
d1−→

⊕
0≤i1<i2≤n

M → . . .
⊕

0≤i1<...<in≤n

dn−→M

sitting in (cohomological) degrees 0, 1, . . . , n + 1, where for each 0 ≤ r ≤ n, the component
dr|j1<...<jr+1

i1<...<ir
:M →M of the rth differential dr is the multiplication by{

0 if {i1, . . . , ir} ⊈ {j1, . . . , jr+1}
(−1)s(γj − 1) if {j1, . . . , jr+1} = {i1, . . . , ir}

∐
{j},

where s is the number of elements in the set {i1 < . . . < ir}, which are smaller than j.
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Example 2.4.4. If n = 2, then C•(M) can be identified with the complex

[M

(
φq−1
γ1−1
γ2−1

)
−−−−−→M⊕3

−(γ1−1) φq−1 0
−(γ2−1) 0 φq−1

0 −(γ2−1) (γ1−1)


−−−−−−−−−−−−−−−−−→M⊕3 ( γ2−1 −(γ1−1) φq−1 )−−−−−−−−−−−−−→M ].

In what follows, unless otherwise stated, we assume that A is an O/ϖa-algebra for some
a ≥ 1. We have the following generalization of [EG23, Lem. 5.1.2], which allows us to interpret
the cohomology groups of the Herr complex entirely in terms of the ambient category of étale
(φq,ΓK)-modules.

Proposition 2.4.5. There is a natural isomorphism of cohomological δ-functors H i(C•(·))) ∼−→
ExtiLT(AK,A, ·).

Let us first recall the definition of the extension groups ExtiLT(AK,A,M). LetMét,LT
φ,Γ be the

category of finite projective étale (φq,ΓK)-modules over AK,A. This is an exact full additive
subcategory of the abelian category of all finite étale (φq,ΓK)-modules over AK,A (in the sense
that if 0 → M → N → P → 0 is a short exact sequence of finite étale (φq,ΓK)-module with
M,P finite projective, then the same is true for N ).

As is the case for any exact category, given any object M inMét,LT
φ,Γ and any i ≥ 1, we have the

abelian group ExtiLT(AK,A,M) of equivalence classes of so-called degree i Yoneda extensions of
AK,A by M inMét,LT

φ,Γ . By definition, such an extension is an exact sequence

E : 0→M →Mi−1 →Mi−2 → . . .→M0 → AK,A → 0

in Mét,LT
φ,Γ

3, and the relevant equivalence relation is generated by the relation that identifies two
extensions E and E ′ whenever there is a map of extensions E → E ′, i.e. a commutative diagram

0 M Mi−1 . . . M0 AK,A 0

0 M M ′
i−1 . . . M ′

0 AK,A 0.

id id

Concretely, E and E ′ are equivalent if and only if there is some extension E ′′ together with maps
of extensions E ←− E ′′ −→ E ′ as above.

It is easy to see that the abelian group ExtiLT(AK,A,M) is naturally an A-module with a ∈ A
acting via the map a : ExtiLT(AK,A,M) → ExtiLT(AK,A,M) induced by the multiplication by
a on M (or on AK,A). As usual, for i = 0, we define Ext0LT(AK,A,M) to be the A-module of
morphisms AK,A →M inMét,LT

φ,Γ .
The collection of functors (ExtiLT(AK,A, ·))i≥0 forms a (cohomological) δ-functor from the

exact category Mét,LT
φ,Γ to the abelian category of A-modules. More precisely, given any short

3This is to say that the sequence is exact when viewed as a sequence in the abelian category of all finite étale
(φq,ΓK)-modules over AK,A.
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exact sequence 0 → M → N → P → 0, there is an associated long exact sequence for Yoneda
extensions

. . .→ ExtiLT(AK,A,M)→ ExtiLT(AK,A, N)→ ExtiLT(AK,A, P )
δ−→ Exti+1

LT (AK,A,M)→ . . . ,
(2.4.5.1)

where the connecting map δ is defined by “splicing” a degree i extension [0 → P → Zi−1 →
. . . → Z0 → AK,A → 0] in ExtiLT(AK,A, P ) with the given short exact sequence 0 → M →
N → P → 0. A proof of this can be found in [Mit65, Chap. VII, Thm. 5.1] (strictly speaking,
the reference works throughout with an abelian category, but the proof goes over unchanged to any
exact category).

Similarly, as the association M 7→ C•(M) is clearly functorial and exact in M , we see easily
that the collection (H i(C•(·)))i≥0 also forms a δ-functor between the same categories.

In what follows by an embedding M ↪→ N between objects in Mét,LT
φ,Γ , we will mean an

equivariant injective map M → N which splits on the level of underlying AK,A-modules (so that
the quotient P := N/M will also be an object inMét,LT

φ,Γ
4).

Lemma 2.4.6. For each i ≥ 1, the functor M 7→ ExtiLT(AK,A,M) is effaceable. In particular, the
collection (ExtiLT(AK,A, ·))i≥0 forms a universal δ-functor.

Proof. Given any M ∈ Mét,LT
φ,Γ , and any class E ∈ ExtiLT(AK,A,M), we need to find an em-

bedding M ↪→ N in Mét,LT
φ,Γ so that E = 0 in ExtiLT(AK,A, N). If [0 → M → N → Zi−2 →

. . . → Z0 → AK,A → 0] is an extension representing E, then E = δ(E ′) by construction of
the connecting map δ, where E ′ is the class in Exti−1

LT (AK,A, P ) represented by the extension
[0 → P → Zi−2 → . . . → Z0 → AK,A → 0] (as above, we set P := Im(N → Zi−2), an object
inMét,LT

φ,Γ ). Using the long exact sequence (2.4.5.1), we find that E = 0 in ExtiLT(AK,A, N), as
desired.

Lemma 2.4.7. For each i ≥ 1, the functor M 7→ H i(C•(M)) is effaceable. In particular, the
collection (H i(C•(·)))i≥0 forms a universal δ-functor.

Proof. Given any class c in H i(C•(M)), we need to find an embedding M ↪→ N inMét,LT
φ,Γ so that

c becomes zero in H i(C•(N)). For brevity, in this proof and the next two lemmas, by “enlarging”
M , we mean replacing M by an appropriate object N inMét,LT

φ,Γ for which there is an embedding
M ↪→ N as in the statement.

There is nothing to prove if i > n+1. Now consider the case i = 1. We need to show that given
any tuple (x0, x1, . . . , xn) ∈M⊕(n+1

1 ) such that (γj−1)(xk) = (γk−1)(xj) for all 0 ≤ j < k ≤ n,
where γ0 := φq, we can find N and some x ∈ N so that (γj − 1)(x) = xj for all 0 ≤ j ≤ n.
This is clear: we can just set N := M ⊕AK,Ax with γjx := x + xj for each 0 ≤ j ≤ n. We can
check easily that our assumption on the tuple (xj)j guarantees precisely that these actions pairwise
commute, and so define an étale (φq,ΓK)-module structure on N , as wanted.

4In a general exact category, such embedding is often called a strict (or admissible) monomorphism.
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The case i = n+1 follows directly from Lemma 2.4.9 below. It remains to treat the case where
2 ≤ i ≤ n. In this case, given any tuple (yj0j1...ji−1

)0≤j0<...<ji−1≤n ∈M⊕(n+1
i ) such that

i∑
k=0

(−1)k(γk − 1)yj0...ĵk...ji = 0 (2.4.7.1)

for all (i+1)-tuples 0 ≤ j0 < . . . < ji ≤ n (where, as usual, by ĵk we indicate that we have omitted
jk from the tuple (j0, . . . , jk, . . . , ji)), we need to findM ↪→ N , and a tuple (xj0...ji−2

)0≤j0<...<ji−2≤n ∈
N⊕(n+1

i−1) such that

yj0j1...ji−1
=

i−1∑
k=0

(−1)k(γk − 1)xj0...ĵkji−1
(2.4.7.2)

for all i-tuples 0 ≤ j0 < . . . < ji−1 ≤ n. By Lemma 2.4.9, after enlarging M , we may define
the tuple (xj0...ji−2

)0≤j0<...<ji−2≤n as follows. Set xj0...ji−2
:= 0 if j0 = 0, otherwise set xj0...ji−2

to
be any element in N for which (φq − 1)(xj0...ji−2

) = y0j0...ji−2
. Then (2.4.7.2) holds for all tuples

0 ≤ j0 < . . . < ji−1 ≤ n with j0 = 0. Assume that we have chosen (xj0...ji−2
)0≤j0<...<ji−2≤n

so that (2.4.7.2) is true whenever 0 ≤ j0 < j′0. It suffices to show that we may modify the tuple
(xj0...ji−2

)0≤j0<...<ji−2≤n further so that (2.4.7.2) in fact holds true for all 0 ≤ j0 ≤ j′0. Indeed, by
the inductive hypothesis, and our assumption (2.4.7.1) (applied to the (i+1)-tuples 0 ≤ j0 < j′0 <
. . . < ji−1 ≤ n with 0 ≤ j0 < j′0), we obtain (γj0 − 1)zj′0j1...ji−1

= 0 for all 0 ≤ j0 < j′0, or
equivalently, zj′0j1...ji−1

∈Mφq=1,γ1=...=γj′0−1=1, where

zj′0j1...ji−1
:= yj′0j1...ji−1

−
i−1∑
k=0

(−1)k(γk − 1)xj′0...ĵkji−1
.

By Lemma 2.4.8 (applied to i = j′0−1 ≤ n−2), we may thus enlargeN further so that zj′0j1...ji−1
=

(γj′0 − 1)zj1...ji−1
for some zj1...ji−1

∈ Mφq=1,γ1=...=γj′0−1=1. By replacing xj1...ji−1
with xj1...ji−1

+
zj1...ji−1

, we see that (2.4.7.2) now holds true for all 0 ≤ j0 ≤ j′0, as desired.

Lemma 2.4.8. Given any M ∈ Mét,LT
φ,Γ , and any x ∈ Mφq=1,γ1=...=γi=1 with 0 ≤ i ≤ n − 2, we

can find an embedding M ↪→ N inMét,LT
φ,Γ so that x ∈ (γn − 1)(Nφq=1,γ1=...=γi=1).

Proof. We will use descending induction on 0 ≤ i ≤ n − 2. Assume first that i = n − 2. We
can pick r ≥ 0 large enough so that (γn−1 − 1)r(x) = 0. To see this, let U be an φq-stable open
subgroup of M : such U exists by Lemma 2.4.10 below. As the map γn−1 − 1 : M → M is
topologically nilpotent, we have (γn−1 − 1)r(x) ∈ U for all r ≥ 0 sufficiently large. But this in
fact forces (γn−1 − 1)r(x) = 0 by injectivity of the map 1− φq : U → U .

We claim that for each 0 ≤ k ≤ r, we can choose N so that (γn−1 − 1)k(x) ∈ (γn −
1)(Nφq=1,γ1=...=γn−2=1). This is clear for k = r by our choice of r. Assume the claim is true for
k+1 (with 0 ≤ k ≤ r−1). Then we can choose x′ ∈ Nφq=1,γ1=...=γn−2=1 so that (γn−1−1)k+1(x) =
(γn − 1)(x′). Now applying the construction in the case of H1 for the tuple (0, . . . , 0, x′, (γn−1 −
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1)k(x)), we can enlarge N further so that (γn−1 − 1)k(x) ∈ (γn − 1)(Nφq=1,γ1=...γn−2=1). In
particular, we obtain the result for i = n− 2 by setting k = 0.

Assume that 0 ≤ i ≤ n − 3 and that the result have been proved for all i + 1 ≤ j ≤ n − 2.
Again, we can pick r ≥ 0 large enough so that (γi+1 − 1)ai+1 . . . (γn−1 − 1)an−1(x) = 0 for all
nonnegative integers ai+1, . . . , an−1 with sum ai+1 + . . . + an−1 = r. In particular, we trivially
have (γi+1−1)ai+1 . . . (γn−1−1)an−1(x) ∈ (γn−1)Mφq=1,γ1=...=γi=1. If r ≥ 1, then we claim that
the same property holds for r − 1 after possibly enlarging M , i.e. that we can choose N so that
(γi+1 − 1)a

′
i+1 . . . (γn−1 − 1)a

′
n−1(x) ∈ (γn − 1)Nφq=1,γ1=...=γi=1 for all tuples (a′i+1, . . . , a

′
n−1) of

nonnegative integers of sum r − 1. Indeed, for such tuple, we can write
(γi+1 − 1)1+a′i+1 . . . (γn−1 − 1)a

′
n−1(x) = (γn − 1)(xi+1)

. . .

(γi+1 − 1)a
′
i+1 . . . (γn−1 − 1)1+a′n−1(x) = (γn − 1)(xn−1)

for some xi+1, . . . , xn−1 ∈ Nφq=1,γ1=...=γi=1. In particular, we have xjk := (γj−1)xk−(γk−1)xj ∈
Mφq=1,γ1=...=γi=γn=1 for every i+ 1 ≤ j < k ≤ n− 1.

We will now modify the elements xi+1, . . . , xn−1 suitably so that in fact xjk = 0 for all such
(j, k). More precisely, we will show by ascending induction on i + 1 ≤ j < n − 1 that we can
modify the xk with k > j so that xjk = 0 for all such k. Assume first that j = i + 1. Using the
inductive hypothesis for the case i + 1 ≤ n − 2, after possibly enlarging M , we may choose for
each j < k ≤ n − 1 an element yk ∈ Mφq=1,γ1=...=γi=γn=1 so that xjk = (γj − 1)(yk). We now
simply replace each xk by xk − yk. Next assume that we have modified so that xj′k = 0 for all
i+ 1 ≤ j′ < k ≤ n− 1 with j′ < j. In particular, as xj′j = 0 = xj′k, we have

(γj′ − 1)xjk = (γj − 1)(γj′ − 1)xk − (γk − 1)(γj′ − 1)xj

= (γj − 1)(γk − 1)xj′ − (γk − 1)(γj − 1)xj′

= 0.

In other words, we in fact have xjk ∈ Mφq=1,γ1=...=γj−1=γn=1. Thus, by applying the inductive
hypothesis for i+ 1 ≤ j ≤ n− 2, we can find (after possibly further enlarging N ), for each k > j
an element zk ∈Mφq=1,γ1=...=γj−1=γn=1 so that xjk = (γj − 1)zk. Again, we can now replace each
xk by xk − zk so that in fact xjk = 0, as wanted (note that as we have designed so that zk are fixed
by γj′ for all j′ < j, this does not affect the modifcation that we made earlier on the xj′k with
j′ < k (i.e. they are still zero)).

The upshot is that now the tuple (0, . . . , 0, xi+1, . . . , xn−1, (γi+1−1)a
′
i+1 . . . (γn−1−1)a

′
n−1(x))

is a 1-cocycle, and so by using the construction in the case of H1, we can further enlarge N so that
(γi+1 − 1)a

′
i+1 . . . (γn−1 − 1)a

′
n−1(x) ∈ (γn − 1)Nφq=1,γ1=...=γi=1 for all tuples (a′i+1, . . . , a

′
n−1) of

nonnegative integers of sum r− 1, as claimed. Again by continuing this procedure, we may arrive
to the case r = 0, where we clearly have x ∈ (γn − 1)Nφq=1,γ1=...=γi=1, as wanted.

Lemma 2.4.9. Given any M ∈ Mét,LT
φ,Γ , and any x ∈ M , we can find an embedding M ↪→ N in

Mét,LT
φ,Γ so that x ∈ (φq − 1)(N).
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Proof. It follows from Lemma 2.4.10 that (φq − 1)(M) is an open subgroup of M . We may
thus pick r ≥ 0 large enough so that (γ1 − 1)a1 . . . (γn − 1)an(x) ∈ (φq − 1)(M) for all tuples
(a1, . . . , an) of nonnegative integers with sum r. As in the proof of Lemma 2.4.8, we claim that if
r ≥ 1, then the same property holds for r − 1 ≥ 0. Indeed, given any tuple (a′1, . . . , a

′
n) with sum

r − 1, we can write 
(γ1 − 1)1+a′1 . . . (γn − 1)a

′
n(x) = (φq − 1)(x1)

. . .

(γ1 − 1)a
′
1 . . . (γn − 1)1+a′n(x) = (φq − 1)(xn)

for some x1, . . . , xn ∈ M . Again, we have xjk := (γj − 1)xk − (γk − 1)xj ∈ Mφq=1 for all
1 ≤ j < k ≤ n. By applying Lemma 2.4.8 and its proof, we may modify the elements x1, . . . , xn
inductively so that in fact xjk = 0 for all such j < k. Indeed, assume first that j = 1. By the
case i = 0 of the that lemma, we can find N so that x1k = (γ1 − 1)yk for some yk ∈ Nφq=1.
Then by replacing each xk with xk − yk, we obtain x1k = 0 for all k > 1. Assume we have
xj′k = 0 for all 1 ≤ j′ < k ≤ n with j′ < j. Arguing as the proof of loc. cit., we see that in
fact xjk ∈ Mφq=1,γ1=...=γj−1=1. Then by the case i = j − 1 ≤ n − 2 of loc. cit., we may choose
zk ∈Mφq=1,γ1=...=γj−1=1 so that xjk = (γj − 1)(zk). Again by replacing each xk with xk − zk, we
may then assume that xjk = 0 = xj′k for all k > j > j′, as desired.

Now by using the construction in the case of H1 for the 1-cocycle ((γ1 − 1)a
′
1 . . . (γn −

1)a
′
n(x), x1, . . . , xn), we may further enlarge N so that (γ1−1)a

′
1 . . . (γn−1)a

′
n(x) ∈ (φq−1)(N),

as claimed. Again, in the case r = 0, we obtain x ∈ (φq − 1)(N), as desired.

Lemma 2.4.10. Let A be a Noetherian O/ϖa-algebra for some a ≥ 1, and let M be a finite (not
necessarily étale) φq-module over AK,A. Then M admits an open φq-stable subgroup U on which
the map φq − 1 is bijective.

Proof. By considering M as a finite étale φq-module over the subring AF,A ⊆ AK,A, we may
assume that K = F (note that the canonical topology on M does not depend on whether we view
M as a finite module over AK,A or AF,A). In this case the subring A+

F,A of AF,A is φq-stable, and
we can in fact chooseU to be aφq-stable lattice inM . To see this, pick any lattice M inM , and pick
n > 0 large enough so that ΦM(φ∗

qM) ⊆ T−nM. As πa = 0 in A and φq(T ) ≡ T q mod πA+
F,A,

it follows easily from the binomial theorem that φq(T
M+a−1) is divisible by TMq in A+

F,A. In
particular, we have ΦM(φ∗

q(T
M+a−1M)) = φq(T

M+a−1)ΦM(φ∗
qM) ⊆ TMq−nM. If we pick M

large enough so that Mq − n ≥ M + a − 1 + qa−1, then M′ := TM+a−1M is a φq-stable lattice
in M satisfying φq(M

′) ⊆ T qa−1
M′. As φq(T ) ≡ T q mod π, we have φq(T

qa−1
) ≡ T qa mod πa.

Thus for any t ≥ 0, we have φq(T
tqa−1

M′) ⊆ T (1+tq)qa−1
M′. As M′ is T -adically complete (being

finite over the Noetherian T -adically complete ring AF,A), it follows that for each x ∈ M′, the
series

∑
l≥0 φ

l
q(x) converges in M′. We deduce that the map 1 − φq : M

′ →M′ is bijective with
inverse given by

∑
l≥0 φ

l
q, as desired.

Proof of Proposition 2.4.5. This follows from Lemmas 2.4.6 and 2.4.7, uniqueness of universal
δ-functors, and the fact that we have a natural identification between H0(C•(M)) = Mφq=1,ΓK=1

and HomMét,LT
φ,Γ

(AK,A,M) = Ext0LT(AK,A,M).
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Corollary 2.4.11. Assume A is a finite type O/ϖa-algebra for some a ≥ 1. Let M be a finite pro-
jective étale (φq,ΓK)-module with A-coefficients, and let MEG denote the (φ,ΓEG

K )-module corre-
sponding to M under the equivalence in Proposition 2.4.1. Then H i(C•(M)) ∼= H i

EG(C•(MEG))
for each integer i.

Proof. As the equivalence in loc. cit. is exact and clearly takes AK,A to AEG
K,A, we see that

ExtiLT(AK,A,M) ∼= ExtiEG(A
EG
K,A,M

EG) for each i ∈ Z. The result now follows from Propo-
sition 2.4.5 (applied to both M and MEG).

Theorem 2.4.12. Let A is a finite type O/ϖa-algebra for some a ≥ 1, and let M be a finite
projective étale (φq,ΓK)-module with A-coefficients.

(1) The Herr complex C•(M) is a perfect complex of A-modules, with tor-amplitude in [0, 2].

(2) If B is a finite type A-algebra, then there is natural isomorphism in the derived category

C•(M)⊗L
A B

∼−→ C•(M ⊗AK,A
AK,B).

In particular, there is a natural isomorphism

H2(C•(M))⊗A B
∼−→ H2(C•(M ⊗AK,A

AK,B).

Proof. Combining Corollary 2.4.11 with the analogous result in [EG23] for the cyclotomic Herr
complex, we see that the cohomology groups H i(C•(M)) are finitely generated, and moreover
vanish unless i ∈ [0, 2]. The theorem now follows by the same argument as in the proofs of [EG23,
Thm. 5.1.22, Cor. 5.1.25].

Remark 2.4.13. 1. For showing that the Herr complex is perfect, it suffices by [Sta23, Tag 07LU]
to consider the case where A is a finite type F-algebra. Thus, in view of the above proof, it is in
fact enough to invoke the comparison 2.4.1 only for such algebras; in other words, we need the
isomorphism X LT

K,d
∼−→ X EG

K,d only on special fibers. On the other hand, it would be desirable to have
a proof purely in the world of Lubin–Tate (φq,ΓK)-modules.

2. Our first approach on showing perfectness of the Herr complex was to proceed along the
lines of [EG23, §5.1] by using a kind of ψ-operator on Lubin–Tate (φq,ΓK)-modules. However,
this turned out to be not possible (as far as we know) since there is no ΓK-equivariant left inverse
of φq :M →M if F ̸= Qp, cf. [BR22, Prop. 3.2.6].

Corollary 2.4.14. AssumeA is a finite typeO/ϖa-algebra for some a ≥ 1. Then the Herr complex
C•(M) can be represented by a complex [C0 → C1 → C2] of finite locally free A-modules in
degrees [0, 2].

Proof. This follows from Theorem 2.4.12, and [Sta23, Tag 0658].

https://stacks.math.columbia.edu/tag/07LU
https://stacks.math.columbia.edu/tag/0658
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2.4.2.1 Galois cohomology via the Herr complex

As another consequence of the effaceablity of the functors M 7→ H i(C•(M)), i ≥ 1 (Lemma
2.4.7), we recover the following comparison result. The approach employed here is similar to that
in [Her98]; see also [AK19] for a different approach.

Theorem 2.4.15. Let A be a complete local Noetherian O-algebra with finite residue field of
characteristic p, and let V be a finite A-module equipped with a continuous linear representation
of GK . Then there are isomorphism of A-modules

H i(GK , V )
∼−→ H i(C•(DA(V ))).

which are functorial in A.

Proof. First assume that mn
AV = 0 for some n. The functor DA extends formally to an equiva-

lence between the category Reptor
A (GK) of mA-power torsion linear GK-representations, and the

categoryMInd-ét, tor
φ,Γ of direct colimits of finite mA-power torsion étale (φ,Γ)-modules over AK,A

(the point being that, unlike its subcategory of finite GK-representations, Reptor
A (GK) has enough

injective objects). Clearly, if M is an object inMInd-ét, tor
φ,Γ , then M has a natural (φq,ΓK)-module

structure, and we can define the Herr complex of M exactly as for finite étale (φq,ΓK)-modules.
We can check easily that the arguments in Lemmas 2.4.7, 2.4.8 and 2.4.9 still make sense, and thus
show that the functors M 7→ H i(C•(M)), i ≥ 1 remain effaceable on the category MInd−ét,tor

φ,Γ .
Now as the cohomological δ-functor (V 7→ H i(GK , V ))i≥0 is universal on Reptor

A (GK), we obtain
the result in this case.

For a general V , consider the inverse system (C•(GK , V/m
n
AV ))n of cochain complexes. As the

transition maps are surjective, its derived limit can be computed by taking inverse limits termwise,
i.e.

R lim C•(GK , V/m
n
AV ) = lim←−C

•(GK , V/m
n
AV ) = C•

cts(GK , V ).

In particular, there is a Milnor short exact sequence

0→ R1 limH i−1(GK , V/m
n
AV )→ H i(GK , V )→ lim←−H

i(GK , V/m
n
AV )→ 0

for each i ∈ Z. By what we have just seen, eachH i−1(GK , V/m
n
AV ) is computed byH i−1(C•(DA(V/m

n
AV )),

and hence finite by Theorem 2.4.12. It follows that the R1 lim on the left vanishes, and we obtain

H i(GK , V ) = lim←−H
i(GK , V/m

n
AV ).

Arguing similarly for the inverse system (C•(DA(V/m
n
AV )))n (and recalling thatDA(V ) = lim←−DA(V/m

n
AV )),

we obtain
H i(C•(DA(V ))) = lim←−H

i(C•(DA(V/m
n
AV ))),

hence the desired result.
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2.4.2.2 Obstruction theory

As in [EG23, §5.1.33], one can use perfectness of the Herr complex to show that the stack X LT
K,d

admits a nice obstruction theory in the sense of [EG23, Defn. A.34].
Let A be a finite type O/ϖa-algebra for some a ≥ 1, and let M be a rank d projective étale

(φq,ΓK)-module withA-coefficients, classified by a map x : SpecA→ X LT
K,d. Given a square-zero

extension
0→ I → A′ → A→ 0

in which A′ is a finite type O/ϖa-algebra, we want to consider the problem of deforming M to a
projective étale (φq,ΓK)-module M ′ with A′-coefficients. More formally, let Lift(x,A′) be the set
of isomorphism classes of pairs (M ′, ι) where M ′ is a projective étale (φq,ΓK)-module M ′ with
A′-coefficients, and ι is an isomorphism M ′⊗A′ A

∼−→M of (φq,ΓK)-module with A-coefficients.
First, we can lift M uniquely to a rank d projective AK,A′-module M̃ (as a finite projective

module always deforms uniquely along a nilpotent thickening). By viewing φ : M → M as a
linear map φ∗

qM → M , we see that φ also lifts to a semilinear map φ̃ : M̃ → M̃ . Note that
the linearization Φφ̃ of φ̃ is then automatically an isomorphism as it is a surjective map between
finitely projective modules of the same rank (surjectivity follows from Nakayama’s lemma and the
fact that Φφ̃ is surjective modulo a nilpotent ideal). Similarly, we can also lift each γi to a bijective
semilinear map γ̃i : M̃ → M̃ . However, the problem is that the actions of φ̃ and γ̃i on M̃ may not
commute with each other (the set Lift(x,A′) is therefore empty in this case). On the other hand,
as the following lemma shows, this is the only obstruction to lift M to an A′-point of X LT

K,d.

Lemma 2.4.16. Assume there exist pairwise commuting lifts φ̃, γ̃1, . . . , γ̃n of φ, γ1, . . . , γn respec-
tively to M̃ . Then the induced semilinear action of ΓK,disc on M̃ is continuous. In other words,
these lifts makes M̃ into an étale (φq,ΓK)-module with A′-coefficients which lifts M .

Proof. By assumption, M̃ is an object of RΓK,disc

K,d (A′), and we want to show that M̃ in fact comes
from an object of X LT

K,d ↪→ R
ΓK,disc

K,d . Using Lemma 2.3.17, we may reduce to the case K is F -
basic. In particular, we can apply the material on T -quasi-linear endomorphisms. More precisely,
by Lemma 2.A.8, it suffices to show that the action of γi − 1 on M̃ is topologically nilpotent for
each 1 ≤ i ≤ [K : Qp]. Arguing in as the proof of [EG23, Lem. D.31], we may reduce to the case
when M̃ is free. In particular, we may choose a free latice M̃ in M̃ . Then M := M̃⊗A′ A is also
a lattice in M := M̃ ⊗A′ A. As the action of ΓK,disc on M is continuous by assumption, we can
use Lemma 2.A.8 again to find m ≫ 0 large enough so that (γi − 1)mM ⊆ TM. Equivalently,
we have (γi − 1)mM̃ ⊆ TM̃ + IM̃. Repeating the same argument for the free lattice TM̃ in M̃,
we can choose some m′ ≥ m large enough so that (γi − 1)m

′
TM̃ ⊆ T 2M̃ + I(TM̃). As I2 = 0,

it follows that (γi − 1)m+m′
M̃ ⊆ T 2M̃ + I(TM̃) + I(TM̃ + IM̃) = T 2M̃ + ITM̃ ⊆ TM̃, as

desired.

Let ad M := HomAK,A
(M,M) be the adjoint of M , endowed with its natural structure of an

étale (φq,ΓK)-module with A-coefficients.
We are now ready to measure the obstruction for lifting M to A′.
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Lemma 2.4.17. There is a functorial obstruction element ox(A′) ∈ H2(C•(ad M) ⊗L
A I), which

vanishes precisely when x can be lifted to SpecA′.

Proof. As above, we can choose semilinear lifts γ̃i of the γi to M̃ (again, we will denote φ by γ0
for ease of notation). We first check that the tuple

(γ̃iγ̃j γ̃
−1
i γ̃−1

j − 1)0≤i<j≤n ∈ C2(adM ⊗A I) (2.4.17.1)

is a cocyle, i.e. that (γk−1)(γ̃iγ̃j γ̃
−1
i γ̃−1

j −1)−(γj−1)(γ̃iγ̃kγ̃
−1
i γ̃−1

k −1)+(γi−1)(γ̃j γ̃kγ̃
−1
j γ̃−1

k −
1) = 0 in ad M ⊗A I for all 0 ≤ i < j < k ≤ n. It is convenient to consider this as an equation
in adAK,A′M̃ ⊇ ad M ⊗A I; in particular, for each 0 ≤ i ≤ n, the action of γi on ad M ⊗A I

is now nothing but the conjugation by γ̃i : M̃ → M̃ . Now fix 0 ≤ i < j < k ≤ n, and write
Y := γ̃iγ̃kγ̃

−1
i γ̃−1

k −1, Z := γ̃iγ̃j γ̃
−1
i γ̃−1

j −1. Then γ̃iγ̃kγ̃−1
i = (1+Y )γ̃k and γ̃iγ̃j γ̃−1

i = (1+Z)γ̃j .
Multiplying these equations gives γ̃iγ̃kγ̃j γ̃−1

i = γ̃kγ̃j + γ̃kZγ̃j + Y γ̃kγ̃j whence γ̃kZγ̃−1
k + Y =

γ̃iγ̃kγ̃j γ̃
−1
i γ̃−1

j γ̃−1
k − 1. Similarly, we have γ̃jY γ̃−1

j + Z = γ̃iγ̃j γ̃kγ̃
−1
i γ̃−1

k γ̃−1
j − 1. It follows that

(γk − 1)Z − (γi − 1)Y = γ̃iγ̃kγ̃j γ̃
−1
i γ̃−1

j γ̃−1
k − γ̃iγ̃j γ̃kγ̃

−1
i γ̃−1

k γ̃−1
j . We are thus reduced to show-

ing that γ̃iγ̃kγ̃j γ̃−1
i γ̃−1

j γ̃−1
k − γ̃iγ̃j γ̃kγ̃

−1
i γ̃−1

k γ̃−1
j + γ̃iγ̃j γ̃kγ̃

−1
j γ̃−1

k γ̃−1
i − γ̃j γ̃kγ̃−1

j γ̃−1
k = 0. We can

rewrite the left hand side as γ̃iγ̃j γ̃k(γ̃−1
j γ̃−1

k γ̃−1
i − γ̃−1

i γ̃−1
k γ̃−1

j ) + (γ̃iγ̃kγ̃j γ̃
−1
i − γ̃j γ̃k)(γ̃kγ̃j)−1 =

γ̃i(γ̃j γ̃k−γ̃kγ̃j)(γ̃−1
j γ̃−1

k γ̃−1
i −γ̃−1

i γ̃−1
k γ̃−1

j )+(γ̃iγ̃kγ̃j γ̃
−1
i −γ̃j γ̃k)((γ̃kγ̃j)−1−(γ̃j γ̃k)−1) = γ̃iγ̃j γ̃k(1−

γ̃−1
k γ̃−1

j γ̃kγ̃j)(1−γ̃−1
i γ̃−1

k γ̃−1
j γ̃iγ̃kγ̃j)γ̃

−1
j γ̃−1

k γ̃−1
i +γ̃j γ̃k(γ̃

−1
k γ̃−1

j γ̃iγ̃kγ̃j γ̃
−1
i −1)(1−γ̃−1

k γ̃−1
j γ̃kγ̃j)γ̃

−1
j γ̃−1

k .
The last expression is now clearly zero as I2 = 0.

We can now define ox(A′) to be the image in H2(C•(ad M ⊗A I)) of the tuple 2.4.17.1. It
remains to check that ox(A′) is independent of the choice of the lifts γ̃i, and vanishes if and only
if Lift(x,A′) ̸= ∅. Indeed, any other choice of lifts γ̃′i is of the form γ̃′i = (1 + Xi)γ̃i for some
Xi ∈ adM ⊗A I . From this, one can check easily that

(γ̃′iγ̃
′
j(γ̃

′
i)

−1(γ̃′j)
−1 − 1)− (γ̃iγ̃j γ̃

−1
i γ̃−1

j − 1) = (γi − 1)Xj − (γj − 1)Xi.

This shows that the class ox(A′) ∈ H2(C•(ad M ⊗A I)) is well-defined, and vanishes if and only
if we can choose commuting lifts γ̃i. By Lemma 2.4.16, the latter is equivalent to the condition
that Lift(x,A′) ̸= ∅, as desired (note also that as C•(ad M) is a complex of flat A-modules, the
derived tensor C•(adM)⊗L

A I simplifies to C•(adM ⊗A I)).

Lemma 2.4.18. Let F be a finitely generated A-module. Then there is a natural isomorphism
Lift(x,A[F ])

∼−→ H1(C•(adM)⊗L
A F ) of A-modules.

Proof. As before, a lift of M to A[F ] is determined by lifts γ̃i of the γi on M . Given any such
lifts, we can write γ̃i = (1 + Xi)γi for some Xi ∈ ad M ⊗A F (note that we have abusively
denoted also by γi the lifts corresponding to the trivial lift M ⊗A A[F ]). It is easy to check that
the lifts γ̃i commute with each other (or equivalently, define an element of Lift(x,A[F ])) if and
only if the tuple (X0, . . . , Xn) lies Z1(C•(ad M ⊗A F )). Furthermore, as the endomorphisms
of the trivial lifting M ⊗A A[F ] are given by 1 + X for X ∈ ad M ⊗A F , we see that the lift
determined by a tuple (X0, . . . , Xn) ∈ Z1(C•(ad M ⊗A F )) is trivial if and only if there exists
X ∈ ad M ⊗A F such that γ̃i = (1 + X)γ(1 + X)−1 for all 0 ≤ i ≤ n. It is easy to check that
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this is equivalent to saying that (X0, . . . , Xn) = d0(−X) is a 1-coboundary. Thus, we obtain a
bijection H1(C•(adM ⊗A F ))

∼−→ Lift(x,A[F ]) at the level of sets. That it is also A-linear can be
done exactly as in the proof of [EG23, Lem. 5.1.35].

Corollary 2.4.19. X LT
K,d admits a nice obstruction theory in the sense of [EG23, Defn. A.34].

Proof. This follows by combining Theorem 2.4.12, Lemmas 2.4.18 and 2.4.17.

2.4.3 Families of extensions
We now briefly indicate how to proceed along the lines of the arguments in [EG23, Chap. 5] to
give an alternative proof that X LT

K,d is a Noetherian formal algebraic stack using only perfectness of
the Lubin–Tate Herr complex (in particular, we are not using directly the comparison in Corollary
2.4.2 between X LT

K,d and the Emerton–Gee stack X EG
K,d). See also Remark 2.4.21 below.

Roughly speaking, saying that X LT
K,d is in fact a formal algebraic stack means that the transition

maps in the colimit defining its Ind-algebraic structure are actually thickenings (rather than just
closed immersions), and this amounts to showing that the underlying reduced substack (X LT

K,d)red
is an actual algebraic stack (see [Eme, Cor. 6.6] for a more precise statement). For this, it suffices
to construct a finite collection of morphisms Z → (X LT

K,d)red whose source is an algebraic stack,
and the union of whose images exhaust all the Fp-points of (X LT

K,d)red. As any mod p Galois rep-
resentation can be written as an iterated extension of irreducible subquotients, the idea is therefore
to use induction on the dimension d and inductively construct spaces of extensions of some fam-
ilies of representations of dimension < d by some given irreducible representations, which will
ultimately give the desired cover. However since X LT

K,d is really a stack of (φ,Γ)-modules, in order
to carry out the above strategy, one needs a way to algebraize the various Ext1 spaces so as to
be able to talk about families of extensions of (φ,Γ)-modules. This is where we need the Herr
complex and its finiteness properties. (With the construction just outlined above, it is not clear
if the irreducible representations can be covered at all. It is however indeed true and is in fact
one of the distinctive features of these stacks of (φ,Γ)-modules (compared to the case of literal
Galois representations): the representations occurring are generically reducible, but can specialise
to irreducible representations.)

More precisely, starting with a family ρT : T → (X LT
d,red)Fp

on a reduced affine Fp-scheme of
finite type, and any representation α : GK → GLa(Fp) for which Ext2GK

(α, ρt) is of constant rank
for varying t ∈ T (Fp), one can construct a vector bundle V → T together with a morphism

V → (X LT
d+a,red)Fp

parametrizing a universal family of extensions

0→ ρT ⊗OT
OV → EV → α⊗Fp

OV → 0.

One can then follow the proof of [EG23, Thm. 5.5.12] to obtain the following result. (As explained
above, for the algebraicity part, the rough idea is that by iterating the above construction, we obtain
families of étale (φq,ΓK)-modules parametrized by the various vector bundles V appearing; this
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will ultimately gives a cover of X LT
K,d,red. For obtaining the desired dimension, we will need to ac-

tually compute the dimensions of the various families of extensions arising from this construction,
cf. [EG23, Prop. 5.4.4].)

Theorem 2.4.20. X LT
d,red is a finitely presented algebraic stack over F of dimension [K : Qp]d(d−

1)/2.

In particular, by combining algebraicity of Xd,red with Corollary 2.4.19, we obtain another
proof that X LT

K,d is a Noetherian algebraic stack (see the proof of [EG23, Cor. 5.5.18], which
ultimately relies on the criteria of [Eme, Cor. 6.6 and Thm. 11.13]).

Remark 2.4.21. In fact, the inductive argument in [EG23, Thm. 5.5.12] also allows us to con-
struct, for each Serre weight k, an irreducible component X k,LT

d,red,Fp
of (X LT

d,red)Fp
of dimension

[K : Qp]d(d− 1)/2, whose generic Fp-points are maximally nonsplit of niveau 1 and weight k in
the sense of [EG23, Defn. 5.5.1], and that the union of theX k,LT

d,red,Fp
, together with a closed substack

of dimension strictly smaller than [K : Qp]d(d − 1)/2, covers (X LT
d,red)Fp

. In order to show that
the X k,LT

d,red,Fp
exhaust the irreducible components of (X LT

d,red)Fp
, we need to show that the latter is

equidimensional. In the cyclotomic case, this is achieved by first constructing closed substacks of
X LT

d corresponding to crystalline representations, computing their versal rings at finite type points,
and then using the existence of crystallne lifts of mod p representations. In order to adapt this
strategy to the Lubin–Tate setting, it seems necessary to first have at one’s disposal a description
of GK-stable OF -lattices in crystalline F -linear representations of GK in terms of Breuil–Kisin–
Fargues modules over Ainf,F := WOF

(O♭
C). In Chapter 3 below, we will obtain such a description

for a special class of crystalline OF -lattices. As the discussion there suggests, it seems that in
order to obtain a description valid in general, one should consider modifications of vector bundles
at several points (as opposed to just one point) on the Fargues–Fontaine curve XF associated to F .
We hope to discuss this in more details in a subsequent work.



Appendices

2.A T -quasi-linear endomorphisms
We recall some material on T -quasi-linear endomorphisms, adapted to our slightly more general
setting. We will be content with giving only the results that we need in our proof of Ind-algebraicity
of X LT

K,d; for a more detailed account, we refer the reader to Appendix D of [EG23].
Fix a finite extension F/Qp with uniformizer π. Fix also a finite unramified extension K/F ,

and a finite extension E/F with uniformizerϖ and ring of integersO. If A isϖ-adically complete
O-algebra, we let A+

A := (OK ⊗OF
A)[[T ]], and let AA be the p-adic completion of A+

A[1/T ]. As
usual, finite projective modules over AA or A+

A will be endowed with their canonical topology (cf.
[EG23, Rem. D.2]).

Definition 2.A.1. Let A be an O/ϖa-algebra for some a ≥ 1, and let M be a finite projective
AA-module. A T -quasi-linear endomorphism of M is a continuous OK ⊗OF

A-linear morphism
f : M → M which furthermore satisfies: there exist a(T ) ∈ (A+

A)
× and b(T ) ∈ (π, T )A+

A such
that

f(Tm) = a(T )Tf(m) + b(T )Tm

for every m ∈M .

Remark 2.A.2. The above definition recovers [EG23, Defn. D.17] in case F = Qp.

Lemma 2.A.3. Assume f is T -quasi-linear, then for all n ∈ Z, we can write

f(T nm) = a(T )nT nf(m) + bn(T )T
nm

for all m ∈M , where a(T ) ∈ (A+
A)

× and bn(T ) ∈ (π, T )A+
A.

Proof. See the proof of [EG23, Lem. D.18].

Lemma 2.A.4. Let A be an O/ϖa-algebra for some a ≥ 1, and let M be a finite projective AA-
module. Let f be a T -quasi-linear endomorphism of M , and let M be a lattice in M . Then there
is an integer m ≥ 0 such that fn(T sM) ⊆ T s−mnM for all s ∈ Z and n ≥ 0.

Proof. As f is continuous by definition, we can choosem ≥ 0 large enough so that f(TmM) ⊆M.
From this and Lemma 2.A.3, it is easy to see that f(T sM) ⊆ T s−mM for all s ∈ Z. The lemma
now follows by an evident induction.

63
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Lemma 2.A.5. Let A be an O/ϖa-algebra for some a ≥ 1. Let M be a finite projective AA-
module, and let f be a T -quasi-linear endomorphism of M . The following are equivalent:

(1) f is topologically nilpotent.

(2) There exists a lattice M ⊆M and some n ≥ 1 such that fn(M) ⊆ (π, T )M.

(3) For any lattice M ⊆ M and any m ≥ 1, we have fn(M) ⊆ TmM for all sufficiently large
n.

Proof. The proof is identical to that of [EG23, Lem. D.21], except that we replace p by π every-
where, and appeal to Lemma 2.A.3 in place of [EG23, Lem. D.18].

We now specialize to our main case of interest. To this end, assume that AA is endowed with a
continuous action of Zp byOK⊗OF

A-algebra automorphisms, which preserves A+
A, and moreover

satisfies

γ(T )− T ∈ (π, T )TA+
A (2.A.5.1)

for some topological generator γ of Zp.

Lemma 2.A.6. LetM be a finite projective AA-module which is endowed with a semilinear action
of the subgroup ⟨γ⟩ of Zp, then f := γn−1 is a T -quasi-linear endomorphism ofM for any n ≥ 1.

Proof. By induction, it is easy to see that γn(T ) − T ∈ (π, T )TA+
A for all n ≥ 1. As (γn −

1)(Tm) = γn(T )(γn − 1)(m) + (γn(T ) − T )m, we have f(Tm) = a(T )nT nf(m) + bn(T )Tm
where a(T ) := γ(T )/T ∈ (A+

A)
×, and bn(T ) := (γn(T ) − T )/T ∈ (π, T )A+

A. As we already
require γ to be OK ⊗OF

A-linear, it remains to check that f : M → M is continuous. To see
this, let M be an arbitrary lattice in M , say generated by m1, . . . ,mr ∈M . Let N be the sub-A+

A-
module of M generated by γ−n(m1), . . . , γ

−n(mr). As γ acts on AA and M by automorphisms,
and moreover preserves A+

A, it is clear that N is a lattice in M verifying γn(N) ⊆ M. Thus, γn

(hence f ) is continuous, as desired.

Remark 2.A.7. We have seen in Lemma 2.3.19 that in case K is F -basic, the action of γ ∈ ΓK on
AK|F,A indeed satisfies 2.A.5.1. Accordingly5, we can apply Lemma 2.A.6 in the case where (K
is F -basic and) M is an object ofRΓdisc

K,d , and the semilinear action of ⟨γ⟩ is given by restricting the
action of Γdisc on M .

Lemma 2.A.8. Assume that A is an O/ϖa-algebra for some a ≥ 1, and that AA is endowed with
an action of Zp as above. Let M be a finite projective AA-module, equipped with a semi-linear
action of ⟨γ⟩ ⊆ Zp. Then the following are equivalent:

(1) The action of ⟨γ⟩ extends (necessarily uniquely) to a continuous action of Zp.

(2) The action of ⟨γ⟩ on M is continuous.

5We should also check that γ fixes the subring WOF
(kK,∞)⊗OF

A, but this is clear because kK,∞ = kK if K is
F -basic.
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(3) For any lattice M ⊆M and any n ≥ 1, there exists s ≥ 0 such that (γp
s − 1)(M) ⊆ T nM.

(4) For some lattice M ⊆M and some s ≥ 0, we have (γp
s − 1)(M) ⊆ TM.

(5) The action of γ − 1 on M is topologically nilpotent.

Proof. The proof is essentially identical to that of [EG23, Lem. D.28], but to make sure that
everything works out as expected, we will provide the details. By [EG23, Lem. D.15], (1) and
(2) are equivalent. Clearly, (3) =⇒ (4). Now if (4) holds, then as (γps − 1) ≡ (γ − 1)p

s
mod p,

we deduce that (γ − 1)p
s
(M) ⊆ (p, T )M ⊆ (π, T )M, and so γ − 1 is topologically nilpotent by

Lemma 2.A.5 (2). Conversely, assume (5) holds. By Lemma 2.A.5 (3), we may choose s ≥ 0 large
enough so that (γ − 1)p

s
M ⊆ T nM. As (γ − 1)p

s ≡ (γp
s − 1) mod p, we see that (γps − 1)M ⊆

(p, T n)M; in particular that (3) holds when a = 1. Assume now that (3) is true up to a − 1 ≥ 1.
By the inductive hypothesis (applied to the lattice (M + ϖa−1M)/ϖa−1M inside M/ϖa−1M ),
we can choose s large enough so that (γps − 1)M ⊆ T nM + ϖa−1M . In particular, we have
p(γp

s − 1)M ⊆ T nM. Now as γps − 1 is topologically nilpotent, we can use Lemma 2.A.5 again
to pick t large enough so that (γps − 1)p

t
M ⊆ T nM. As (γps+t − 1) = ((γp

s − 1) + 1)p
t − 1 ≡

(γp
s − 1)p

t
mod p(γp

s − 1), it follows that (γps+t − 1)M ⊆ T nM, as desired.
Assume now that (1) and (2) hold. Let M ⊆ M be an arbitrary lattice, say with generators

m1, . . . ,mr of M. By [EG23, Lem. D.13 (2)(a)], we can choose s ≥ 0 sufficiently large so that
(γp

s − 1)mi ∈ TM for all i. Thus, for any λi ∈ A+
A, we have

(γp
s − 1)(

∑
i

λimi) =
∑
i

γp
s

(λi)(γ
ps − 1)mi +

∑
i

(γp
s

(λi)− λi)mi.

As γps(λi) − λi ∈ TA+
A for all i (recall that γ fixes OK ⊗OF

A, and preserves TA+
A), it follows

that (γps − 1)M ⊆ TM, hence (4).
Finally assume that the equivalent conditions (3)–(4)–(5) hold. To show that (1) and (2) holds,

it suffices to verify the conditions of [EG23, Lem. D.13 (2)]. That [EG23, Lem. D.13 (2)(b)]
holds, i.e. each g ∈ ⟨γ⟩ acts continuously on M follows by the same argument used in Lemma
2.A.6.

We now check [EG23, Lem. D.13 (2)(c)]. So let M ⊆ M be a lattice. We need to show that
⟨γps⟩M ⊆ M for all s ≥ 0 sufficient large. As we are assuming (3), we may choose s so that
(γp

s − 1)M ⊆ TM. In particular, γpsM ⊆ M, and by induction we have γrpsM ⊆ M for all
r ≥ 0. To handle the case r < 0, it suffices (by descending induction) to check that γ−psM ⊆M.
This follows from the fact that γps − 1 acts topologically nilpotent on M . Indeed, for any m ∈M
we have

γ−ps(m) = (1− (1− γps))−1m = m+ (1− γps)m+ (1− γps)2m+ . . . ∈M.

It remains to check [EG23, Lem. D.13 (2)(a)]. In other words, we need to check that for any
m ∈ M , the orbit map ⟨γ⟩ → M, g 7→ gm is continuous at the identity of ⟨γ⟩, or equivalently, for
any lattice M ⊆ M , we can find s ≥ 0 sufficiently large so that gm ∈ m +M for all g ∈ ⟨γps⟩.
By picking n large enough so that m ∈ T−nM and replacing M by T−nM, we are reduced to
choosing s so that (g − 1)M ⊆ T nM for all g ∈ ⟨γps⟩. Again, by (3) we can choose s so that
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(γp
s − 1)M ⊆ T nM. As in preceding paragraph, this implies in particular that γrpsM ⊆ M

for all r ∈ Z. It follows that (γrps − 1)M ⊆ T nM for all r ∈ Z. Indeed, if r ≥ 1, then
(γrp

s − 1)M = (γp
s − 1)(γ(r−1)ps + . . .+ γp

s
+1)M ⊆ (γp

s − 1)M ⊆ T nM, while if r < 0, then
(γrp

s − 1)M = −(γ−rps − 1)γrp
s
M ⊆ (γ−rps − 1)M ⊆ T nM.
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Chapter 3

Prismatic F -crystals and “Lubin–Tate”
crystalline Galois representations

3.1 Introduction
Let K/Qp be a completed discrete valued extension with perfect residue field k of characteristic
p > 0, fixed completed algebraic closureC, and absolute Galois groupGK . An important aspect of
integral p-adic Hodge theory is the study of lattices in crystalline (or more generally, semistable)
GK-representations. There have been various (partial) classifications of such lattices, including
Fontaine–Laffaille’s theory [FL82], Breuil’s theory of strongly divisible S-lattices [Bre02], and
Kisin’s theory of Breuil–Kisin modules [Kis06]. In [BS23], Bhatt and Scholze give a site-theoretic
description of such lattices, which unifies many of the previous classifications, and in fact can re-
cover them by “evaluating" suitably. To recall their result, let (OK)∆ denote the absolute prismatic
site of OK ; this comes equipped with a structure sheaf O∆, a “Frobenius” φ : O∆ → O∆, and an
invertible ideal sheaf I∆ ⊆ O∆.

Definition 3.1.1. A prismatic F -crystal on OK is a crystal of vector bundles on the ringed site
((OK)∆,O∆) equipped with an isomorphism (φ∗E)[1/I∆] ≃ E [1/I∆]; denote by Vectφ((OK)∆,O∆)
the resulting category. Similarly, we obtain the category Vectφ((OK)∆,O∆[1/I∆]

∧
p ) of so-called

Laurent F -crystals.

In the statement below, Repcris
Zp

(GK) denotes the category of Galois stable lattices in crystalline
Qp-representations of GK .

Theorem 3.1.2 ([BS23]). There is a commutative diagram

Vectφ((OK)∆,O∆) Repcris
Zp

(GK)

Vectφ((OK)∆,O∆[1/I∆]
∧
p ) RepZp

(GK).

≃

≃

Here the vertical embeddings are given by the obvious maps; the horizontal equivalences are
induced by evaluating on the Fontaine’s prism Ainf ,the so-called étale realization functor.

69



70 Chapter 3. Prismatic F -crystals and “Lubin–Tate” crystalline Galois representations

(We note that the bottom horizontal equivalence was also obtained independently by Zhiyou
Wu [Wu21].) Motivated by the study of the stacks of Lubin–Tate (φ,Γ)-modules in Chapter 2, it
is natural to ask if there is a variant of Theorem 3.1.2 for coefficient rings other than Zp. More
specifically, let E be a finite extension of Qp with residue field Fq and a fixed uniformizer π; we
are interested in crystalline representations of GK on finite dimensional E-vector spaces (or rather,
GK-stable OE-lattices in such).

Hypothesis 3.1.3. We assume throughout that there is an embedding τ0 : E ↪→ K, which we will
fix once and for all.

Definition 3.1.4 ([KR09]). An E-linear representation V ofGK is called E-crystalline if it is crys-
talline (as a Qp-representation), and the C-semilinear representation

⊕
τ ̸=τ0

V ⊗E,τ C is trivial1.

A natural source of such representations comes from the rational Tate modules of π-divisible
OE-modules over OK ; see Lemma 3.4.23. Later, we will show that, just as in the case E = Qp,
E-crystalline representations can be classified using weakly admissible filtered φq-modules over
K. In fact, the above notion is indeed a natural extension of the usual notion in the sense that there
is a natural period ring Bcris,E with the property that an E-linear representation V is E-crystalline
if and only if V ⊗E Bcris,E is trivial as a Bcris,E-semilinear representation (cf. Theorem 3.2.4).

Using the theory of Lubin–Tate (φ,Γ)-modules, Kisin–Ren give a classification of the category
of Galois stable lattices in E-crystalline representations of GK (under a condition on the ramifica-
tion ofK) [KR09, Theorem (0.1)], generalizing the earlier classification in terms of Wach modules
by Wach, Colmez and Berger (cf. [Ber04]).

In another direction, in [Mar23] Marks defines a variant of the (absolute) prismatic site (OK)∆,OE

of OK “relative to OE”, using the notion of OE-prisms2, a mild generalization of prisms: they are
roughly OE-algebras A equipped with a lift φq : A → A of the q-power Frobenius modulo π
together with a Cartier divisor I of Spec(A) satisfying π ∈ (I, φq(I)) (cf. [Mar23, §3]). Further-
more, it is shown in loc. cit. that the étale realization functor again defines an equivalence

T : Vectφq((OK)∆,OE
,O∆[1/I∆]

∧
p ) ≃ RepOE

(GK),

generalizing the aforementioned result of Wu and Bhatt–Scholze in the case E = Qp. In this
chapter, we push this analogy further by showing the following extension of Theorem 3.1.2.

Theorem 3.1.5 (Theorem 3.4.7). The étale realization functor induces an equivalence

T : Vectφq((OK)∆,OE
,O∆) ≃ Repcris

OE
(GK),

where the target denotes the category of Galois stableOE-lattices in E-crystalline representations
of GK .

1This is not quite the original definition in [KR09], but can be easily seen to be equivalent to it (see Lemma 3.2.2
below).

2These are called E-typical prisms in [Mar23].
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As will be explained in §3.4.5 below, by evaluating at a suitable prism in (OK)∆, Theorem
3.1.5 recovers the main equivalence from Kisin–Ren’s work [KR09].

Finally, by combining Theorem 3.1.5 with a key result from [AL23] (generalized to the “OE-
context” in [Ito23]), we deduce the following classification of π-divisible OE-modules over OK .

Theorem 3.1.6 (Theorem 3.4.24). There is a natural equivalence between the category of π-
divisible OE-modules over OK and the category of minuscule Breuil–Kisin modules over SE .

3.1.1 Sketch of the proof of Theorem 3.1.5

Let us now briefly discuss the proof of Theorem 3.1.5. As alluded above, an important observation
is that the condition of being E-crystalline can be characterized in a manner similar to the usual
notion for E = Qp. Namely, there is a natural period ringBcris,E with the property that an E-linear
representation V is E-crystalline if and only if V ⊗E Bcris,E is trivial as a Bcris,E-representation;
see Theorem 3.2.4. Once this is justified, that the étale realization functor is well-defined and
fully faithful can be proved in exactly the same way as [BS23]. For essential surjectivity, we again
follow largely the proof in [BS23]; the main difference here is that instead of invoking the Beilinson
fibre sequence from [AMMN22] for the key descent step, we are able to prove the following more
general result by adapting a key lemma from [DL22].

Proposition 3.1.7 (Theorem 3.4.15). Let (A, (d)) be a transversal OE-prism. Then the base
change

Vectφq(A)[1/π]→ Vectφq(A⟨d/π⟩[1/π])

is fully faithful; here the source denotes the isogeny category of Vectφq(A).

We regard Proposition 3.1.7 as a result of independent interest. For instance, as alluded above,
by specializing to the prism A = ∆OC⊗̂OK

OC
, this recovers (and refines) Proposition 6.10 in

[BS23]. Furthermore, by specializing to a Breuil–Kisin prism (S, I), this recovers the embed-
ding

Vect(φ,N)(S)[1/p] ↪→ Vect(φ,N)(O)

from [Kis06, Lemma 1.3.13] without using Kedlaya’s results on slope filtrations; here O denotes
the ring of functions on the rigid open unit disk over K0.

The proof of Proposition 3.1.7 proceeds by first reducing to the case of finite free modules
(which is the only case we need in proving essential surjectivity). In this case, by working with
matrices for the φq-actions, we reduce to showing that if

dhY = Bφq(Y )C

with h ≥ 0, Y ∈ Md(A⟨d/π⟩) and B,C ∈ Md(A), then Y ∈ Md(A[1/π]). Here the idea is to
approximate d-adically Y by matrices in Md(A). This is possible thanks to the following variant
of [DL22, Lemma 2.2.10] on the contracting effect of the Frobenius on the d-adic filtration on
A⟨d/π⟩.
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Lemma 3.1.8 (Lemma 3.4.12). Let (A, (d)) be a transversal OE-prism. Then given any h ≥ 0,

φq(d
mA⟨d/π⟩) ⊆ A+ dm+hA⟨d/π⟩

for all m≫ 0 (depending only on h).

We now detail the organization of the chapter. In Section 3.2, we recall the definition of E-
crystalline representations from [KR09], and following [FF18, Chapitre 10], interpret it in terms of
vector bundles on the Fargues–Fontaine curve (Proposition 3.A.13). In particular, we show that the
category of E-crystalline representations of GK is equivalent to the category of weakly admissible
filtered φq-modules over K, and moreover that being E-crystalline is equivalent to being Bcris,E-
admissible for a natural period ring Bcris,E . In Section 3.3, we adapt some constructions from
[Kis06] to the present context. Next, in Section 3.4, we review briefly the notion ofOE-prisms and
define the étale realization functor in Theorem 3.1.2. Full faithfulness is then addressed in Sub-
section 3.4.3. Subsection 3.4.4 begins with some further ring-theoretic properties of transversal
prisms, culminating with the proof of Proposition 3.4.15, which is then used in the proof of essen-
tial surjectivity. Finally, in the last two subsections, we briefly discuss an application of Theorem
3.1.5 to the theory of π-divisible OE-modules over OK as well as its relation with Kisin–Ren’s
classification in [KR09].

Notation 3.1.9. Throughout this chapter, K denotes a complete discrete valued extension of Qp

with perfect residue field, complete algebraic closure C, and absolute Galois GK . We will also let
E denote a finite extension of Qp with ring of integers OE (which serves as the coefficient ring
for our GK-representations), fixed uniformizer πE , and residue field Fq. We will fix throughout an
embedding τ0 : E ↪→ K; a general embedding E ↪→ C will be typically denoted by τ .

3.2 E-crystalline Galois representations

3.2.1 Definition
Let V be an E-linear representation of GK which is crystalline (in the usual sense, i.e., as a Qp-
linear representation). Then

DdR(V ) := (V ⊗Qp BdR)
GK

is naturally a finite free E ⊗Qp K-module equipped with a (finite, separated, exhausted) filtration
by E⊗Qp K-submodules (whose associated graded pieces are finite projective, but not necessarily
of constant rank, or equivalently, free). In particular, there is a decomposition

DdR(V ) =
∏
m

DdR(V )m (3.2.0.1)

where m runs over the (finite) set of maximal ideals in E ⊗Qp K.
The following definition was given by Kisin–Ren [KR09].

Definition 3.2.1 ([KR09]). V is called E-crystalline if (it is crystalline and) the induced filtration
on DdR(V )m is trivial for all m ̸= m0, where m0 denotes the maximal ideal corresponding to the
multiplication map K ⊗Qp E ↠ K defined by the embedding τ0.
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Lemma 3.2.2. Let V be a crystalline E-linear representation of GK . Then V is E-crystalline if
and only if

⊕
τ ̸=τ0

V ⊗E,τ C is trivial as a C-semilinear representation of GK .

Here the action of g ∈ GK on
⊕

τ neτ0
V ⊗E,τ C is given by the maps 1 ⊗ g : V ⊗E,τ C →

V ⊗E,gτ C. (Note that the diagonal action of GK on V ⊗E,τ C is not well-defined in general: the
map τ : E ↪→ C is not GK-equivariant unless τ(E) ⊆ K.)

Proof. Recall that the filtration on DdR(V ) satisfies griDdR(V ) ≃ (V ⊗Qp C(i))
GK for each i.

Thus using the decomposition V ⊗Qp C =
∏

τ V ⊗E,τ C, we see that griDdR(V )m = 0 for all
i ̸= 0 and m ̸= m0 if and only if the C-semilinear representation W :=

⊕
τ ̸=τ0

V ⊗E,τ C satisfies
(W ⊗C C(i))

GK = 0 for all i ̸= 0. As W is Hodge–Tate (being a quotient of the Hodge–Tate
representation V ⊗Qp C), this amounts precisely to saying that W is trivial.

3.2.2 Relation with filtered isocrystals

For our purpose of proving Theorem 3.1.5, the following equivalent characterizations of the cat-
egory of E-crystalline Galois representations will be fundamental. Before stating the result, we
introduce the crysalline period ring in our context.

Notation 3.2.3. LetBcris,E denote Fontaine’s crystalline period ring defined usingE and τ0 : E ↪→
K ⊆ C. More precisely, let Ainf,E := WOE

(O♭
C) (defined using the embedding τ0), and let Acris,E

be the π-completed OE-PD envelope of Ainf,E with respect to the kernel of the Fontaine’s map
θE : Ainf,E ↠ OC , i.e. Acris,E is the π-adic completion of the subring

Ainf,E[ξ
qn/π1+q+...+qn−1

, n ≥ 1] ⊆ Ainf,E[1/π],

where ξ is one (or, any) generator of ker(θE). We then let B+
cris,E := Acris,E[1/π] and Bcris,E :=

B+
cris,E[1/tE]

3. These will play the roles of the usual crystalline period rings in the story over
Qp. (As the notation suggests tE is the analogue of the usual element t = log([ϵ]) (the “2πi of
Fontaine”) in our “OE-context”; see Appendix 3.A for more details.)

Theorem 3.2.4 (Remark 3.A.15, Theorem 3.A.19). (1) Let V ∈ RepE(GK). Then V is E-
crystalline if and only if V ⊗E Bcris,E is trivial as a Bcris,E-semilinear representation of
GK .

(2) The functor

Dcris,E : V 7→ (V ⊗E Bcris,E)
GK

defines an equivalence from the category of E-crystalline representations of GK onto the
category of weakly admissible filtered φq-modules.

3In [KR09], Bcris,E denotes the ring Bcris ⊗E0
E; these are in general different rings.
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(We refer the reader to Appendix 3.A for the notion of (weakly admissible) filtered φq-modules,
which is simply a straightforward extension of the usual notion.) Our proof of Theorem 3.2.4 rests
on the realization of the relevant objects as certain vector bundles on the Fargues–Fontaine curve
(associated to E and the embedding τ0). Since this will require a digression on the Fargues–
Fontaine curve which has little do to with the rest of the chapter, we defer the proof to Appendix
3.A.

Remark 3.2.5. The above equivalence between E-crystalline representations of GK and weakly
admissible filtered φq-modules is presumably expected, although we cannot find a reference which
explicitly states it. We can deduce it more directly (as an abstract equivalence) by combining the
usual equivalence for E = Qp with a standard passage from φ-modules to φq-modules (cf. [KR09,
§3.3]). Here we prefer the more geometric perspective via the Fargues–Fontaine curve as it gives
the explicit recipe for the equivalence as above, and also suggests the idea that in order to treat all
E-linear crystalline (i.e. not necessarily E-crystalline) representations of GK , one needs to study
modifications of vector bundles on the Fargues–Fontaine curve XE at finitely many points (rather
than just one point as in the case E = Qp).

3.3 Theory of Breuil–Kisin modules

In this section, we adapt some constructions from [Kis06] to the “OE-context”. We note that in
[CL16], Cais and Liu have extended a large part of the theory in [Kis06] to accommodate more
general coefficient rings and lifts of Frobenius. However, in our present context (corresponding to
the Frobenius lift f(u) = uq) much of the discussion in [CL16] simplifies, and we can present the
material largely in parallel with [Kis06]. The only difference is that it will be important in some
of our arguments to be able to work entirely with Frobenius structures: it is not clear what should
be the correct analogue of the key monodrommy operator N∇ from loc. cit. in our setting (cf.
Proposition 3.3.11).

3.3.1 Preliminaries

We fix once and for all a uniformizer πK ∈ K. Let E(u) ∈ WOE
(k)[u] be the Eisenstein poly-

nomial of πK over K0,E . Here K0,E := WOE
(k)[1/π] is naturally identified with the maximal

unramified extension of E in K. Let SE := WOE
(k)[[u]] and let φq : SE → SE be the ring map

that extends the Frobenius in WOE
(k) and sends u to uq. The map θ̃ : SE ↠ OK , u 7→ πK is

surjective with kernel I = (E(u)).

Let ∆ := Spa(SE)− {π = 0} be the adic generic fiber of Spa(SE) over K0,E; this is the adic
open unit disk over K0,E . Let O be the ring of functions on X . As ∆ is an increasing union of the
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rational opens Un := {|φn
q (E(u))| ≤ |π| ≠ 0} = {|ueqn| ≤ |π| ≠ 0} for n ≥ 0, we have

O = lim←−
n

SE

〈
φn
q (E(u))

π

〉
[1/π] (3.3.0.1)

=
⋂
n≥0

K0,E

〈
ueq

n

π

〉
inside K0,E[[u]]. (3.3.0.2)

Recall that by the work of Lazard [Laz62] that each K0,E⟨ueq
n
/π⟩ is a PID and O is a Bézout

domain. In particular, finite projective modules over O are free (see e.g. [Ked04, Proposition
2.5]). Moreover, base change defines an equivalence

Vect(O) ≃ lim
n

Vect(SE⟨ueq
n

/π⟩[1/π]).

Denote again by φq : O → O the map induced by φq on SE . For n ≥ 0, let xn ∈ ∆ be the unique
point where φn

q (E(u)) vanishes, i.e. xn : SE → SE/φ
n
q (E(u))[1/π] =: Kn. Let Ŝn denote the

complete local ring of ∆ at xn; this is a complete DVR with uniformizer φn
q (E(u)), residue field

Kn, and fraction field Fr(Ŝn) = Ŝn[1/φ
n
q (E(u))].

As E(u)/E(0) ∈ SE[1/π] has constant term 1, the infinite product

λ :=
∏
n≥0

φn
q (E(u)/E(0)).

is well-defined as an element in O. By design, λ has a simple root at each xn.

Definition 3.3.1. A φq-module (of finite height) over SE is a finite free SE-module M equipped
with an isomorphism

(φ∗
qM)[1/E(u)] ≃M[1/E(u)].

We denote by Vectφq(S) the category of φ-modules over S. In analogy with the case E = Qp,
we will often refer to objects in this category as Breuil–Kisin modules over SE .

Similarly, we let Vectφq(O) denote the category of φq-modules over O, i.e. finite free O-
modulesM equipped with an isomorphism (φ∗

qM)[1/E(u)] ≃M[1/E(u)].

Lemma 3.3.2 (Analytic continuation of φ-modules to the open unit disk). Base change defines an
equivalence of categories

Vectφq(O) ≃ Vectφq(SE⟨E(u)/π⟩[1/π]).

Proof. This is an application of the Frobenius pullback trick. More precisely, as explained in
[BS23, Rem. 6.6], by using the contracting property of φq, any object in Vectφq⟨E(u)/π⟩[1/π]
extends uniquely to an object in Vectφq⟨φn

q (E(u))/π⟩[1/π] for any n ≥ 1. It now suffices to show
that base change gives an equivalence

Vectφ(O) ≃ lim
n

Vectφ(SE⟨φn
q (E(u))/π⟩[1/π]).
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This follows formally from the analogous equivalence at the level of vector bundles, and the equal-
ity

O
[

1

E(u)

]
=

⋂
n≥0

(
SE

〈
φn
q (E(u))

π

〉[
1

π

] [
1

E(u)

])
4.

3.3.2 Filtered isocrystals and φ-modules on the open unit disk

In this section, we explain the construction of a natural fully faithful functor

MFφq(K) ↪→ Vectφq(O).

In fact, inspired by [GL12] and [Kim09], we can do slightly better, namely we will construct a
commutative diagram

MFφ(K) Vectφq(O)

HPφq(K),

≃

where HPφq(K) denotes the category of φq-modules with Hodge–Pink structure over K, whose
definition is recalled next.

Definition 3.3.3. A φq-module with Hodge–Pink structure (or simply a Hodge–Pink isocrystal)
over K is a triple (D,φq,Λ) where (D,φq) is a φq-module over K0,E , and Λ is a Ŝ0-lattice in
D ⊗K0,E

Fr(Ŝ0).

The two categories MFφq(K) and HPφq(K) are related in the following way. First, given a fil-
tration Fil•DK , we get an associated Hodpe–Pink structure using the lattice Λ := Fil0(DK ⊗K

Fr(Ŝ0)). Conversely, given a Hodge–Pink lattice Λ, one gets a filtration on on DK by first
restricting the E(u)-adic filtration {E(u)iΛ}i∈Z on D ⊗K0,E

Fr(Ŝ0) to the tautological lattice
D̂0 := D ⊗K0,E

Ŝ0, and then a filtration on DK by pushing forward along the natural map

θ̃ : D ⊗K0,E
Ŝ0 ↠ D ⊗K0,E

K = DK .

Lemma 3.3.4. The resulting functors

MFφq(K) HPφq(K).
P

F

satisfy F ◦ P ≃ id. In particular, P is fully faithful.

4This follows e.g. from the equality 3.3.0.1 and Lemma 3.4.11 below.
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Proof. Given a filtered isocrystal (D,φ,Fil•DK), we need to show that θ̃(D̂0∩E(u)iΛ) = FiliDK

for each i ∈ Z, where Λ := Fil0(DK⊗K Fr(Ŝ0)). By shifting, we may assume i = 0. This desired
equality then follows e.g. by choosing a splitting of the given filtration:

DK =
⊕
j∈Z

V j, FiliDK =
⊕
j≥i

V j.

The second statement follows formally from the first and the fact that F is faithful (as it does
nothing on the underlying isocrystals).

3.3.2.1 Construction

Thus, combining with Lemma 3.3.2, it remains to construct mutually inverse equivalences

HPφq(K) Vectφq(SE⟨I/π⟩[1/π]).
M

D

ForM, we will follow the presentation of [BS23, Construction 6.5], which is based on Beauville–
Laszlo glueing; one can check that this agrees with Kisin’s rather more concrete construction in
[Kis06] (when E = Qp); see Remark 3.3.6. The idea is to defineM(D) as a modification of the
constant φq-moduleM′ := D ⊗K0,E

SE⟨E(u)/π⟩[1/π] at the Cartier divisor {E(u) = 0} using
the given Hodge–Pink lattice Λ. More precisely, the underlying module ofM(D) is obtained by
applying Beauville–Laszlo glueing to the vector bundles

• M′[1/I] ∈ Vect(SE⟨I/π⟩[1/π][1/I])

• Λ ∈ Vect(SI⟨E/π⟩[1/π]∧I )

along the obvious isomorphism; here we implicitly identify Ŝ0 with SE⟨E/π⟩[1/π]∧I via the nat-
ural map (see Lemma 3.4.11 (3) for a more general statement). The φq-structure onM(D) is then
defined as the composition

(φ∗
qM(D))[1/I] ≃ (φ∗

qM′)[1/I]
φM′
≃ M′[1/I] ≃M(D)[1/I];

here for the first identification, we use that φq(I) is a unit in SE⟨I/π⟩[1/π].
Next, we define the functorD. GivenM∈ Vectφq(SE⟨I/π⟩[1/π]), setD(M) :=M⊗SE⟨I/π⟩[1/π]

K0,E , equipped with the natural (diagonal) φq-action; here SE⟨I/π⟩ ↠ K0,E is the natural (φq-
equivariant) map u 7→ 0. This gives the isocrystal structure on D(M); it remains to define the
Hodge–Pink lattice. First, the standard Frobenius trick shows that there is a unique φ-equivariant
map

ξ : D(M)⊗K0,E
SE⟨I/π⟩[1/π][1/I]→M[1/I]

lifting the identity modulo u. See [Kis06, Lemma 1.2.6] or [GL12, Lemma 3.5]. In particular, ξ
realizes M as a modification of D(M) ⊗K0,E

SE⟨I/π⟩[1/π] at the divisor {I = 0}, and hence
M∧

I gives rise to the desired lattice inside M∧
I [1/I] ≃ D⊗K0,E

Fr(Ŝ0). While this already finishes
the construction of the functorM 7→ D(M), we note that the associated filtration on D(M)K can
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be maded slightly more explicit as follows. Indeed, as φ(I) is a unit in SE⟨I/π⟩[1/π] (as was
already mentioned), φ∗

qξ is an isomorphism, fitting in the following commutative square

φ∗
qD(M)⊗K0,E

SE⟨I/π⟩[1/π] φ∗
qM

D(M)⊗K0,E
SE⟨I/π⟩[1/π][1/I] M[1/I].

φD(M)

φ∗
qξ

≃

φM

ξ

≃

In particular, we see that D(M) ⊗K0,E
Ŝ0 ≃ φ∗

qD(M) ⊗K0,E
Ŝ0 ≃ (φ∗

qM)∧I . The filtration on
D(M)K = D(M)⊗K0,E

K is simply the image of the filtration Fil•(φ∗
qM) := φ−1

M(E(u)•M) on
φ∗
qM. This agrees with the filtration constructed in [Kis06, §1.2.7] (when E = Qp).

Theorem 3.3.5. The functors

HPφq(K) Vectφq(SE⟨I/π⟩[1/π]).
M(·)

D(·)

are mutually inverse equivalences of categories.

Proof. This follows readily from the construction of the functors. Here we will only explain the
proof thatM◦D ≃ id; thatD◦M ≃ id can be proved similarly. FixM∈ Vectφ(SE⟨I/π⟩[1/π]).
AsM∧

I = ΛD(M) by construction of D(M), we see thatM(D(M)) ≃ M on underlying mod-
ules. To compare the φ-structures, recall that by construction of M(·), φM(D(M)) is the unique
map φ∗

qM(D(M))→M(D(M))[1/I] making the diagram

φ∗
qD(M)⊗K0,E

SE⟨I/π⟩[1/π] φ∗
qM(D(M))

D(M)⊗K0,E
SE⟨I/π⟩[1/π][1/I] M(D(M))[1/I].

φD(M)

≃

φM(D(M))

ξ

≃

commute, but φM is also such a map (by φ-equivariance of ξ, as we explained above), so they
coincide, as wanted.

Remark 3.3.6 (Comparison with [Kis06]). In this remark, we briefly check that the compositions
M◦ P and F ◦D agree with the ones from [Kis06] (in case E = Qp), up to composing with the
natural equivalence from Lemma 3.3.2. Denote the latters by M′ and D′. That D′ ≃ F ◦ D is
already explained in the paragraph above Theorem 3.3.5. We now show thatM′ ≃ M ◦ P . Fix
D := (D,φ,Fil•DK) ∈ MFφq(K). Note firstly that the ring Ŝn from [Kis06, §1.1.1] is not our
Ŝn, rather it is φ−n

W (Ŝn), where φW : O → O is the automorphism given by Frobenius on W (k)
(and u 7→ u). Using this observation, it is easy to rewrite the definition ofM′(D) in [Kis06, §1.2]
as

M′(D) := {x ∈ D ⊗K0 O[1/λ] | ιn(x) ∈ Fil0(DK ⊗K Fr(Ŝn)) for all n ≥ 0},

where ιn is the natural map D ⊗K0 O[1/λ] → D ⊗K0 Fr(Ŝn) (which indeed makes sense as λ
has a simple root at each xn). Then M′(D) ⊆ D ⊗K0 [1/λ] is a finite free sub-O-module with
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M′(D)[1/λ] = D⊗K0O[1/λ]; moreover the isomorphism φD : φ∗D⊗K0O[1/λ] ≃ D⊗K0O[1/λ]
restricts to an isomorphism (φ∗M′(D))[1/E(u)] ≃ M′(D)[1/E(u)], making M′(D) an object
in Vectφ(O). See [Kis06, Lemma 1.2.2]. In particular, by base change along the natural map
O[1/λ] → SE⟨I/p⟩[1/p][1/I] (which makes sense as φn(I) is invertible in SE⟨I/p⟩[1/p] for all
n ≥ 1), we obtain

(M′(D)⊗O SE⟨I/p⟩[1/p])[1/I] ≃ D ⊗K0 SE⟨I/p⟩[1/p][1/I].

Moreover, the description 3.3.6 also shows thatM′(D)∧I identifies with Fil0(DK ⊗K Fr(Ŝ0)) =:
ΛF (D) (e.g. by applying φn

W to [Kis06, Lemma 1.2.1 (2)]). This shows that

M′(D)⊗O SE⟨I/p⟩[1/p] ≃M(F (D)) in Vectφ(O),

as claimed.

3.3.3 Slopes and weak admissibility
Similarly to [Kis06] and [Kim09], in this subsection we relate, following Berger’s oberservation
[Ber08], weakly admissbility of Hodge–Pink isocrystals, and the “pure of slope 0” condition for
φ-modules on the open unit disk. As many of the arguments are identical to those in [Kis06], we
often sketch only the proofs.

Recall firstly the notion of weak admissibility for Hodge–Pink isocrystals. LetD := (D,φ,Λ) ∈
HPφq(K). The Newton number tN of D is defined exactly as before (i.e. using the underlying
isocrystal). For defining the Hodge number, again by passing to the determinant, we may assume
D is 1-dimensional; in this case we set tH(D) := h, where h is the unique integer such that
Λ = (E(u))−h(D ⊗K0,E

Ŝ0) (so tH(D) only depends on the Hodge–Pink structure of D).

Definition 3.3.7. A Hodge–Pink φq-module D = (D,φq,Λ) is called weakly admissibile if
tH(D) = tN(D) and tH(D′) ≤ tN(D

′) for all subojects D′ ⊆ D in HPφq(K)5.

Lemma 3.3.8. The (fully faithful) functor

MFφq(K) HPφq(K)P

preserves weak admissibility. More precisely, an object D ∈ MFφq(K) is weakly admissible if and
only if its image P (D) is.

Proof. First, F and P both preserve the Newton numbers tN as they do nothing on the underlying
isocrystals. They also preserve the Hodge numbers: for this we may reduce to the rank 1 case,
where the result follows by a direct computation. It follows that an object D ∈ MFφq(K) (resp.
D′ ∈ HPφq(K)) is weakly admissible if P (D) (resp. F (D′)) is so. Moreover, as F ◦ P ≃ id, it
then follows that P (D) is weakly admissible whenever D is so.

5The Hodge–Pink lattice on a subobject D′ ⊆ D is by definition given by ΛD′ := ΛD ∩ (D′ ⊗K0,E
Fr(Ŝ0)) (just

as a subobject in MFφq (K) is endowed with the subspace fitration). However, the notion of weak admissibility does
not change if we weaken this into the weaker condition that ΛD′ ⊆ ΛD.
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Remark 3.3.9. It is however not true that F preserves weakly admissible objects. The following
example is taken from [GL12]. Consider the object D = (D,φ,Λ) ∈ HPφq(K) with D =
K0e1 ⊕K0e2, φ(ei) = ei, and Hodge–Pink lattice

Λ := E(u)−1Ŝ0e1 ⊕ Ŝ0e2.

One can check directly that (D,φ,Λ) is weakly admissible. On the other hand, the associated
filtered isocrystal is given by

Fil0DK = DK , Fil1DK = Ke1, Fil2DK = 0,

which is not weakly admissible as the submoduleD′ := K0e1 has tN(D′, φ) = 0 but tH(Fil•D′
K) =

1. In particular, we see that F and P are not equivalences of categories (though they are on rank 1
objects).

3.3.3.1 Kedlaya’s slope filtration

Let
R := lim−→

r→1−

O(r,1)

be the Robba ring over K0,E; here O(r,1) denotes the ring of rigid analytic functions on the open
annulus {r < |u| < 1}. By work of Lazard, R is a Bézout domain containing O as a subring.
Again, there is a natural Frobenius map φq : R → R extending φq on O. Inside R, there is the
subring Rb formed of functions which are bounded. This is a Henselian discrete valued field with
uniformizer π, and ring of integers

Rint = {
∑
n∈Z

anu
n ∈ R | un ∈ WOE

(k) for all n ∈ Z}.

In particular, the p-adic completion of Rint identifies with SE[1/E(u)]
∧
p =: OE . Clearly, both Rb

andRint are φq-stable insideR.
We denote by Vectφq(R) the category of φ-modules over R, i.e. finite free R-modules M

equipped with an isomorphism φ∗
qM≃M. A φ-moduleM is called étale or pure of slope 0 if it

contains a φq-stableRint-lattice N for which the map φ∗
qN → N is an isomorphism. By twisting

suitably with a rank 1 module, one can then define the subcategory Vectφq ,s(R) of objects pure of
slope s for any s ∈ Q; see [Ked08, Definition 1.6.1]. Similarly, we denote by Vectφq ,s(Rb) the
subcategory of φq-modules over Rb which are pure of slope s in the sense of Dieudonné–Manin
theory (recall that Rb is a discrete valued field). Finally, a φq-moduleM over O is called pure of
slope 0 ifM⊗O R is.

Theorem 3.3.10. (1) Base change defines an equivalence of categories

Vectφq ,s(Rb) ≃ Vectφq ,s(R).

(2) For anyM∈ Vectφq(R), there exists a unique filtration

0 =M0 ⊂M1 ⊂ . . . ⊂Mr =M,
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in Vectφq(R), called the slope filtration, such that the quotientMi/Mi−1 is (finite free and) pure
of slope si ∈ Q and s1 < s2 < . . . < sr.

Proof. See [Ked08, Theorem 1.6.5] and [Ked08, Theorem 1.7.1].

Proposition 3.3.11. LetM∈ Vectφq(O). Then the slope filtration onM⊗OR descends uniquely
to a filtration onM by (saturated6) subobjects in Vectφq(O).

Proof. The arguments in [Kim09, §4.2] carry over to our setting.

Remark 3.3.12. Note that, unlike the proof of [Kis06, Proposition 1.3.7], which relies crucially
on a monodromy operator, the proof of [Kim09] is intrinsic in the world of φ-modules.

We can now translate the weak admissibility condition for Hodge–Pink isocrystals across the
equivalence of categories in Theorem 3.3.5.

Theorem 3.3.13. Let D := (D,φq,Λ) ∈ HPφq(K). Then D is weakly admissible if and only if
M(D) is pure of slope 0.

Here in the statement we implicitly identifyM(D) with the corresponding φq-module over O
(Lemma 3.3.2).

Proof. Assume first that D has rank 1. In this case

M(D) = D ⊗K0,E
λ−tH(D)O;

see e.g. Remark 3.3.6. Pick a basis e ∈ D and write φD(e) = αe for some α ∈ K0. Then

φq(e⊗ λ−tH(D)) = (E(u)/E(0))tH(D)α(e⊗ λ−tH(D));

asE(u) is a unit inRint, we see thatM(D) has slope tN(D)−tH(D). This proves the theorem for
rank 1 objects. The general case then follows by the same argument as in [Kis06, Theorem 1.3.8],
using the equivalence in Theorem 3.3.5 and Proposition 3.3.11 in place of [Kis06, Proposition
1.3.7].

It will be convenient to state the following lemma separately.

Lemma 3.3.14. Base change defines an equivalence of categories

Vect(SE) ≃ Vect(SE[1/p])×Vect(E) Vect(OE),

where OE := SE[1/E(u)]
∧
p and E := OE [1/p]. Moreover, this induces an equivalence7

Vectφq(SE) ≃ Vectφq(SE[1/p])×Vectφq (E) Vect
φq(OE).

6A submodule N ⊆M is called saturated if it is a direct summand ofM.
7Using a result of Kedlaya [BMS18, Lemma 4.6], one sees by the same argument that the lemma also holds for the

perfectoid variant Ainf,E := WOE
(O♭

C) of SE .
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Proof. It suffices to show the first assertion, which follows from Beauville–Laszlo glueing, and
the fact that restricting gives an equivalence

Vect(Spec(SE)) ≃ Vect(Spec(SE)− {m}).

Proposition 3.3.15 ([Kis06, Lemma 1.3.13]). Base change defines an equivalence

Vectφq(SE)[1/p] ≃ Vectφq ,0(O),

where the source denotes the isogeny category of Vectφq(SE).

Proof. See the proof of [Kis06, Lemma 1.3.13].

Corollary 3.3.16. There is a natural fully faithful functor

MFφq ,w.a(K) Vectφq(SE)[1/p].
M(·)

Proof. This follows by combining Lemma 3.3.8, Theorem 3.3.13, and Proposition 3.3.15.

Proposition 3.3.17 ([Kis06, Proposition 2.1.12]). The base change functor

Vectφq(SE)→ Vectφq(SE[1/E(u)]
∧
p )

is fully faithful.

Proof. With the previous results in place, the proof is similar to that of [Kis06, Proposition 2.1.12].
Namely, as in loc. cit., it suffices to show that if h : M1 →M2 is a map in Vectφq(SE) such that
h[1/E(u)]∧p is an isomorphism, then h is an isomorphism. We may assume M1 and M2 are free of
rank 1. By Lemma 3.3.14, it suffices to show that h[1/p] is an isomorphism. This follows by using
the embedding Vectφq(SE)[1/p] ↪→ HPφq ,w.a.(K), and the fact that a map of weakly admissible
objects in HPφq(K) which is an isomrphism on underlying modules (e.g. a nonzero map between
rank 1 objects) is necessarily an isomorphism.

3.4 Prismatic F -crystals and E-crystalline Galois representa-
tions

3.4.1 Preliminaries on OE-prisms
We keep the notation as before. In particular, we fix throughout a uniformizer π of E, and an
embedding τ0 : E ↪→ K ⊆ C.

Definition 3.4.1 ([Mar23, Defn. 3.1]). Let X be a π-adic formal scheme over SpfOE . The (abso-
lute) prismatic site (X)∆,OE

is by definition the site with whose objects are bounded OE-prisms
(A, I) with a map Spec(A/I)→ X of π-adic OE-formal schemes, with coverings given by maps
of prisms whose underlying ring map is (π, I)-adically completely faithfully flat.
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For the precise definition of OE-prisms, we refer the reader to [Mar23] (see also [Ito23]).
As we will work entirely with OE-prisms in what follows, we will typically drop OE from the
notation. We mention here some examples of OE-prisms that are most relevant for our purpose.

Example 3.4.2. (1) (Breuil–Kisin prisms) Choose a uniformizer πK ∈ K. As SE := WOE
(k)[[u]],

endowed with the δE-structure given by δE(u) = 0 (or equivalently, φq(u) = uq). Let E(u) ∈
WOE

(k)[u] be the Eisenstein polynomial of πK over K0,E . As the map θ̃ : SE ↠ OK , u 7→ πK is
surjective with kernel I = (E(u)), the pair (SE, I) gives an object in (OK)∆,OE

, which we will
refer to as the Breuil–Kisin prism associated to the chosen uniformizer πK .

(2) (The Ainf,E-prism) Recall that C denotes a fixed completed algebraic closure of K. Set
Ainf,E := WOE

(O♭
C), equipped with the natural Frobenius φq. As usual, the Fontaine’s theta

map θE : Ainf,E → OC is surjective with kernel generated by a nonzero-divisor ξ. The twisted
map θ̃E := θE ◦ φ−1

q is thus also surjective with kernel (ξ̃) where ξ̃ := φq(ξ). In particular,
the pair (Ainf,E, (ξ̃)) defines an object in (OK)∆,OE

, and is the OE-prism corresponding to the
perfectoid OE-algebra OC , i.e. Ainf,E = ∆OC

. For later use, we give here an explicit choice of
ξ. Let v = (v0, v1, . . .) ∈ TG be a generator of the Tate module of the Lubin–Tate group G of E
associated to some Frobenius polynomial Q ∈ OE[T ] for π. As vqn+1 ≡ vn mod π for all n, we
obtain an element

v := (v0 mod π, v1 mod π, . . .) ∈ lim←−
x 7→xq

OC/π ≃ OC♭ .

(The last identification is given by (an)n 7→ (a0, a
pf−1

1 , . . . , ap1, a1, a
pf−1

2 , . . .).) Following [FF18,
Proposition 1.2.7], for a perfect Fq-algebra A, we denote by [·]Q (or [·]G) the unique map A →
WOE

(A) satisfying [x]Q ≡ x mod π and Q([x]Q) = φq([x]Q). When E = Qp, π = p and
Q(T ) = (1+T )p− 1, [x]Q is nothing but [x+1]− 1 and hence [v]Q = [ϵ]− 1 is the usual element
µ; accordingly, we will also write µ := [v]Q here. One can then check that ξ := µ/φ−1

q (µ) is a
generator of ker(θE).

Exactly as in [BS23, Example 2.6], one can show that both examples above give covers of the
final object in the topos Shv((OK)∆). Moreover, there is a map SE → ∆OC

in (OK)∆,OE
, defined

by u 7→ [π♭
K ], where π♭

K := (πK , π
1/q
K , . . .) ∈ O♭

C is a compatible system of q-power roots of the
fixed uniformizer πK .

(3) (The Acris,E-prism) Recall that Acris,E denotes the π-completed OE-PD envelope of Ainf,E

with respect to the kernel of θE , B+
cris,E := Acris,E[1/π], and Bcris,E = B+

cris,E[1/tE] = Acris,E[1/µ].
By [Ito23, Proposition 2.6.5], the pair (Acris,E, (π)) identifies with the prismatic envelope ∆OC

{ξ̃/π},
hence also defines an object in (OK)∆,OE

, which we denote by ∆OC/π in analogy with the usual
case8; of course there is a natural map ∆OC

→ ∆OC/π.

Remark 3.4.3 (WOE
(k)-algebra structure on objects in (OK)∆,OE

). Fix an object (A, I) ∈ (OK)∆,OE

with structure map OK → A/I . By standard deformation theory, the composition WOE
(k) →

8While it is reasonable to define a notion of qrsp rings and their associated prisms in the “OE-context”, for our
purpose it suffices to see this as a purely suggestive notation.
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OK → A/I lifts uniquely to an OE-algebra map WOE
(k) → A. In what follows, we will al-

ways regard an object in (OK)∆,OE
as an WOE

(k)-algebra via this map. (Note that for the prism
∆OC

= WOE
(O♭

C), this is not the “natural” structure (induced by the canonical section k → O♭
C)

but a φq-twist of it: the point is that we are taking into account not only the underlying ring, but
also the invertible ideal defining the prism structure). By uniqueness, morphisms in (OK)∆,OE

automatically respect this algebra structure.

Notation 3.4.4 (Some period sheaves on the prismatic site). We consider the following period
sheaves on X∆:

• The prismatic structure sheaf O∆ : (A, I) 7→ A; this comes equipped with an ideal sheaf
I∆ : (A, I) 7→ I and a “Frobenius” φq : O∆ → O∆.

• The étale structure sheaf O∆[1/I∆]
∧
π :

(A, I) 7→ A[1/I]∧π .

• The rational localization O∆⟨I∆/π⟩:

(A, I) 7→ A[I/π]∧π .

• The de Rham period sheaves:

B+
dR := (O∆[1/π])

∧
I∆

and BdR := B+
dR[1/I∆].

It is easy to see that the Frobenius onO∆ extends naturally to the sheavesO∆[1/I∆]
∧
π andO∆⟨I∆/π⟩.

(Note again that in case X = Spf(OK), the value B+
dR(∆OC

) =: B+
dR is a φq-twist of the ring de-

noted by the same notation in the previous sections.)

Definition 3.4.5. A prismatic F -crystal onX is a pair (E , φE) where E is a crystal of vector bundles
on the ringed site (X∆,O∆), and φE is an isomorphism (φ∗

qE)[1/I∆] ∼= E [1/I∆]. The resulting
category is denoted by Vectφq(X∆,O∆).

More generally, for a sheaf O′ of O∆-algebras equipped with a compatible Frobenius, we
define similarly the category Vectφq(X∆,O

′) of F -crystals over O′ on X . Similarly, if (A, I)
is an OE-prism, we define in the same way the category Vectφq(A, I) (or simply Vectφq(A)) of
F -crystals (or Breuil–Kisin modules) over A.

Remark 3.4.6. As descent for vector bundles is effective for the flat topology, to give a crystal of
vector bundles on (X∆,O∆) is to give for each object (A, I) in X∆, a finite projective A-module
MA, and for each map (A, I) → (B, J) in X∆, an isomorphism MA ⊗A B

∼−→ MB compatible
with compositions. In other words,

Vect(φq)(X∆,O∆) ≃ lim
(A,I)∈X∆

Vect(φq)(A, I).

A similar result holds for the sheaves O∆[1/I∆]
∧
π and O∆⟨I∆/π⟩[1/π] (for the first see [BS23,

Propposition 2.7]; for the second see the proof of [BS23, Corollary 7.17]).
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3.4.2 Formulation of the main theorem
We now restrict ourselves to the case X = Spf(OK), viewed as an OE-formal scheme using the
fixed embedding τ0 : E ↪→ K.

Recall from [Mar23] that there is a natural equivalence

T : Vectφq((OK)∆,O∆[1/I∆]
∧
π) ≃ RepOE

(GK)

E 7→ (E(∆OC
))φq=1.

In particular, by extending scalars along O∆ → O∆[1/I∆]
∧
π , we obtain a functor

T : Vectφq(X∆,O∆)→ RepOE
(GK),

which we again refer to as the étale realization functor. We can now state our main result.

Theorem 3.4.7. The étale realization functor gives rise to an equivalence of categories

T : Vectφq(X∆,O∆)→ Repcrys
OE

(GK)

where the target denotes the category of finite free OE-modules T equipped with a continuous
linear GK-action such that T [1/π] is E-crystalline.

Proof. We first show that the étale realization T (E) of a prismatic F -crystal on OK is indeed an
object in the target; full faithfulness and essential surjectivity will be dealt separately below. We
will follow the proof of [BS23, Proposition 5.3]. First by the crystal structure of E , we have a
natural isomorphism

E(∆OC
)⊗∆OC

∆OC/π −→ E(∆OC/π).

Also, by Lemma 3.4.8 below, we have a natural identification

T (E)⊗OE
∆OC

[1/µ] = E(∆OC
)[1/µ]

Pick n ≫ 0 so that the map φn
q : OK/π → OK/π factors through the natural reduction map

OK/π ↠ k (where k denotes the residue field of k). In particular, we see that the natural map
k → OC/π is OK-linear when the target is now regarded as an OK-algebra via the map φn

q :
OK/π → OC/π. This lifts to a map WOE

(k)→ ∆′
OC/π in X∆, where the target denotes the object

with underlying prism ∆OC/π but the map to Spf(OK) is being twisted by φn
q (i.e. we have a map

φn
q : ∆OC/π → ∆′

OC/π in X∆). Thus, by using the crystal and Frobenius structures of E , we obtain
a natural isomorphism

E(WOE
(k))⊗WOE

(k) ∆OC/π[1/π] ≃ E(∆
′
OC/π)[1/π]

≃ (φq)
∗E(∆OC/π)[1/π]

≃ E(∆OC/π)[1/π].
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Note also that asWOE
(k) is fixed by theGK-action on ∆′

OC/π under the mapWOE
(k)→ ∆′

OC/π, the
crystal property of E again implies that GK acts trivially on E(WOE

(k)). Putting things together,
we obtain a GK-equivariant isomorphism

T (E)⊗OE
Bcris,E ≃ E(WOE

(k))⊗WOE
(k) Bcris,E,

withGK acting trivially on E(WOE
(k)). By Theorem 3.2.4 (1), this means that theGK-representation

T (E)[1/π] is E-crystalline, as desired.

Lemma 3.4.8. Fix an object M ∈ Vectφq(∆OC
) with étale realization T := T (M). Then

T ⊗OE
Ainf,E

[
1

µ

]
=M

[
1

µ

]
(3.4.8.1)

as submodules of T ⊗OE
WOE

(C♭) =M ⊗Ainf,E
WOE

(C♭).

Proof. The proof is similar to that of [BMS18, Lem. 4.26]. In fact, we will only explain the
reduction to the case φ−1

M mapsM intoM ; the rest of the argument is identical to that in loc. cit. For
this, we need a suitable variant of the usual Tate twist. Let Ainf,E{1} ∈ Vectφq(∆OC

) be the rank
one object with a basis e, and φq(e) =

1

ξ̃
e. For an integer n, we set M{n} := M ⊗ Ainf,E{1}⊗n.

The étale realization of Ainf,E{1} is

{xe | x ∈ WOE
(C♭), φq(x) = ξ̃x} = {xe | φq(x/µ) = x/µ} = OEµe.

In particular, we see that the module Ainf,E{n} satisfies 3.4.8.1 for any integer n. Now pick n≫ 0
so that φ−1

M (M) ⊆ 1

ξ̃n
M . Then φ−1

M (M{n}) ⊆ M{n}, and we can replace M by this M{n} (as
the functor M 7→ T (M) is tensor-compatible in M ).

3.4.3 Full faithfulness
We now prove the full faithfulness of the étale realization function in Theorem 3.4.7. With every-
thing in place, we can follow the proof of the corresponding statement in [BS23].

Proof of full faithfulness in Theorem 3.4.7. Choose a Breuil–Kisin prism (SE, I) in (OK)∆,OE
;

this gives a cover of the final object in the associated topos. In particular, faithfulness of the
étale realization functor T on X reduces to the analogous statement over (SE, I), which in turn
follows from injectivity of the map SE → SE[1/I]

∧
π . The same argument also shows that T is

faithful over S(1)
E

9, the self-coproduct of SE with itself in (OK)∆,OE
.

Fullness of T now reduces formally to the analogous statement over (SE, I), i.e. that the base
change functor

Vectφq(SE)→ Vectφq(SE[1/I]
∧
π)

is fully faithful. This is Proposition 3.3.17.

9By construction of S
(1)
E as a suitable prismatic envelope, S(1)

E is (π, I)-completely flat over SE (via either
structure map). As SE is transversal, the same holds for S(1)

E (see e.g. [BMS19, Lemma 4.7]). In fact, as SE is
Noetherian, S(1)

E is even classically (faithfully) flat over SE , but we will not need this.
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The following lemma was used above.

Lemma 3.4.9. Let (A, I) be a transversal OE-prism. The natural map A→ A[1/I]∧π is injective.

Here, following the terminology in [AL23], an OE-prism (A, I) is called transversal if A/I is
π-torsion free; in this case A is itself π-torsion free.

Proof. As the source is π-separated and the target is π-torsion free, it suffices to show that the map
is injective modulo π, which follows directly from transversality of (A, I).

Remark 3.4.10. As in [BS23], instead of working with a Breuil–Kisin prism, one can also work
directly with the prism ∆OC

, and deduce the desired full faithfulness from (the easy direction of)
Fargues’ classification of F -crystals over Vectφq(∆OC

).

3.4.4 Essential surjectivity
The goal of this subsection is to prove the essential surjectivity part of Theorem 3.4.7. As explained
in the introduction, the general strategy of our proof follows that of [BS23, §6]; the main difference
is that instead of using inputs from [AMMN22] to prove the desired boundedness of descent data
(Proposition 6.10 in [BS23]), we adapt a key lemma from [DL22], which will in fact allows us to
prove a more general result (Proposition 3.4.15).

We first collect some further ring-theoretic properties on transversal prisms, which will be used
repeatedly in what follows.

Lemma 3.4.11. Let (A, (d)) be a transversal OE-prism.

(1) The ring A⟨d/π⟩[1/π] is d-torsion free and d-separated.

(2) A∩dnA⟨d/π⟩[1/π] = dnA and A⟨d/π⟩∩dnA⟨d/π⟩[1/π] = (d/π)nA⟨d/π⟩ for each n ≥ 0.

(3) For each n ≥ 0, the natural map

A[1/π]∧d → A⟨φn
q (d)/π⟩[1/π]∧d

is an isomorphism. Moreover, the natural maps A→ A⟨φn(d)/π⟩[1/π]→ A⟨d/π⟩[1/π] are
injective.

As the proof shows, parts (1) and (2) in fact hold for any pair (A, d) such that: (i) (π, d) forms a
regular sequence, (ii) A is (classically) (π, d)-complete; moreover part (3) needs additionally only
the underlying δE-ring structure (rather than the full prism structure) of A.

Proof. (1) Recall thatA⟨d/π⟩ is by definition the π-adic completion of theA-subalgebraA[d/π] of
A[1/π] generated by d/π. We note in particular that it is π-torsion free. We claim that the natural
map A[x]/(πx− d)→ A[d/π], x 7→ d/π is an isomorphism. As it is clearly an isomorphism after
inverting π, it suffices to show that the source is π-torsion free, which in turn follows formally
from the facts that A[x] is π-torsion free and that πx− d = −d is regular on (A/π)[x]. Thus

A⟨d/π⟩ = A[x]/(πx− d)∧p = A⟨x⟩/J,
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where A⟨x⟩ := A[x]∧p and J := (πx− d) = ∩n≥0(πx − d, πn)A⟨x⟩ is the closure of (πx − d) in
A⟨x⟩ for the π-adic topology. We need to show that if f ∈ A⟨x⟩ satisfies df ∈ (πx − d, πn) for
all n ≫ 0, then the same holds for f . Write df = (πx − d)g + πnh for some g, h ∈ A⟨x⟩. As
d(f+g) = π(xg+πn−1h), we can write f+g = πk, xg+πn−1h = dk for some k ∈ A⟨x⟩. Now as
A⟨x⟩/(x, πn−1) = A[x]/(x, πn−1) = A/πn−1 is d-torsion free, k ∈ (x, πn−1), say k = xa+ πn−1b
for some a, b ∈ A⟨x⟩. Then x(g−da) = πn−1(db−h) whence g−da = πn−1a′ for some a′ ∈ A⟨x⟩
whence f = πk−g = π(xa+πn−1b)−(da+πn−1a′) = (πx−d)a+πn−1(πb−a′) ∈ (πx−d, πn−1),
as wanted.

For the last statement of (1), it suffices to show that

A⟨d/π⟩ ∩ ∩n≥0d
nA⟨d/π⟩[1/π] = 0.

We first check that A⟨d/π⟩ ∩ (d/π)nA⟨d/π⟩[1/π] = (d/π)nA⟨d/π⟩. As d (hence d/π) is regular
on A⟨d/π⟩ by (1), we may assume n = 1. We need to show that A⟨d/π⟩/(d/π) is π-torsion free.
We claim that A/⟨d/π⟩/(d/π) ≃ A/d via the natural map. Indeed, the map A⟨x⟩ ↠ A, x 7→ 0

maps (πx− d) into dA ⊆ A (as dA is closed for the π-topology on A: A/dA = coker(A
×d−→ A)

is derived π-complete, hence classically π-complete as it is π-torsion free by our assumptions on
A). We thus get a surjection A⟨x⟩/((πx− d), x) ↠ A/d, x 7→ 0. But A/d = A⟨x⟩/(πx − d, x)
also surjects naturally onto A⟨x⟩/((πx− d), x) whence A/d = A⟨x⟩/((πx− d), x):

A/d A⟨x⟩/((πx− d), x) A/d.

Thus, A⟨d/π⟩/(d/π) = A/d is π-torsion free, as wanted. Note that the equality A⟨d/π⟩/(d/π) =
A/d also implies that A ∩ (d/π)A⟨d/π⟩ = dA. By induction (using that (π, d) is a regular se-
quence), we see that in fact A ∩ (d/π)nA⟨d/π⟩ = dnA for all n ≥ 0.

We thus need to show that A⟨d/π⟩ is (d/π)-separated. Write x := d/π. Assume f ∈
∩n≥0x

nA⟨x⟩. We can write f = a0 + a1x + . . . for a (not necessarily unique) sequence (an)
in A with an → 0 π-adically. In particular, a0 ∈ xA⟨x⟩ ∩ A = dA (by the preceding paragraph),
say a0 = da′0 = πa′0x. As x is regular in A⟨x⟩, we still have f/x = (πa′0 + a1) + . . . ∈ ∩n≥0(x

n).
Similarly we find that a1 + πa′0 ∈ (x) ∩ A = dA, say a1 + πa′0 = da′1. Next, we have
0 = (πx − d)(a′0 + a′1x), so a0 + a1x = da′0 + (da′1 − πa′0)x = πa′1x

2. Again, as x is reg-
ular, we deduce that a2 + πa′1 ∈ dA say a2 + πa′1 = da′2. Repeating this argument, we can
inductively find a sequence (a′n) in A such that an = da′n − πa′n−1 for all n ≥ 0. We claim that
the sequence (a′n) also tends to 0 π-adically. Once this is done, a′0 + a′1x + . . . makes sense as an
element in A⟨x⟩ and we have f = a0 + a1x + . . . = (d − πx)(a′0 + a′1x + . . .) = 0, as wanted.
We will show by induction on n that a′m ∈ πnA for all m ≫ 0 (depending on n). So assume that
a′m ∈ πnA for all m ≥ m0. Enlarging m0 if necessary, we may also assume that am ∈ πn+1A for
all m > m0 (as am → 0 π-adically by assumption). Then da′m = am + πa′m−1 ∈ πn+1A, and so,
as (π, d) is a regular sequence, a′m ∈ πn+1A for all m > m0, as claimed.

(2) This is contained in the proof of (1) above.



3.4. Prismatic F -crystals and E-crystalline Galois representations 89

(3) For the first statement, as the sources and target are both d-complete and d-torison free (by
part (1) as A⟨φn

q (d)/π⟩ = A⟨dqn/π⟩), it suffices to show that the map

A[1/π]/dq
n → A⟨dqn/π⟩[1/π]/dqn

is an isomorphism, which in turn follows from the proof of (1). (This part is also proved in
[BS23, Lemma 6.7].) The second statement can be proved similarly (i.e. by reducing modulo
d (or dqn)).

The following lemma, whose statement is inspired by [DL22, Lemma 2.2.10], records the
contracting effect of the Frobenius on the d-adic filtration on A⟨d/π⟩.

Lemma 3.4.12. Let (A, (d)) be a transversal OE-prism. Then given any h ≥ 0,

φq(d
mA⟨d/π⟩) ⊆ A+ dm+hA⟨d/π⟩

for all m≫ 0 (depending only on h).

Proof. We will show more generally that

φq(d
mA⟨d/π⟩) ⊆ A+

dq(m+1)

π
A⟨dq/π⟩ for all m ≥ 0.

This easily implies the lemma. Write φq(d) = dq + πa with a ∈ A. As φq(A⟨d/π⟩) ⊆ A⟨dq/π⟩,
it suffices by the binomial theorem to show that

dq(m−k)πkA⟨dq/π⟩ ⊆ A+
dq(m+1)

π
A⟨dq/π⟩ for all 0 ≤ k ≤ m.

This follows immediately from the inclusion A⟨dq/π⟩ ⊆ (1/πk)A+ (dq/π)k+1A⟨dq/π⟩.

Proposition 3.4.13. Let (A, (d)) be a transversal OE-prism. Let h ≥ 0. Assume

dhY = Bφq(Y )C

with matrices Y ∈Md(A⟨d/π⟩[1/π]) and B,C ∈Md(A). Then Y ∈Md(A[1/π]).

Proof. The argument here is inspired by the proof of [DL22, Proposition 2.2.11]10. Replacing Y
by πkY for some k ≫ 0, we may assume that

Y = Ym0 + Y ′

for some Ym0 ∈ Md(A) and X ∈ Md(d
m0R), where m0 satisfies φq(d

mR) ⊆ A + dh+m+1R for
all m ≥ m0 (m0 exists by Lemma 3.4.12); here R := A⟨d/π⟩. We will show that Y ∈ Md(A).
The idea is to d-adically approximate Y by matrices in Md(A). More precisely, we will construct

10It is not clear to us if the various rings in [DL22] indeed agree with the more standard rings denoted by the same
notation; for instance, we do not know if the ring A

(2)
max there equals literally to A(2)⟨I/p⟩.
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inductively a sequence (Ym)m≥m0 in Md(A) with the property that Ym+1 ≡ Ym mod dmA and
Ym ≡ Y mod dmR for allm ≥ m0. As bothA andR are d-complete, this implies that Y ∈Md(A),
as wanted.

Assume Ym has been constructed. Write Y = Ym +X with X ∈Md(d
mR). By assumption,

dh(Ym +X) = Bφq(Ym)C +Bφq(X)C.

By our choice of m0 we can write Bφq(X)C = Z + dhX ′ for some Z ∈ Md(A) and X ′ ∈
Md(d

m+1R). Then Bφq(Ym)C + Z − dhYm = dh(X −X ′) has entries in A ∩ dh+mR = dh+mA
by Lemma 3.4.11 (2), say dh+mX ′′ with X ′′ ∈Md(A). As d is regular on R, we obtain X −X ′ =
dmX ′′. Now set Ym+1 := Ym + dmX ′′.

Remark 3.4.14. Note that one cannot weaken the conditions on B,C into B,C ∈ Md(A[1/π]).
For instance, the infinite product

λ :=
∏
n≥0

φn(E(u)/E(0)) ∈ O

satisfies λ = (E(u)/E(0))φ(λ) ∈ S[1/p] · φ(λ), but λ /∈ S[1/p]11.

Proposition 3.4.15. Let (A, (d)) be a transversal OE-prism. Then the base change

Vectφq(A)[1/π]→ Vectφq(A⟨d/π⟩[1/π])

is fully faithful; here the source denotes the isogeny category of Vectφq(A).

Proof. Given objects Mi in Vectφq(A), we need to show that any φq-equivariant map

α : M1 ⊗A A⟨d/π⟩[1/π]→M2 ⊗A A⟨d/π⟩[1/π]

extends to a map M1[1/π]→M2[1/π]. (By injectivity of A[1/π]→ A⟨d/π⟩[1/π] (Lemma 3.4.11
(3)), such an extension is necessarily uniquely and φq-equivariant.) By Lemma 3.4.16 below Mi

can be written as a φq-stable direct summand of some finite free φq-module over A. We may thus
reduce to the case M1 and M2 are both finite free.

Pick an A-basis e1, . . . , ed1 of M1, and let A1 ∈ Md1(A[1/d]) be the matrix giving the action
of φM1 on this basis, i.e. φM1(e1, . . . , ed1) = (e1, . . . , ed1)A1; similarly let A2 ∈ Md2(A[1/d]) be
the matrix giving the action of φM2 on some fixed basis of M2. As α is φ-equivariant, we see that
if Y ∈Md1d2(A⟨d/π⟩[1/π]) denotes the matrix of α relative to the chosen bases, then

Y A1 = A2φq(Y ).

We need to show that Y in fact has entries in A[1/π]. As A1 is invertible, we can write the above
equation as dhY = Bφq(Y )C for some h ≥ 0, and matrices B,C with entries in A. Then by
Proposition 3.4.13 below, Y has entries in A[1/π], as wanted.

11For instance, take K = Qp and πK = −p. Then E(u) = u + p and the coefficient of u1+p+...+pn−1

in
λ =

∏
n≥0(1 + upn

/p) is 1/pn and of course one can make n arbitrarily large.
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The following lemma was used above.

Lemma 3.4.16. Let (A, (d)) be an OE-prism. Any object in Vectφq(A) can be realized as a φq-
stable direct summand of some finite free object.

Proof. The proof is similar to that of [EG23, Lemma 4.3.1]. Fix M ∈ Vectφq(A). Pick an A-
module N so that F := M ⊕ N is finite free. Then (F ⊕ N) ⊕M = F ⊕ F is finite free, and
by fixing an isomorphism φF : φ∗

qF ≃ F, one can endow F ⊕ N with a φq-structure via the
composition

φ∗
q(F⊕N)[1/d]

φF≃ F[1/d]⊕ φ∗
qN[1/d] = M[1/d]⊕N[1/d]⊕ φ∗

qN[1/d]

φ−1
M≃ φ∗

qM[1/d]⊕N[1/d]⊕ φ∗
qN[1/d] = φ∗

qF⊕N[1/d]
φF≃ (F⊕N)[1/d].

Proof of essential surjectivity in Theorem 3.4.7. Fix T ∈ Repcris
OE

(GK). Let D ∈ MFφq(K) be
the weakly admissible filtered φq-module over K corresponding to T [1/π] under the equivalence
in Theorem 3.2.4. Fix a Breuil–Kisin prism (SE, I) in X∆. We note firstly that the functor
M : MFφq(K)→ Vectφq(SE⟨I/π⟩[1/π]) from §3.3.2 in fact lifts to a functor

M : MFφq(K)→ Vectφq(X∆,O∆⟨I∆/π⟩[1/π]) (3.4.16.1)

by applying exactly the same construction for each object in X∆ (cf. [BS23, Construction 6.5]12).
Moreover, we have seen in §3.3.13 that the weak admissibility of D implies thatM(D) extends to
an object M ∈ Vectφq(SE), which therefore comes equipped with a descent datum

α : M⊗SE ,p1 S
(1)
E ⟨I/π⟩[1/π] ≃M⊗SE ,p2 S

(1)
E ⟨I/π⟩[1/π]

by the last sentence. Proposition 3.4.15 then shows that α extends uniquely to a descent datum

α : M⊗SE ,p1 S
(1)
E [1/π] ≃M⊗SE ,p2 S

(1)
E [1/π];

in other words, M[1/π] lifts naturally to an object in Vectφq(X∆,O∆[1/π]). The rest of the argu-
ments in [BS23, §6.4] now carry over to our setting (applied to the objectM′ := M ⊗S ∆OC

∈
Vectφq(∆OC

)), finishing the proof13.
12Keep in mind that in defining the constant F -crystal D⊗WOE

(k)O∆⟨I∆/π⟩[1/π], we use the canonical WOE
(k)-

algebra structure on objects of (OK)∆,OE
; see Remark 3.4.3.

13We can also argue slightly differently as follows. Namely, we first check that T (M)[1/π] ≃ T [1/π]|GK∞
,

whence by Lemma 3.3.14, we may pick M uniquely so that T (M) ≃ T |GK∞
; here K∞ as usual denotes the Kummer

extension K(π
1/q∞

K ) of K. But as M[1/π] lifts to an F -crystal on OK , its “étale realization” T (M)[1/π] ∈ Vect(E)
carries a GK-action (extending the natural GK∞ -action), which is in fact E-crystalline by exactly the same argument
as in the proof of Theorem 3.4.7. By full faithfulness of the restriction functor RepcrisE (GK) → RepE(GK∞), we
deduce that T (M)[1/π] ≃ T [1/π] GK-equivariantly. Thus, we have arranged so that M⊗ ∆OC

[1/I]∧π is stable under
the GK-action on M⊗∆OC

[1/I]∧π [1/π] (coming from the descent datum α). Now we can simply follow the arguments
in the fourth paragraph of [BS23, §6.4] to conclude. The difference is that we do not need to run another modification
as in loc. cit.: the resulting prismatic F -crystal has étale realization T on the nose.
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3.4.5 Relation with Kisin–Ren’s theory [KR09]

In this subsection, we show that Theorem 3.4.7 encodes the classification of Galois stable lattices
in E-crystalline representations in [KR09] upon specializing to a suitable prism in (OK)∆, in the
same way that it encodes the theory of Breuil–Kisin theory in [Kis06] by specializing to a Breuil–
Kisin prism.

Let G be the Lubin–Tate formal OE-module over OE corresponding to a uniformizer π ∈ E.
Pick a coordinate X for G, i.e. an isomorphism G ≃ Spf(OE[[X]]). For a ∈ OE , denote by
[a] ∈ OE[[X]] the power series giving the action of a on G. Let K∞ ⊆ K be the subfield generated
by the π-power torsion points of G and write Γ := Gal(K∞/K). The Tate module TpG is a
free OE-module of rank one, and the action of GK on TpG is given by the Lubin–Tate character
χ : GK → O×

E .
Fix a generator v = (vn)n≥0 of TpG. As in [KR09], we will assume in what follows that

K ⊆ K0,EK∞. Fix m ≥ 1 so that K ⊆ K0,L(vm). Let Q(u) := [πm](u)/[πm−1](u). As before,
write SE := WOE

(k)[[u]]; however we now equip SE with a φq-action and a Γ-action given
respectively by φq(u) := [π](u) and γ(u) = [χ(γ)](u) for γ ∈ Γ.

It is easy to check that the preceding φq-action makes the pair (SE, (Q(u))) into anOE-prism.
Moreover, as the map SE ↠ OK0,E(vm), u 7→ vm is surjective with kernel (Q(u)), our assump-
tion on m gives a map OK → SE/(Q(u)), making (SE, (Q(u)) into an Γ-equivariant object of
(OK)∆,OE

, which we will denote by S′
E to distinguish with the Breuil–Kisin prism SE introduced

earlier. Note also that mapping u 7→ φ
−(m−1)
q ([v]G) defines a GK-equivariant map S′

E → ∆OC
in

(OK)∆,OE
. In particular, S′

E again gives a cover of the final object in the associated topos.

Definition 3.4.17. Let Vectφq ,Γ(S′
E) denote the category of M ∈ Vectφq(S′

E) equipped with a
semilinear action of Γ which commutes with φq, and such that Γ acts trivially on M/uM. Inside
this, we have a full subcategory Vectφq ,Γ,an(S′

E) consisting of objects for which the Γ-action is
analytic in a suitable sense; see [KR09, §(2.1.3)] and [KR09, §(2.4.3)].

Proposition 3.4.18. Consider the functor

DS′
E
: Repcris

OE
(GK)→ Vectφq ,Γ(S′

E)

defined by composing the inverse of the equivalence in Theorem 3.4.7 with the evaluation at
(S′

E, (Q(u))) ∈ (OK)∆,OE
. Then DS′

E
is fully faithful with essential image Vectφq ,Γ,an(S′

E).

Proof. We first check that DS′
E

is well-defined, i.e. given any object E ∈ Vectφq((OK)∆,O∆), the
value E(S′

E) is naturally an object in Vectφq ,Γ(S′
E). As S′

E is a Γ-equivariant object in (OK)∆,OE
,

M := E(S′
E) carries a natural Γ-action. Now the map S′

E → ∆OC
induces by reducing modulo u

a GK-equivariant map
(WOE

(k), (π))→ (WOE
(k), (π))

in (OK)∆,OE
; as WOE

(k) is fixed by the natural GK-action on WOE
(k), the crystal property of E

again implies that Γ acts trivially on E(WOE
(k)) ≃M/uM, as wanted.
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Next, we show that DS′
E

lands in the subcategory of analytic objects. By the very definition of
the latter ([KR09, §(2.4.3)]), it suffices to prove the analogous statement for the composition

Repcris
OE

(GK)[1/π]
DS′

E
[1/π]

→ Vectφq ,Γ(S′
E)[1/π]→ Vectφq ,Γ(S′

E⟨I/π⟩[1/π]) ≃ Vectφq ,Γ(O′),

where O′ again denotes the ring of functions on the rigid open unit disk over K0,E , but now
equipped with the Frobenius u 7→ [π](u). By unwinding definitions, this coincides (upon identify-
ing Repcris

E (GK) ≃ MFφq ,w.a(K)) with the functor

M′(·) : MFφq ,w.a.(K)→ Vectφq ,Γ(O′)

from [KR09, §2.2] (cf. Remark 3.3.6); in particular, we know from Lemma (2.2.1) of loc. cit. that
it indeed factors through the subcategory of analytic objects.

Consider now the composition

Repcris
OE

(GK)
DS′

E→ Vectφq ,Γ,an(S′
E)

T→ RepOE
(GK),

where T again denotes the étale realization functor M 7→ (M⊗S′
E
W (C♭))φq=1. Unwinding again

the construction of DS′
E

, we see that this is nothing but the forgetful functor. Moreover, by [KR09,
Corollary (3.3.8)], T defines an equivalence onto the subcategory Repcris

OE
(GK). It follows that

DS′
E

is also an equivalence, as wanted.

3.4.6 Relation with π-divisible OE-modules over OK

In this subsection, we combine Theorem 3.4.7 with a key result on minuscule prismatic F -crystals
from [AL23] to deduce a classification result for π-divisible OE-modules over OK (Theorem
3.4.24).

Definition 3.4.19 (Minuscule Breuil–Kisin modules). Let (A, I) be an OE-prism. An object
M ∈ Vectφq(A, I) is called minuscule (or effective of height 1) if φM is induced by a map
φ∗
qM → M with cokernel killed by I . An object E ∈ Vectφq(X∆,O∆) is called minusucle if

for all (A, I) ∈ X∆, the value E(A) is minuscule. Following [AL23], we denote the resulting
categories by BKmin(A, I) and DM(X), respectively.

Proposition 3.4.20 ([AL23],[Ito23]). Fix a Breuil–Kisin prism (SE, I) ∈ (OK)∆,OE
. Then evalu-

ation at SE defines an equivalence

DM(OK) ≃ BKmin(SE).

Proof. This is proved in [AL23, Theorem 5.12] in case E = Qp (and for a more general class of
rings in place of OK). The case of general E is then proved in [Ito23, Proposition 7.1.1].

Theorem 3.4.21 (Fontaine, Kisin, Raynaud, Tate). Sending a p-divisible group to its p-adic Tate
module defines an equivalence

BT(OK) ≃ Rep
cris,{0,1}
Zp

(GK)

G 7→ Tp(G);
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here the source denotes the category of p-divisible groups over OK , and the target denotes the
category of lattices in crystalline GK-representations with Hodge–Tate weights in {0, 1}.

Proof. This is well-known; see e.g. [Liu13, Theorem 2.2.1].

Definition 3.4.22 (cf. [Fal02]). Let R be an OE-algebra. A π-divisible OE-module over R is a
p-divisible group G over R together with an actionOE → End(G), which is strict in the sense that
the induced action of OE on Lie(G) agrees with the action through the structure map OE → R.

Lemma 3.4.23. Let G be a p-divisible group over OK . Then an action OE → End(G) makes G
into a π-divisible OE-module over OK if and only if the E-representation Vp(G) is E-crystalline
in the sense of Definition 3.2.1.

Proof. This follows from the Hodge–Tate decomposition for G:

Vp(G)⊗Qp C ≃ (Lie(G∗)∗ ⊗OK
C)⊕ (Lie(G)⊗OK

C(1)). (3.4.23.1)

More precisely, as E⊗Qp C ≃
∏

τ :E↪→C C, an (E⊗Qp C)-module V always decomposes uniquely
as V = ⊕τVτ . As 3.4.23.1 is functorial in G, it is (E ⊗Qp C)-linear, and hence must respect the
corresponding decompositions of both sides. In particular,⊕

τ ̸=τ0

(Vp(G)⊗E,τ C) ≃
⊕
τ ̸=τ0

(Lie(G∗)∗ ⊗OK
C)τ ⊕

⊕
τ ̸=τ0

(Lie(G)⊗OK
C(1))τ .

As the first summand on the right is clearly trivial as a C-representation, it remains to observe that
the OE-action on Lie(G) is strict precisely when the second summand vanishes.

Combining Theorem 3.4.7, Proposition 3.4.20, Theorem 3.4.21, and Lemma 3.4.23, we obtain
the following classification of π-divisible OE-modules over OK (including the case p = 2).

Theorem 3.4.24 (cf. [Che18, Theorem 1.1], [CL16, Theorem 1.0.3]). There is a natural equiv-
alence between the category of π-divisible OE-modules over OK and the category of minuscule
Breuil–Kisin modules over SE .

Remark 3.4.25. In [CL16], the authors have obtained (by a different approach) a similar equiva-
lence even for a large class of Frobenius lifts. In their result, the relevant category of p-divisible
groups over OK is formed by those which come equipped with an action of OE for which the
rational Tate module is an E-crystalline representation. However, as far as we understand, the fact
that this is in fact identified with the category of π-divisibleOE-modules overOK (Lemma 3.4.23)
was not observed by them.



Appendices

3.A E-crystalline representations and filtered isocrystals
In this appendix, we prove Theorem 3.2.4, thereby giving equivalent characterizations for the
category of E-crystalline Galois representations. We will follow closely [FF18, Chapitre 10],
which treats the case E = Qp.

3.A.1 Recap on the Fargues–Fontaine curve
Let XE be the Fargues–Fontaine curve associated to E and the perfectoid Fq-algebra F := C♭,
where the Fq-algebra structure on F is defined using the fixed inclusion τ0 : E ↪→ K ⊆ C. As
GK acts naturally on C (hence on F = C♭), we obtain an induced E-linear action of GK on XE .
Recall that we also have a canonical identification XE = XQp ⊗Qp E (cf. [FF18, Théorème 6.5.2
(2)]). Under this identification, g ∈ GK acts on XE as g ⊗ idE .

Let π : XE → XQp be the projection; this is a GK-equivariant finite étale covering of degree
[E : Qp]. Let∞ ∈ |XQp | be the distinguished closed point corresponding to the tautological untilt
Qp ↪→ C of F . Recall that∞ is fixed by GK , and in fact the unique closed point of XQp whose
GK-orbit is finite (see [FF18, Proposition 10.1.1]). For each τ : E ↪→ C, let∞τ be the closed point
in XE corresponding to the (Frobenius isomorphism class of the) untilt τ : E ↪→ C. Concretely,

∞τ is given by the (image of the) closed immersion Spec(C)
(∞,τ)−−−→ XQp ⊗Qp E = XE .

Lemma 3.A.1. The assignment τ 7→ ∞τ defines a GK-equivariant bijection HomQp(E,C) ≃
π−1(∞)

Proof. From the previous description of ∞τ , we see easily that the map is GK-equivariant. As
π is finite étale of degree [E : Qp] and ∞ ∈ XQp is a closed point with algebraically closed
residue field (namely C), π−1(∞) ⊆ |XE| is a finite set of [E : Qp] closed points. In particular,
it suffices to show that the map is surjective. Indeed, a point x ∈ π−1(∞) necessarily has residue
field k(x) = C, and it is clear from the construction that x = ∞τ , where τ : E ↪→ C is given by
the composition Spec(k(x)) ↪→ XE → Spec(E).

In particular, we see that the point∞τ0 (given by the fixed embedding τ0) is fixed by GK .
Recall that we have a canonical identification ̂(OXQp

)
∞

∼−→ B+
dR, where B+

dR is the usual
Fontaine’s period ring constructed using C. Also, the inclusion K ↪→ C lifts uniquely to a (neces-

95
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sarily GK-equivariant) section K ↪→ B+
dR. Now we have a canonical identification

B+
dR ⊗Qp E

∼−→
∏

τ :E↪→K

(̂OXE
)∞τ

(see e.g. [Sta23, Tag 07N9]). Using the section K ↪→ B+
dR above, we can rewrite the left side as

B+
dR ⊗K (K ⊗Qp E) =

∏
τ :E↪→K

B+
dR.

Thus, for each τ , there is an E-algebra isomorphism (̂OXE
)∞τ

∼−→ B+
dR, where the right side is

regarded as an E-algebra via the composition τ : E ↪→ K ↪→ B+
dR.

Recall that for each compact interval I ⊆]0, 1[, BE,I denotes the completion of

Bb
E := {

∑
n≫−∞

[xn]π
n ∈ WOE

(C♭) | (xn) bounded}

with respect to the family of norms | · |ρ, ρ ∈ I . We then let BE := lim←−I
BE,I . Similarly using

the ring Bb,+
E := WOE

(OC♭)[1/π], we can define B+
E and B+

E,I . See [FF18, Chapitre I] for a more
detailed discussion.

Lemma 3.A.2. For each compact interval I ⊆]0, 1[,

(Frac(BE,I))
GK = K0,E,

where K0,E := K0 ⊗E0 E. In particular, as BE ⊆ BE,I , we have (Frac(BE))
GK = K0,E .

Proof. For E = Qp, this is [FF18, Proposition 10.2.7] for E = Qp, but the same argument
works also for general E. One can also deduce the general case from the case E = Qp as fol-
lows. By Proposition 1.6.9 of loc.cit. (and scaling I), it suffices to show that (Frac(BQp,I ⊗E0

E))GK = K0,E . But by Proposition 10.2.7 of loc.cit., Frac(BQp,I) ⊗E0 E is already a field,
so we have Frac(BQp,I ⊗E0 E) = Frac(BQp,I) ⊗E0 E, and hence (Frac(BQp,I ⊗E0 E))

GK =
(Frac(BQp,I))

GK ⊗E0 E = K0 ⊗E0 E = K0,E , as wanted.

3.A.2 Relation with filtered isocrystals
As usual, we denote by φq the E-linear q-Frobenius on K0,E = WOE

(k)[1/π].

Definition 3.A.3. Let Vectφq(K0,E) be the category of φq-modules (or isocrystals) (D,φq) over
K0,E , i.e. finite dimensionalK0,E-vector spacesD equipped with a linear isomorphism φ∗

qD
∼−→ D.

Let MFφq(K) be the category of filtered φq-modules over K, i.e. triples (D,φq,Fil
•DK),

where (D,φq) ∈ Vectφq(K0,E), and Fil•DK is a decreasing filtration on DK := D ⊗K0,E
K.

Fix tE ∈ (B+
E )

φq=π such that V +(tE) = {∞τ0} (tE is uniquely determined up to multiplication
in E×). Let Be,E := Γ(XE \ {∞τ0},OXE

) = (B+
E [1/tE])

φq=1; this is a PID equipped with an
action of GK . As in [FF18, Définition 10.1.2], we let RepBe,E

(GK) denote the category of finite
free Be,E-modules equipped with a continuous semilinear action of GK .

https://stacks.math.columbia.edu/tag/07N9


3.A. E-crystalline representations and filtered isocrystals 97

Definition 3.A.4. Define functors

Dcris,E : RepBe,E
(GK)→ Vectφq(K0,E)

M 7→ (M ⊗Be,E
B+

E [1/tE])
GK

and

Vcris,E : Vectφq(K0,E)→ RepBe,E
(GK)

(D,φq) 7→ (D ⊗K0,E
B+

E [1/tE])
φq=1.

Proposition 3.A.5 ([FF18, Proposition 10.2.12]). (1) The functors Dcris,E and Vcris,E are well-
defined, and form an adjoint pair with Vcris,E being the left adjoint.

(2) Vcris,E is fully faithful, i.e. the unit

id
∼−→ Dcris,E ◦ Vcris,E

is an isomorphism.
(3) For each M in RepBe,E

(GK), the counit

Vcris,E(Dcris,E(M)) ↪→M

is an injection.

Proof. The case E = Qp is treated in [FF18, Proposition 10.2.12]. We begin by constructing a
natural isomorphism Dcris,E ◦Vcris,E

∼−→ id. Let (D,φq) ∈ Vectφq(K0,E). We claim that the natural
map

((D ⊗K0,E
B+

E [1/tE])
φq=1 ⊗Be,E

B+
E [1/tE])

GK → D

is an isomorphism (which is clearly φq-equivariant). As (B+
E [1/tE])

GK = K0,E by Lemma 3.A.2,
it suffices to show that the natural map

(D ⊗K0,E
B+

E [1/tE])
φq=1 ⊗Be,E

B+
E [1/tE]→ D ⊗K0,E

B+
E [1/tE] (3.A.5.1)

is an isomorphism. By replacing D with D⊗K0,E
WOE

(k)[1/π], we may assume k is algebraically
closed. Then by the Dieudonné–Manin theorem, we may reduce to the case D∨ = O(d/h) is
isoclinic (for some (d, h) ∈ Z × Z≥1 with (d, h) = 1). Recall that by definition O(d/h) admits a
K0,E-basic x0, . . . , xh−1 for each φq(xi) = xi+1 for 0 < i < h− 1, and φq(xh−1) = πdx0. Thus,

(D ⊗K0,E
B+

E [1/tE])
φq=1 = Homφq(D

∨, B+
E [1/tE]) = (B+

E [1/tE])
φh
q=πd

,

and so we are reduced to showing that the map

(B+
E [1/tE])

φh
q=πd ⊗Be,E

B+
E [1/tE]→ (B+

E [1/tE])
⊕h

x⊗ a 7→ (ax, aφq(x), ..., aφ
h−1
q (x))



98 Chapter 3. Prismatic F -crystals and “Lubin–Tate” crystalline Galois representations

is bijective. As usual let Eh ⊆ C denotes the unique unramified extension of E of degree h; in
particular we have B+

Eh
= B+

E canonically (cf. the proof of [FF18, Proposition 1.6.9]). Now let
tEh
∈ (B+

E )
φh
q=π be such that {∞tEh

} maps into {∞t} under the projection map π : XEh
→ XE

where V +(tEh
) = {∞tEh

}. Then (B+
E [1/tE])

φh
q=πd

is a free of rank one over Eh ⊗E Be,E with
basis tdEh

. As tEh
is a unit in B+

E [1/tE]
14, it suffices to show that the map

Eh ⊗E B
+
E [1/tE]→ (B+

E [1/tE])
⊕h

x⊗ a 7→ (φi
q(a)x)0≤i≤h−1

is an isomorphism. This follows immediately from the analogue decomposition Eh ⊗E Eh
∼−→∏

0≤i≤h−1Eh. This gives the isomorphism in part (2). Note that the argument also shows that
(D ⊗K0,E

B+
E [1/tE])

φq=1 is finite free over Be,E of rank dimK0,E
(D); in other words, the functor

D 7→ Vcris,E(D) is rank-preserving and indeed lands in RepBe,E
(GK).

For part (3), it suffices to show that for each M in RepBe,E
(GK), the natural map

Vcris,E(Dcris,E(M)) = ((M ⊗Be,E
B+

E [1/tE])
GK ⊗K0,E

B+
E [1/tE])

φq=1 →M

is injective. As (B+
E [1/tE])

φq=1 = Be,E , we are reduced to show that the map

(M ⊗Be,E
B+

E [1/tE])
GK ⊗K0,E

B+
E [1/tE]→M ⊗Be,E

B+
E [1/tE] (3.A.5.2)

is injective. Upon replacing B+
E [1/tE] by Frac(B+

E [1/tE]), the result follows readily from the
equality (Frac(B+

E [1/tE]))
GK = K0,E in Lemma 3.A.2. Note that the isomorphism 3.A.5.2 also

shows that dimK0,E
Dcris,E(M) ≤ rankBe,E

M < ∞ and that the linearization φ∗
qDcris,E(M) →

Dcris,E(M) is an isomorphism. Indeed, as the source and target have the same (finite) K0,E-
dimension, it suffices to show that the map is injective, which in turn can be checked after the
faithfully flat extension K0,E → B+

E [1/tE]. Thus, we see that the functor M 7→ Dcris,E(M) indeed
lands in Vectφq(K0,E), and moreover satisfies dimK0,E

Dcris,E(M) ≤ rankBe,E
M . This finishes

the proof of (3).
Finally, (1) follows by combining (2) and (3).

Definition 3.A.6 ([FF18, Définition 10.2.13]). (1) A representation M ∈ RepBe,E
(GK) is called

crystalline if M ∼= Vcris,E(D) for some (D,φq) ∈ Vectφq(K0,E). We denote by Repcris
Be,E

(GK) the
full subcategory of crystalline objects in RepBe,E

(GK).
(2) AGK-equivariant vector bundle E onXE\{∞} is called crystalline if theBe,E-representation

H0(XE \ {∞},OXE
) is crystalline.

Lemma 3.A.7. M is crystalline if and only if the B+
E [1/tE]-representation M ⊗Be,E

B+
E [1/tE] is

trivial.
14We claim that tEh

divides tE in B+
E . As φh

q (t) = πht, we can use [FF18, Théorème 6.2.1] to write t = t1 . . . th

where ti ∈ (B+
E )φ

h
q=πfor each i. Then∞tEh

∈ π−1(∞t) = V +(t1) ∪ . . . ∪ V +(th), so we must have tEh
∈ E×

h ti
for some i (cf. Théorème 6.5.2 of loc.cit.); in particular, we have tEh

|t, as claimed.
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Proof. This is essentially contained in the proof of Proposition 3.A.5. If M ⊗Be,E
B+

E [1/tE] is
trivial, then necessarily

(M ⊗Be,E
B+

E [1/tE])
GK ⊗K0,E

B+
E [1/tE]

∼−→M ⊗Be,E
B+

E [1/tE]

whence Vcris,E(Dcris,E(M))
∼−→ M by taking φq-invariants. Conversely, if M ∼= Vcris,E(D), then

by 3.A.5.1, we have

M ⊗Be,E
B+

E [1/tE]
∼= Vcris,E(D,φq)⊗Be,E

B+
E [1/tE]

∼←− D ⊗K0,E
B+

E [1/tE]

is indeed trivial.

Remark 3.A.8. Recall that Bcris,E denote Fontaine’s crystalline period ring defined using E and
τ0 : E ↪→ K ⊆ C. As in the case E = Qp ([FF18, Proposition 1.10.12]), one can check that
B+

E = ∩n≥0φ
n
q (B

+
cris,E) (resp. B+

E [1/tE] = ∩n≥0φ
n
q (Bcris,E)) is the maximal subring of B+

cris,E

(resp. Bcris,E) over which Frobenius is an automorphism. It follows that Dcris,E(M) can also be
computed as (M ⊗Be,E

Bcris,E)
GK and that M is crystalline if and only if M ⊗Be,E

Bcris,E is trivial
as a Bcris,E-representation. Indeed, as φq is an automorphism on D := (M ⊗Be,E

Bcris,E)
GK , we

have D ⊆ ∩n≥0φ
n
q (M ⊗Be,E

Bcris,E) = M ⊗Be,E
∩n≥0φ

n
q (Bcris,E) = M ⊗Be,E

B+
E [1/tE], whence

D = Dcris,E(M).

Remark 3.A.9. We have seen that M is crystalline precisely when the natural injective map
Vcris,E(Dcris,E(M)) ↪→M is an isomorphism. In the case E = Qp, it in fact suffices to require that
the source and target have the same Be,E-rank, i.e. dimK0,E

Dcris,E(M) = rankBe,E
M . Indeed, in

this case,∞ is the unique closed point in XQp with finite GK-orbit, so any GK-equivariant coher-
ent sheaf on XQp \ {∞} must be torsion-free (as its torsion part must have empty support), and
hence a vector bundle. Thus, if dimK0,E

Dcris,E(M) = rankBe,E
M , then the torsion Be,E-module

coker(Vcris,E(Dcris,E(M)) ↪→M) must be zero, as claimed. On the other hand, this does not seem
to be enough ifE ̸= Qp since in general there can be more closed points inXE with finiteGK-orbit
(for instance, if K contains the Galois closure of E in K, then GK fixes∞τ for all τ : E ↪→ K).
(See, however, the proof of Proposition 3.A.13 below.) This is also related to the fact that the ring
B+

E [1/tE] is not (E,GK)-regular (as opposed to the case E = Qp, cf. [FF18, Corollaire 10.2.8]):
the line Et is GK-stable yet t /∈ (B+

E [1/tE])
×.

Lemma 3.A.10. (1) The functor Dcris,E defines an equivalence Repcris
Be,E

(GK)
∼−→ Vectφq(K0,E)

with quasi-inverse Vcris,E .
(2) Both Dcris,E and Vcris,E are exact.
(3) The category Repcris

Be,E
(GK) is stable under direct summand subquotients, tensor products,

and duals. Moreover, Dcris,E naturally respects these operations.

Proof. (1) follows immediately from definition and Proposition 3.A.5.
(2) We will show that Vcris,E is exact (the argument for Dcris,E being analogous). Let 0 →

D1 → D2 → D3 → 0 be an exact sequence in of isocrsyals over K0,E . As the inclusion
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Be,E ↪→ B+
E [1/tE] is faithfully flat15, it suffices to show that the induced sequence after apply-

ing Vcris,E(·)⊗Be,E
B+

E [1/tE] is exact. We are now done because this functor is naturally identified
with (·)⊗K0,E

B+
E [1/tE].

(3) Let 0→M1 →M2 →M3 → 0 be an exact sequence in RepBe,E
(GK) with M2 crystalline.

Consider the commutative diagram

0 Vcris,E(Dcris,E(M1)) Vcris,E(Dcris,E(M2)) Vcris,E(Dcris,E(M3))

0 M1 M2 M3 0

≃

As the middle vertical arrow is an isomorphism, a simple diagram chasing shows that the two outer
maps are also isomorphisms, i.e. M1 and M2 are crystalline, as wanted.

The other claims can be proved e.g. using Lemma 3.A.7.

Recall that we have a natural functor (D,φq) 7→ E(D,φq) from Vectφq(K0,E) to the category
of GK-equivariant vector bundles on XE , where E(D,φq) is the OXE

-module associated to the
graded module ⊕

n≥0

(D ⊗K0,E
B+

E )
φq=πn

.

By Beauville–Laszlo glueing (applied to the locus ∞τ0 ↪→ XE), the datum of a GK-equivariant
vector bundle onXE is equivalent to the data of a triple (Me,M

+
dR, u) whereMe ∈ RepBe,E

(GK),M
+
dR ∈

RepB+
dR
(GK), and u is a GK-equivariant isomorphism Me ⊗ BdR

∼−→ M+
dR[1/tE]. In terms of

this description, E(D,φq) corresponds to the triple (Vcris,E(D), DK ⊗K B+
dR, ι) (with DK :=

D ⊗K0,E
K, and ι being the natural isomorphism). In particular, by definition, a GK-equivariant

vector bundle E on XE is crystalline if and only if there exists (D,φq) so that there is a GK-
equivariant isomorphism E|XE\{∞τ0}

∼= E(D,φq)|XE\{∞τ0}.

Lemma 3.A.11. Let V be a continuous semilinear representation of GK on a finite free B+
dR-

module. Then V is trivial if and only if V ⊗B+
dR
C is trivial as a C-semilinear representation of

GK .

Proof. See [Du19, Proposition 2.18 (1)]. (The proof of loc. cit. uses the usual B+
dR (and the cy-

clotomic period t), but we have seen that the natural map (̂OXQ
)∞ → (̂OXE

)τ0 is aGK-equivariant
isomorphism.)

Lemma 3.A.12. Let V ∈ RepE(GK) be an E-representation of GK . Then V is crystalline if and
only if dimK0,E

(V ⊗E0 Bcris)
GK = dimE V .

15As Be,E is a PID and B+
E [1/tE ] is a domain, the map is flat. It remains to show that mB+

E [1/tE ] ̸= (1) for each
m ∈ Max(Be,E). By [FF18, Théorème 6.5.2], such m is generated by t′/tE for some t′ ∈ (B+

E )φq=π \ EtE . Now
t′/t is a not a unit in B+

E [1/tE ] as otherwise it would be already a unit in (B+
E [1/tE ])

φq=1 = Be,E .
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Proof. We have

Dcris(V ) = (V ⊗Qp Bcris)
GK = (V ⊗E0 E0 ⊗Qp Bcris)

GK

=
⊕

0≤i≤f−1

(V ⊗E0,φi
p
Bcris)

GK ,

For each i, we have dimE⊗
E0,φ

i
p
K0(V ⊗E0,σi

p
Bcris)

GK ≤ dimE V with equality if and only if

the E ⊗E0,φi
p
Bcris-representation V ⊗E0,φi

p
Bcris is trivial16. As the latter can be obtained from

V ⊗E0 Bcris by extending scalars along the (GK-equivariant) map φi
p : Bcris → Bcris, it in fact

suffices to require that V ⊗E0 Bcris is trivial. The lemma now follows by counting dimensions.

We can now give a geometric interpretation of the notion of E-crystalline representations of
Kisin–Ren in terms of vector bundles on the Fargues–Fontaine curve.

Proposition 3.A.13. Let V ∈ RepE(GK). Then the following are equivalent:

(1) The GK-equivariant vector bundle V ⊗E OX is crystalline in the sense of Definition 3.A.6.

(2) V is E-crystalline.

Example 3.A.14. Let V = E(1) denotes the E-representation of GK given by the Lubin–Tate
character χLT : GK → O×

E associated to the uniformizer π (and the embedding τ0 : E ↪→ K).
Then V satisfies condition (1) of Proposition 3.A.13. Indeed, V ⊗E B

+
E [1/tE] has a GK-invariant

basis given by v ⊗ t−1
E where v is an E-basis in V . More generally, this holds for the p-adic Tate

module of any π-divisible OE-module over OK ; see Lemma 3.4.23 (the previous example being
the case of the Lubin–Tate formal OE-module associated to π).

Proof of Proposition 3.A.13. Assume (1). By Lemma 3.A.7, V⊗EB
+
E [1/tE] is trivial as aB+

E [1/tE]-
representation of GK . As tE is invertible in (̂XE)∞τ

for each τ ̸= τ0 (as V +(tE) = ∞τ0), by
extending scalars,

⊕
τ ̸=τ0

V ⊗E,τ B
+
dR is also trivial (as a B+

dR-representation), whence the same is
true for ⊕τ ̸=τ0V ⊗E,τ C.

Moreover, by extending scalars along B+
E [1/tE] ↪→ Bcris⊗E0 E

17, V ⊗E0 Bcris is also trivial as
a Bcris ⊗E0 E-representation, and hence taking GK-invariants yields dimK0,E

(V ⊗E0 Bcris)
GK =

dimE V . By Lemma 3.A.12, V is crystalline, as wanted.
Conversely, assume (2) holds. Let D := Dcris,E(V ) = (V ⊗E B

+
E [1/tE])

GK . We need to show
that the natural inclusion

Vcris,E(D) = (D ⊗K0,E
B+

E [1/tE])
φq=1 ↪→ V ⊗E Be,E (3.A.14.1)

is an isomorphism. We first show that the source and target have the same rank, i.e. dimE V =
dimD. As B+

E [1/tE] ⊆ Bcris ⊗E0 E, we always have D ⊆ (V ⊗E0 Bcris)
GK , and the latter has

16This follows from the usual property of admissible representations, and the fact that E ⊗E0,φi
p
Bcris is (E,GK)-

regular, which in turn can be proved in exactly the same way as in the case E = Qp.
17This inclusion is defined as follows. By [Col02, Lem. 9.17], tE divides t in B+

max ⊗E0 E, and so we have
B+

E [1/tE ] = (B+
Qp
⊗E0 E)[1/tE ] ⊆ B+

max[1/t] ⊗E0 E = Bmax ⊗E0 E. As φp(Bmax) ⊆ Bcris and φq is an
automorphism on B+

E [1/tE ], we also have B+
E [1/tE ] ⊆ Bcris ⊗E0

E, as wanted.
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dimension dimE V by Lemma 3.A.12. We will show that D = (V ⊗E0 Bcris)
GK . As Repcris

Be,E
(GK)

is stable under tensor products by Lemma 3.A.10, by replacing V with V ⊗E E(n) for n≪ 0, we
may assume that the Hodge–Tate weights of V are all non-negative. In particular, we have

(V ⊗E0 Bcris)
GK = (V ⊗E0 B

+
cris)

GK .

Moreover, as φq is an automorphism on (V ⊗E0 B
+
cris)

GK , we deduce that

(V ⊗E0 B
+
cris)

GK = (V ⊗E0 ∩n≥0φ
n
q (B

+
cris))

GK

= (V ⊗E0 B
+
Qp

)GK

= (V ⊗E (E ⊗E0 B
+
Qp

))GK

= (V ⊗E B
+
E )

GK ⊆ D,

as wanted. (For the second equality, see e.g. [FF18, §1.10].)
Next, we claim that the induced map⊕

τ ̸=τ0

D ⊗K0,E ,τ B
+
dR ↪→

⊕
τ ̸=τ0

V ⊗E,τ B
+
dR (3.A.14.2)

on completed stalks is an isomorphism. As V is E-crystalline, both the source and target are
trivial as a B+

dR-representation by Lemma 3.A.11. As any such representation W satisfies W =
(W [1/t])GK ⊗K B+

dR, it suffices to observe that 3.A.14.2 becomes an isomorphism after taking
⊗BdR (being an injection between BdR-vector spaces of the same (finite) dimension).

Thus, the cokernel of 3.A.14.1 is a torsion equivariant coherent sheaf F on XE \ {∞τ0} sat-
isfying F̂∞τ = 0 for all τ ̸= τ0. As {∞τ}τ = π−1(∞) is precisely the set of closed points in
XE with finite GK-orbit, F must be supported on the set {∞τ}τ ̸=τ0 , and hence must be zero, as
claimed.

Remark 3.A.15. Combining with Remark 3.A.8, we see that an object V ∈ RepE(GK) is E-
crystalline if and only if V ⊗E Bcris,E is trivial as a Bcris,E-representation. Thus, the notion of
E-crystalline representations is in some sense indeed a natural extension of the usual notion for
Qp-representations.

Lemma 3.A.16. Let V be a finite dimensional K-vector space. Then the association Fil•V 7→
Fil0(V ⊗K BdR) gives a bijection between the set of (finite, separated, exhausted) descreasing
filtrations on V , and the set of GK-equivariant B+

dR-lattices in V ⊗K BdR. The inverse bijection is
given by W 7→ (t•EW )GK .

Proof. See [FF18, Proposition 10.4.3].

Combining the above lemma with Beauville–Lazlo’s glueing theorem, we deduce the following
result.
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Lemma 3.A.17. The functor

MFφq(K)
∼−→ FibGK ,cris(XE)

(D,φq,Fil
•DK) 7→ E(D,φq,Fil

•DK)

defines an equivalence onto the category of crystalline GK-equivariant vector bundles on XE .
Here E(D,φq,Fil

•DK) is the modification of E(D,φq) at∞τ0 , defined using the GK-stable B+
dR-

lattice Fil•(DK ⊗K BdR).

3.A.3 “Weakly admissible implies admissible”

In this subsection, we finish the proof that E-crystalline representations are equivalent to weakly
admissible filtered isocrystals over K (Theorem 3.A.19).

We begin by recalling the notion of weak admissibility for filtered φq-modules. Namely, for
a 1-dimensional object D in MFφq(K), we pick a basis vector v ∈ D and let tN(D) := vπ(α)
where α ∈ (K0,E)

× is such that vq(v) = αv. We let tH(DK) (or more precisely, tH(Fil•DK)) be
the unique integer i ∈ Z such that FiliDK = DK and Fili+1DK = 0. For a general D, we define
tH(DK) := tH(det(DK)) and tN(D) := tN(det(D)). We say that an object D in MFφq(K) is
weakly admissible if tH(D) = tN(D) and tH(D′) ≤ tN(D

′) for all subobjects D′ ⊆ D. As in the
case E = Qp, the degree function and the rank function

deg : (D,φq,Fil
•DK) 7→ tH(DK)− tN(D,φq),

rank : (D,φq,Fil
•DK) 7→ rank(D,φq)

make MFφq(K) into a slope category with slope function µ := deg /rank. In particular, each
object in MFφq(K) admits a unique Harder–Narasimhan filtration, and the resulting abelian sub-
category of semistable objects of slope 0 is precisely formed by those weakly admissible objects
in the preceding sense.

For ease of notation, in what follows we will simply write D for a filtered φq-module over K,
and E(D) for E(D,φq,Fil

•).

Proposition 3.A.18 ([FF18, Proposition 10.5.6]). Let D be a filtered φq-module over K.
(1) We have rank(D) = rank(E(D)), deg(D) = deg(E(D)), and µ(D) = µ(E(D)).
(2) If 0 = D0 ⊊ . . . ⊊ Dr = D is the Harder–Narasimhan filtration of D, then that of

E(D,φq,Fil
•DK) is given by

0 = E(D0) ⊊ . . . ⊊ E(Dr) = E(D).

In particular, D is weakly admissible if and only if E(D) is semistable of slope 0.

Proof. (1) We have seen in the proof of Proposition 3.A.5 that the functor (D,φq) 7→ Vcris(D,φq)
is rank-preserving. Thus rank(E(D)) = rank(E(D,φq)) = rank(D). It remains to show det(D) =
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deg(E(D)). As E(D) is defined as the modification of E(D,φq) at∞τ0 using the lattice Fil0(DK⊗K

BdR), we have

deg(E(D)) = deg(E(D,φq))− [DK ⊗K B+
dR : Fil0(DK ⊗K BdR)]

18

Now deg(E(D,φq)) = −tN(D,φq) (recall that if (D,φq) = O(λ), then E(D,φq) = O(−λ)),
while it follows easily by choosing a splitting of the filtration on DK that

[DK ⊗K B+
dR : Fil0(DK ⊗K BdR)] = −tH(Fil•DK),

as desired.
(2) We follow the proof of [FF18, Proposition 10.5.6]. Observe firstly that by uniqueness,

the Harder–Narasimhan filtration of E(D) is GK-equivariant. Thus, by part (1) and definition of
semistability, it suffices to show that if E ′ ⊆ E(D) is a GK-stable subbundle, then E ′ = E(D′) for a
(necessarily unique) subobjectD′ ⊆ D (as a filtered φq-module). As E ′ is a subbundle, E ′|XE\{∞τ0}
is in particular is a Galois stable direct summand of Vcris,E(D), and hence crystalline by Lemma
3.A.10. Thus, E ′ = E(D′, φq) on XE \ {∞τ0} for some φq-module D′ ⊆ D. The lattice (̂E ′)∞τ0

determines a filtration on D′
K , which we claim is simply the one inherited from DK . Indeed, if

E ′′ denotes the equivariant vector bundle given by this latter filtration, then it follows from the
(explicit) bijection in Lemma 3.A.16 that E ′ ⊆ E ′′. As E ′ is a subbundle in E (hence in E ′′) and
rank(E ′) = rank(E ′′) = dimD′, we must have E ′ = E ′′. Thus, we see that E ′ = E(D′) for a
subobject D′ ⊆ D, as claimed.

After the classification of vector bundles ([FF18, Théorème 8.2.10]), any vector bundle E on
XE is of the form

E ≃ O(λ1)⊕ . . .⊕O(λn)
for a unique tuple (λ1 ≥ . . . ≥ λn) of rational numbers. As

dimE H
0(X,O(λ)) =


0 if λ < 0,

1 if λ = 0,

∞ if λ > 0,

E is semistable of slope 0 if and only if dimE H
0(XE, E) = rank(E). Combining with Proposition

3.A.18, we see that a filtered φq-moduleD overK is weakly admissible if and only if dimK0,E
D =

dimE VE(D), where VE(D) := H0(XE, E(D)) = (D ⊗K0,E
B+

E [1/tE])
φq=1 ∩ Fil0(DK ⊗K BdR).

Motivated by the case E = Qp, we next proceed to show that the functor D 7→ VE(D) defines
an equivalence between the category of weakly admissible filtered φq-modules over K, and the
category of E-crystalline representations of GK .

Let V ∈ RepE(GK). Define

Dcris,E(V ) := (V ⊗E B
+
E [1/tE])

GK .

18For an effective modification 0 → E ′ → E → F → 0 (so that F is a skyscraper sheaf, supported at∞τ0 ), this
follows from additivity of degree: deg(E) = deg(E′) + length(F) = deg(E) + [(̂E)∞τ0

: (̂E ′)∞τ0
]. In general, we

can choose n≫ 0 so that (̂E ′)∞τ0
⊆ t−n

E (̂E)∞τ0
, and hence reduce to effective case.
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Of course, this is nothing but Dcris,E(M) where M := V ⊗E Be,E . In particular, we have seen
that Dcris,E is naturally a φq-module over K0,E , of dimension ≤ dimE V . Via the natural inclusion
B+

E [1/tE]⊗K0,E
K ↪→ BdR, we can endow

Dcris,E(V )⊗K0,E
K ↪→ (V ⊗E BdR)

GK

with the subspace filtration from V ⊗E BdR. In this way, D := Dcris,E(V ) is naturally a filtered
φq-module over K.

Theorem 3.A.19. The functor

Dcris,E : Repcris
E (GK)→ MFφq(K)

is fully faithful. Moreover, the essential image is precisely the subcategory of weakly admissible
objects.

Proof. Recall that Be,E ∩ B+
dR = E (as follows from the fundamental exact sequence 0 → E →

Be,E → BdR/B
+
dR → 0). The first statement follows rather formally from this. More precisely, for

each V in the source, we have

V = (V ⊗E B
+
E [1/tE])

φq=1 ∩ Fil0(V ⊗E BdR) = VE(Dcris,E(V )).

Taking GK-invariants yields, V GK = Fil0(Dcris,E(V )φq=1). Using a suitable internal Hom, this
implies full faithfulness of Dcris,E . We remark also that VE is a quasi-inverse on the essential
image of Dcris,E . We next show that D := Dcris,E(V ) is weakly admissible. This follows from
the equality dimE VE(D) = dimE V = dimK0,E

D, Proposition 3.A.18, and the classification of
vector bundles on XE .

It remains to show that if D is a weakly admissible filtered φq-module over K, then V :=
VE(D) is E-crystalline, and Dcris,E(V ) ≃ D as filtered φq-modules. We will follow the proof
of [CF00, Proposition 4.5]. Let CE denote the fraction field of B+

E [1/tE]. As (CE)
GK = K0,E

by Lemma 3.A.2, by [CF00, Lemme 4.6], there exists a (necessarily unique) K0,E-vector space
D′ ⊆ D such that D′ ⊗K0,E

CE equals the CE-subspace of D ⊗K0,E
CE generated by V . As V

is fixed by φq, D′ is φq-stable, and hence naturally a subobject of D (as a filtered φq-module).
Moreover, as V ⊆ D′ ⊗ CE and V ⊆ D ⊗ B+

E [1/tE], we have V ⊆ D′ ⊗ B+
E [1/tE], whence

V = VE(D
′). Let d1, . . . , dr be a K0,E-basis of D′. Choose also v1, . . . , vr ∈ V which spans

D′⊗K0,E
CE overCE . For each i, write vi =

∑
j bijdj for some bij ∈ B+

E [1/tE]. Then b := det(bij)
is nonzero, and so

w := v1 ∧ . . . ∧ vr = b(d1 ∧ . . . ∧ dr)

is a nonzero element in W := VE(∧rD′) ⊆ B+
E [1/tE]⊗∧rD′. As tH(D′) ≤ tN(D

′) (by weak ad-
missibility of D), it follows from Lemma 3.A.20 below that tH(D′) = tN(D

′),W = Ew and that
b is a unit in B+

E [1/tE]. Thus the natural map V ⊗E B
+
E [1/tE]→ D′⊗B+

E [1/tE] is surjective, and
so as the source and target are abstractly isomorphic (as dimE V = dimE VE(D

′) = dimK0,E
D′ by

weak admissibility of D′), it is in fact an isomorphism. Thus V is E-crystalline and Dcris,E(V ) =
D′ ⊆ D. Finally as dimD′ = dimE V = dimD, we must have D′ = D.
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Lemma 3.A.20. Let D be a filtered φq-module over K. Assume D is 1-dimensional with a basis
d. Then

dimE VE(D) =


0 if tH(D) < tN(D),

1 if tH(D) = tN(D),

∞ if tH(D) > tN(D).

Moreover, in case dimVE(D) = 1, any basis of VE(D) is of the form bd for some unit b ∈
B+

E [1/tE].

Proof. Write φq(d) = πtN (D)ud with u ∈ WOE
(k)×. Choose x ∈ WOE

(k)× so that φq(x) = ux.
One then checks easily that

VE(D) = t
−tH(D)
E x−1Fil0(B+

E [1/tE])
φq=πtH (D)−tN (D)

d.

The lemma now follows from this and the fundamental exact sequence.

Remark 3.A.21. For a weakly admissible D in MFφq(K), let V ′
E(D) := (D ⊗K0,E

(Bcris ⊗E0

E))φq=1∩Fil0(DK⊗KBdR). AsB+
E [1/tE] ⊆ Bcris⊗E0E, VE(D) ⊆ V ′

E(D). Moreover, by [KR09,
Proposition (3.3.4)], dimE V

′
E(D) ≤ dimD. As dimVE(D) = dimH0(XE, E(D)) = dimD

(recall that E(D) is semistable of slope 0 by weak admissibility of D), V ′
E(D) = VE(D). Thus,

the definition of VE(D) here agrees with the one in [KR09, §3] (for weakly admissible D).
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