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Abstract

Title: Span-based Structure Prediction for Information Graph Extraction.

Keywords: Named Entity Recognition, Relation Extraction, Graph Algorithm.

Abstract: This thesis proposes new deep
learning architectures, training and decoding
algorithm for Information extraction. Our
contribution focus in Named Entity Recogni-
tion and Joint Entity and Relation Extraction.
All of our contribution is centered around
the graph structure of this task, we lever-
age for designing our model architecture but
also for our efficient training and decoding
algorithm. For Named Entity Recognition,
we firstly tackle the overlap span problem
in span-based NER, where the output entity
should not have overlapping. For that, we
propose an architecture called GNNer that in-
tegrates that enrich span representation with
overlapping graph using graph neural net-
works to reduced overlapping. We then pro-
pose global span selection decoding, which

is an exact decoding to span-based NER, by
treating span decoding as maximum indepen-
dent set problem. From that, we propose the
Filtered Semi-Markov CRF, a more computa-
tionally efficient and better alternative to the
classical CRF Semi-Markov CRF models.

For joint entity and relation extraction
(JERE), we propose diverse set of new archi-
tectures. Our first contribution treat the task
as an auto-regressive graph generation. Un-
like previous works that either produce aug-
mented text or structured textual output, our
proposed model ATG generated textual spans
using pointer mechanism, ensuring the infer-
ence to produce valid information extraction
graph using constrained decoding. From this
basis, we further proposes new architecture
that get rid of the auto-regressive generation
for more efficient inference.
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Chapter 1

Introduction and Overview

1.1 Information Extraction

In the rapidly evolving landscape of natural language processing (NLP), the extraction of
structured information from unstructured data stands as a cornerstone, enabling a myriad
of applications from knowledge base construction to information retrieval and question an-
swering. The field of information extraction has existed for long time, starting fromNamed
Entity Recognition (NER) where the goal is to identify and classify named entities such
person, location and organization, and then Relation Extraction (RE) which consist in
prediction the relationship between the entities, such as "person - Work for - organisation".
While many other information task exist, such as event extraction and coreference resolu-
tion, in this thesis we primarily focus on NER and RE. The reason for this focus is twofold:
firstly, I am pursuing my PhD in the industry, and NER and RE have more practical appli-
cations, such as data anonymization and knowledge graph construction. Secondly, other
tasks are not as relevant in this industrial context.

Alain Farley  works  at  McGill University  in  Montreal
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Figure 1.1: Named entity and relation extraction.

Traditionally, early models for these task relied on rule-based approaches, where ex-
perts manually designed rules [Appelt et al., 1993, Cunningham et al., 2002]. However, such
models often lacked robustness and struggled with handling complex language patterns. To
address these limitations, models based on statistical machine learning emerged, utilizing
handcrafted features. Yet, these models still faced challenges in handling the diversity and
nuances of natural language. The advent of deep learning revolutionized entity extraction
by enabling automatic feature learning from raw text. Specialized architectures based on
Convolutional Neural Networks (CNNs) [LeCun et al., 1998], Recurrent Neural Networks
(RNNs) [Elman, 1990, Hochreiter and Schmidhuber, 1997], and more recently, transform-
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Figure 1.2: Research objective: having a single, lightweight model that can generate entity
and relation from unstructured text, conditioned on a knowledge graph schema.

ers [Vaswani et al., 2017c], have been employed to automatically learn patterns from text
data. However, despite their advancements, these models often exhibit inflexibility and are
typically designed to extract entities and relations from a closed set of predefined types. Re-
cent breakthroughs in Large Language Models (LLMs) have further pushed the boundaries
of information extraction. By leveraging natural language instructions, these models can
now extract novel entity and relation types with competitive performance, opening new
avenues for information extraction tasks.

1.2 Research objective

The objective of information extraction is to transform raw, unstructured data into a struc-
tured, queryable database. This transformation is crucial for enabling easy access to in-
formation and facilitating the analysis of large datasets. During my PhD studies, I have
focused on two main goals:

1. Enhancing Reliability of Information Systems: My primary goal is to develop
efficient and scalable algorithms that improve the reliability of information extraction
systems. Reliability, in this context, means enforcing a precise structural format and
incorporating domain-specific knowledge. To this end, we conducted extensive re-
search into developing a decoding algorithm for named entity recognition, which led
to the creation of a global span selection algorithm. Additionally, I proposed efficient
decoding techniques that ensure the output of relation extraction systems adheres
to domain-specific knowledge, making the results more coherent. The ultimate aim
is to make these systems as reliable and accurate as possible, addressing one of the
significant challenges with large language models: their susceptibility to generating
erroneous or fabricated information, i.e., hallucination.

2. Developing strong models for resource-limited settings: My second goal is
to develop high-performance models that are easy to deploy in environments with
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limited resources. Although large language models (LLMs) exhibit strong perfor-
mance, their extensive size often restricts their accessibility for individuals with lim-
ited GPU resources. Furthermore, these models typically suffer from slow inference
speeds due to their autoregressive, token-by-token generation process. In my thesis, I
demonstrated that a carefully designed, lightweight named entity recognition model,
GLiNER, can surpass larger models in zero-shot settings. My long-term vision is to
expand this approach to more complex information extraction tasks. Specifically, I
aim to develop lightweight models capable of efficiently identifying entities and their
relationships, guided by a knowledge graph schema. I have already laid a solid foun-
dation for this by proposing three innovative joint information extraction models:
ATG, GraphER, and EnriCO. Looking forward, I plan to further scale these models to
enhance their effectiveness.

1.3 Contributions

1.3.1 Span-Based Named Entity Recognition Training and Decod-
ing

Traditionally, named entity recognition is performed by treating the task as sequence tag-
ging using predefined schema such as the BIO tagging. Recently, span-base approached
which enumerate all spans in the text and perform classification, has become popular, as it
allow for richer representation. However, the independent span classification process make
the output entity spans not respect some predefined constrained such as two entity should
not overlap for flat NER. One of the focus of this thesis was to explore how to improve
span-based NER models, especially how to train them and how to produce well-formed
output

Implicit constraint To address the overlapping span issue, we propose GNNer, a novel
architecture that leverages Graph Neural Networks (GNNs) [Kipf et al., 2018] to encode
span overlap constraints implicitly within the model. By constructing a graph that cap-
tures the relationships between spans—including overlap information—and applying GNN
layers, GNNer can learn to discriminate between competing spans, thereby reducing over-
lap without sacrificing performance. This is achieved by making the representation of each
span directly influenced by its overlapping counterparts, encouraging the model to favor
non-overlapping predictions during inference

Exact inference We then introduce an exact inference algorithm for span-based NER,
aiming to select the set of non-overlapping spans that cumulatively maximize classifica-
tion scores. This algorithm uses a dynamic programming approach to identify the optimal
configuration of entities that adhere to the non-overlap constraints inherent in flat NER
tasks by computing the maximum independent weight set (MWIS) in the interval graphs
formed by the spans.
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Global-aware training To further refine our approach, we integrate a global-aware train-
ing regimen that focuses on optimizing span selection during the model’s training phase.
In this scenario, each span’s classification is optimized using a cross-entropy loss. Addi-
tionally, the selection of the final set of spans is optimized using a globally normalized
training objective. By treating span selection as a dynamic programming problem, we can
efficiently calculate themaximumweight independent set (MWIS) in interval graphs, which
corresponds to the optimal selection of non-overlapping spans. This method not only en-
hances the model’s ability to understand and respect span boundaries but also significantly
improves performance by considering the global interaction between spans, as opposed to
traditional local span classification objectives. Our training process is thereby aligned more
closely with the actual inference conditions, where the selection of spans is influenced by
the entire text structure rather than isolated predictions.

1.3.2 Generalist and Lightweight model for Named Entity Recogni-
tion

Large language models have gained a lot of popularity and have been applied to many
tasks, and information extraction is not an exception. An advantage of LLMs is that they
are highly flexible and can address a task by natural language instruction. For instance, they
have been applied to the task of named entity recognition and show promising results in
zero-shot scenarios across many domains and types of entities. However, their size makes
them hard to deploy in low-resource setups. Moreover, they can pose some privacy prob-
lems as powerful LLMs are accessible only via external APIs. To address this problem, we
propose GLiNER, a NER model that has strong generalization but uses a small bidirectional
transformer encoder.

1.3.3 Joint Entity an relation extraction

The second part of my doctoral study focuses on designing a novel and scalable span-based
architecture for joint entity and relation extraction. We first tackle the task as graph gen-
eration and then as constrained graph prediction.

Auto-regressive Text-to-Graph model Our first contribution to joint information ex-
traction (IE) was to treat the task as graph generation. We were motivated by the increas-
ing popularity of auto-regressive language models like GPT-3, which, despite their success,
struggle to generate coherent structures for information extraction. In this work, we pro-
pose ATG, a model that generates spans using a pointer mechanism rather than generat-
ing textual outputs. Generating spans instead of tokens offers several benefits, including
richer representation, span-level attention, the ability for spans to interact with the input
sequence through cross-attention, and shorter sequences compared to generating textual
tokens. Moreover, the ATG framework allows our model to be easily controlled to pro-
duce valid output graphs, addressing the hallucination problems often seen in language
model-based approaches.
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Enriched Representation for IE While ATG produced state-of-the-art performance, its
decoding process is relatively slow due to the auto-regressive sequential nature. For this
model, which we term EnRiCO, we retain many characteristics of ATG, such as span-level
attention. However, EnRiCO introduces additional advantages, including span-pair inter-
action (i.e., relation level) and non-sequential prediction. Furthermore, EnRiCO integrates
domain-specific constraints for decoding, implemented using ASP language, allowing for
more coherent predictions.

IE as graph structure learning Our final contribution for joint entity and relation ex-
traction is GraphER, which aims at exploiting the graph nature of the task. This formula-
tion allows for structure-informed decisions for entity and relation prediction, in contrast
to previous models that have untied predictions for these tasks. We found that using the
transformer architecture for learning node and edge representation is highly effective com-
pared to using specialized graph neural networks [Kipf et al., 2018, Veličković et al., 2018].
Specifically, we note that GNNs are not robust when the graph structure is noisy (missing
nodes/edges).

1.4 Overview of the Structure

Chapter 2 provides a comprehensive review of the literature on information extraction,
focusing particularly on named entity recognition and relation extraction. This review
includes concise summaries of prominent methods developed over the years, detailing their
architecture, objective functions, and inference algorithms.

Chapters 3, 4, and 5 discuss our work on span-based named entity recognition, presenting
our findings and methodologies.

Chapter 6 introduces GLiNER, our novel model for named entity recognition. GLiNER
utilizes a lightweight bidirectional transformer encoder to extract any entity, showcasing
flexibility and efficiency in modern NER tasks.

Chapter 7 is dedicated to our research on generative information extraction, exploring in-
novative approaches and their implications.

In Chapters 8 and 9, I describe EnriCo and GraphER, two efficient models for relation ex-
traction that demonstrate significant advancements in the field.

1.5 List of publications

1.5.1 Conference publications

1. Urchade Zaratiana, Nadi Tomeh, Pierre Holat, Thierry Charnois, GLiNER: Generalist
Model for Named Entity Recognition using Bidirectional Transformer, NAACL 2024.

– 7 –



Chapter 1

2. Urchade Zaratiana, Nadi Tomeh, Pierre Holat, Thierry Charnois, An Autoregressive
Text-to-Graph Framework for Joint Entity and Relation Extraction, AAAI 2024.

3. Urchade Zaratiana, Nadi Tomeh, Niama El Khbir, Pierre Holat, Thierry Charnois, Fil-
tered Semi-Markov CRF, Findings of EMNLP 2023.

1.5.2 Preprints

1. Urchade Zaratiana, Nadi Tomeh, Niama El Khbir, Pierre Holat, Thierry Charnois,
GraphER: A Structure-aware Text-to-Graph Model for Entity and Relation Extrac-
tion , Arxiv 2024.

2. Urchade Zaratiana, Nadi Tomeh, Yann dauxais, Pierre Holat, Thierry Charnois, En-
riCo: Enriched Representation and Globally Constrained Inference for Entity and
Relation Extraction , Arxiv 2024.

1.5.3 Workshop publications

1. Urchade Zaratiana, Nadi Tomeh, Pierre Holat, Thierry Charnois, GNNer: Reducing
Overlapping in Span-based NERUsing GraphNeural Networks,ACL Student Research
Workshop 2022.

2. Urchade Zaratiana, Nadi Tomeh, PierreHolat, Thierry Charnois, Named Entity Recog-
nition as Structured Span Prediction , UM-IoS 2022.

3. Urchade Zaratiana, Nadi Tomeh, Niama El Khbir, Pierre Holat, Thierry Charnois,
Global Span Selection for Named Entity Recognition , UM-IoS 2022.

4. Niama El Khbir, Urchade Zaratiana, Nadi Tomeh, Thierry Charnois, Cross-Dialectal
Named Entity Recognition in Arabic , ArabicNLP 2023.
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Background

2.1 Introduction

Information extraction (IE) is the process of automatically extracting structural informa-
tion from unstructured or semi-structured data [Okurowski, 1993, Gaizauskas and Wilks,
1998]. This field plays a pivotal role in transforming raw data into meaningful information
that can be analyzed and utilized across various applications. Its application inludes en-
hancing search engine [Gaizauskas and Wilks, 1998], powering recommendation systems,
the automated construction of knowledge bases [Melnyk et al., 2022], question answering
[Jijkoun et al., 2004, Ding et al., 2008, Mollá et al., 2006, Ng et al., 2001] and opinion mining
[Popescu et al., 2005, Popescu and Etzioni, 2005]. At its core, Information Extraction (IE)
encompasses several key tasks that enable the parsing and structuring of data from textual
content. These tasks include entity recognition, relation extraction, event extraction, entity
linking and coreference resolution [van Deemter and Kibble, 1999], each playing a crucial
role in understanding and organizing information. We provide a brief description of these
task in the following.

Entity Recognition This essential task in natural language processing involves the de-
tection and classification of entities within textual data, which are typically names of peo-
ple, organizations, locations, dates, monetary values, percentages, and other specific types
of information [Chinchor, 1998, Zhou and Su, 2002].

Relation Extraction Following the identification of entities, relation extraction plays
a pivotal role in interpreting the semantic associations between entities [Zelenko et al.,
2002b, Kambhatla, 2004]. This process seeks to discern and categorize the relationships or
interactions between identified entities based on their context within the text. For example,
in the sentence "Alice lives in Paris," relation extraction would not only identify "Alice" and
"Paris" as entities but also classify the "lives in" relationship that connects them.
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Event Extraction This complex task involves recognizing and deciphering events that
are described in text. An event can be understood as a significant occurrence involving
multiple entities and expressed by one or more actions. For instance, an "election" event
might encompass entities such as candidates, dates, and locations. Event extraction aims
to not only identify these components and their roles but also to classify the type of event
and its structural properties.

Entity Linking Entity linking connects identified entities in text to their corresponding
entries in a knowledge base, like Wikipedia, by disambiguating them based on context
[Bunescu and Paşca, 2006, Cucerzan, 2007]. For example, it determines whether "London"
refers to the city or a person, enriching the text with structured knowledge.

Coreference Resolution Coreference resolution [van Deemter and Kibble, 1999, Soon
et al., 2001] is critical for achieving text coherence and understanding narrative flow. This
task aims to identify all expressions in a text that refer to the same real-world entity, thus
linking pronouns and other referring expressions (like "the president" or "he") to the ap-
propriate entities they denote.

Focus of This Thesis: This thesis specifically concentrates on advancing methodologies
for entity (NER) and relation extraction (RE), as the primary objective is to build a knowl-
edge graph for a specific domain, and NER and RE are the most important tasks for that.

2.2 Named Entity Recognition

Named Entity Recognition (NER) is a critical task in the field of natural language pro-
cessing that involves identifying noun phrases in unstructured text that represent entities.
Typically, these entities span one to several tokens and include named entities, which are
specifically recognized and categorized during various notable competitions. Originally fo-
cused on conventional categories like persons, locations, and organizations [Carreras and
Màrquez, 2004], the scope of entities recognized under NER has broadened significantly.
Modern applications of NER now include entities such as disease names and protein names
[Collier et al., 2004, Tsuruoka and Tsujii, 2003, Niu and Hirst, 2004]. NER methodologies
have evolved significantly, transitioning from rule-based approaches [Petasis et al., 2001] to
neural and generative models. In particular, the recent adoption of Large Language Models
marks a notable advancement in this field, a topic we will delve into further in the following
section.

2.2.1 Rule-based Methods

Rule-based methods for Named Entity Recognition (NER) rely on lexicon resources and
domain-specific knowledge to identify entities within text [Appelt et al., 1993, Cunningham
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Figure 2.1: Task of Named Entity Recognition (NER).

et al., 2002]. These approaches operate by employing a collection of rules, which are either
hand-coded by domain experts [Maloney and Niv, 1998, Tsuruoka and Tsujii, 2003]. Rule-
based systems are particularly effective when the task is controlled and well-behaved, such
as identifying structured entities like phone numbers, zip codes, or email addresses. One of
the key advantages of rule-based systems is their speed and simplicity. Since they operate
based on predefined rules, the processing time is often faster compared to more complex
machine learning models [Reiss et al., 2008]. However, rule-based methods also have their
limitations. They may struggle with ambiguous or irregular entities that do not conform
to predefined patterns, making them less suitable for tasks where the context is highly
variable or the entities are less structured. Additionally, maintaining and updating rule sets
can be labor-intensive, requiring continuous effort to adapt to changes in language usage
or domain-specific terminology. Despite these limitations, rule-based NER systems remain
a valuable tool, particularly in scenarios where precision and speed are paramount, and
where the entities of interest follow clear and consistent patterns.

2.2.2 Statistical Models

Statistical methods for Named Entity Recognition (NER) leverage statistical inference to
predict entity labels. These methods are broadly divided into token-level and span-level
models, each employing distinct approaches and features for entity recognition. We discuss
the methodologies and specific models used within these categories.

a) Token-Level Models

In token-level models, the text is treated as a sequence of tokens (words or sub-words), and
the task involves assigning an entity label to each token. This approach primarily uses the
BIO tagging scheme [Lafferty et al., 2001] to mark the beginning (B), inside (I), and outside
(O) of entities. This granularity allows the model to capture the boundaries of entities at
the token level.

Feature Engineering: Effective feature engineering is crucial for the performance of
token-level models. Features typically include token case, part-of-speech tags, chunking
information, context words, and lexical features such as prefixes and suffixes. These fea-
tures help the model to identify patterns and attributes indicative of named entities. Here
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are some examples used in prior works [Chieu and Ng, 2002, Lafferty et al., 2001, Zhou and
Su, 2002]:

• TokenCase: The capitalization of a token often provides significant clues, especially
in languages like Englishwhere proper nouns (usually named entities) are capitalized.

• Part-of-Speech Tags: Identifying whether a token is a noun, verb, adjective, etc.,
can help in distinguishing named entities, particularly nouns and proper nouns.

• Chunking Information: This involves grouping tokens into "chunks" of phrases,
which can be useful to determine if a token belongs to a noun phrase, often a char-
acteristic of named entities.

• Context Words: The tokens immediately before and after a given token can pro-
vide context that hints at whether the token is part of a named entity. For example,
’President’ before a name indicates a likely personal name entity.

• Lexical Features: These include prefixes (e.g., "un-", "pre-", "post-") and suffixes
(e.g., "-tion", "-ing", "-ly") that help in understanding the role and meaning of tokens,
though they are more indicative of common nouns or verbs than named entities.

• Orthographic Features: Patterns in the way tokens are written, such as the use
of all-caps (e.g., USA), use of digits (e.g., 3M), or mixed alphanumeric tokens (e.g.,
iPhone5), can signal named entities.

• Syntactic Dependencies: The grammatical dependencies between tokens can indi-
cate entity boundaries. For instance, the dependency relation might suggest that a
token is an attribute or modifier of a potential named entity.

• Semantic Features: Information from semantic resources like WordNet or domain-
specific ontologies can help in associating a token with potential entity types based
on its meaning.

In the following is a list of the representative models from the initial stages through to
the adoption of statistical NER techniques:

• Maximum Entropy Model (MaxEnt): The Maximum Entropy model have also
been popular in named entity recognition [Chieu and Ng, 2002, 2003, Bender et al.,
2003, Tsai et al., 2005]. It estimates the probability distribution of the possible labels
for a token, based on the constraint that the expected value of the feature functions
should match the empirical average:

P (l | O) = 1

Z(O)
exp

(∑
j

λjfj(l, O)

)

where l is the label for a token,O represents the observed features for the token, fj are
feature functions, λj are the parameters to be learned, and Z(O) is a normalization
factor ensuring that the probabilities sum to one.
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• Hidden Markov Model (HMM): HMMs model the sequence of tokens as a Markov
process with hidden states, which correspond to entity labels [Zhou and Su, 2002,
Zhao, 2004, Liu et al., 2005]. These models calculate the probabilities of label se-
quences given the observed sequence of tokens, using known statistics about entity
transitions and emissions. The probability of a label sequence given a sequence of
tokens is given by:

P (L | O) =
n∏

i=1

P (li | li−1)P (oi | li)

where L is the sequence of labels, O is the sequence of observations (tokens), and
P (li | li−1) and P (oi | li) are the transition and emission probabilities, respectively.

• Conditional Random Fields (CRFs): CRFs [Lafferty et al., 2001] are particularly
popular for NER [Altun et al., 2003, Collier et al., 2004, Peng and McCallum, 2004] as
they model the conditional probability of a label sequence given a token sequence,
directly optimizing the tag sequence globally. This avoids the label bias problem
inherent in models like HMMs and is flexible in incorporating a wide range of input
features. CRFs calculate the conditional probability of a sequence of labels given a
sequence of tokens, without making independence assumptions:

P (L | O) = 1

Z(O)
exp

(∑
i,j

λjfj(li−1, li, O, i)

)
where Z(O) is the normalization factor, fj are feature functions, and λj are the
learned weights.

b) Span-Level Models

Span-level models consider features defined over segments of text that comprise multiple
tokens, which together form an entire entity [Sarawagi and Cohen, 2005]. These models
are adept at capturing information about the entire entity, rather than individual tokens
within it. Here are example of features used when dealing with span-level NER [Sarawagi
and Cohen, 2005, Sarawagi, 2008]:

• Similarity to anEntity in theDatabase: This featuremeasures how closely a token
span matches known entity names in a structured database, aiding in the recognition
of named entities based on historical data.

• Length of the Entity: Often, the length of a token span (in terms of the number of
tokens or characters) can be indicative of whether it is likely to be a named entity.

• Part-of-Speech Tags: The grammatical category of each word within a token span
can provide significant cues about its likelihood of being a named entity. For example,
proper nouns and capitalised nouns are more likely to be named entities.

• CapitalizationPattern: Observing the capitalization in token spans is crucial; named
entities often start with capital letters in certain contexts (e.g., at the beginning of
sentences or in titles).

– 13 –



Chapter 2

• Contextual Keywords: The presence of certain keywords or phrases immediately
before or after a token span can suggest its entity type. For example, words like "Mr.",
"Company", "Inc." suggest personal names or organizations respectively.

• Entity Consistency Across a Document: Entities that appear multiple times in a
document can be cross-verified for consistency in recognition, leveraging co-reference
and context usage throughout the text.

• Morphological Features: This includes prefixes, suffixes, and other derivational
forms of words that might indicate an entity. For example, suffixes like "-corp" or
"-inc" can identify corporations.

• Dependency Parse Structure: Analyzing the grammatical relationships between
words in a sentence, like who is doing what to whom, can help identify entities based
on their roles within those structures.

Traditionnal model for span-based NER include the popular Semi-Markov Conditional
Random Fields (Semi-CRFs) [Sarawagi and Cohen, 2005] which extend the CRF framework
by allowing each label to be associated with segments of varying lengths, rather than single
tokens. This approach is particularly useful for span-level NER as it directly models the
entity spans. The probability model for a Semi-CRF is given by:

P (S | O) = 1

Z(O)
exp

(
T∑
t=1

K∑
k=1

λkgk(st, ot:t+st.length−1)

)

where S is the sequence of segments, st represents the segment at position t, ot:t+st.length−1

are the tokens in the segment, gk are segment-level feature functions, andλk are theweights.

c) Training and Inference

Training and inference are two crucial phases in the lifecycle of any statistical model used
for Named Entity Recognition (NER). These phases are designed to ensure that the models
not only learn from the training data but also generalize well to new, unseen data during
inference.

Training Training a statistical NER model involves optimizing the model parameters to
best fit the training data. The goal is to minimize the difference between the predicted
entity labels and the actual labels in the training set, a process often referred to as error
minimization. Depending on the model type (e.g., HMM, CRF), various techniques are used
to estimate the parameters. For example, CRFs typically use iterative algorithms like the
L-BFGS [Lafferty et al., 2001] or Stochastic Gradient Descent [van der Maaten et al., 2011]
to find the best parameter values that maximize.

– 14 –



Background

Figure 2.2: Named entity recognition with sequence labelling

Inference Inference, or prediction, involves applying the trained NER model to new, un-
seen texts to detect and classify named entities. The efficiency and accuracy of inference
are pivotal for the practical deployment of NER systems. For models like HMMs and CRFs,
a decoding process is used to find the most likely label sequence for a given input sequence.
Techniques such as the Viterbi algorithm are typically employed.

2.2.3 Neural Representation Learning for NER

Named Entity Recognition (NER) has undergone a significant transformation with the ad-
vent of deep learning, shifting from traditional methods that rely on manual feature en-
gineering to automated, end-to-end feature learning methodologies. These methodologies
enable models to learn rich, hierarchical representations of text data, optimized through
advanced optimization techniques like gradient descent and backpropagation.

a) Sequence labelling approaches Early approaches in the field of NER employed var-
ious neural network architectures [Wang and Manning, 2013, Gupta et al., 2018], which
have evolved to process text data through several computational steps:

1. Tokenization: The raw text is segmented into a sequence of discrete units (tokens),
typically words or subwords, represented as x1, x2, . . . , xn.

2. Word Embedding: Each token xi is mapped to a dense vector ei via an embedding
matrix E, forming the basic feature representation for subsequent layers:

ei = E[xi]

3. Contextual Representation: The embeddings are then processed through a generic
deep learning architecture f , which captures contextual dependencies and nuances

– 15 –



Chapter 2

in the text:
h0, h1, . . . , hN = f(e0, e1, . . . , eN ; θ)

Here, f could be any neural architecture like LSTM or CNN, designed to model both
the sequential and spatial relationships among the embeddings. More recently, this
has evolved into more sofisticated representation based on pretrained transformer
encoders such as BERT.

4. Output Layer: The contextual representations hi output from f are used to compute
label scores for each token. Depending on the modeling choice, various approaches
can be applied:

• Probabilistic Softmax: The softmax function is used to convert the raw scores
into a probability distribution over the label set:

p(yi|hi) = softmax(Whi + b)

whereW and b are the parameters of the output layer.
• Max Margin: This approach focuses on maximizing the margin between the
correct label and other possible labels, effectively enhancing classification ro-
bustness:

max(0, 1− syi +max
y ̸=yi

sy)

where sy are the scores for each label computed from hi.
• Conditional Random Field (CRF): A CRF layer models the dependencies be-
tween labels in a sequence, enhancing the prediction accuracy by taking into
account the neighboring label information:

p(y|h) = exp(
∑n

i=1Ψ(yi−1, yi, hi))∑
y′ exp(

∑n
i=1 Ψ(y′i−1, y

′
i, hi))

where Ψ is the potential function defining the transition scores from one label
to another, learned during training.

To train neural models effectively for Named Entity Recognition (NER), the choice of an
appropriate loss function is crucial, as it directly impacts the model’s ability to learn accu-
rate representations and make correct predictions. Different output layers and modeling
choices require specific loss functions tailored to their characteristics:

b) Span-Based Approaches Span-based models in NER provide a sophisticated method
for identifying entities by focusing on continuous spans of text rather than individual to-
kens [Luan et al., 2019a, Fu et al., 2021]. These models follow the same initial steps as
token-based models (tokenization, embedding, and contextual representation) and then in-
troduce additional processes to handle spans:

1. Tokenization, Embedding, and Contextual Representation: As previously de-
scribed, the text is tokenized, each token is embedded into a vector space, and con-
textual representations h0, h1, . . . , hN are computed using a neural architecture f .
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Figure 2.3: Architecture for span-based Named Entity Recognition

2. Span Representation: Each possible span in the text, defined by a start index i and
an end index j, is represented by a function of the embeddings or contextual repre-
sentations of the tokens within the span. A common approach is to use a combination
of the boundary token representations and a transformation of the entire span:

ri,j = g(hi, . . . , hj)

where g is a neural function that could be any function such as sum, mean, convolu-
tion, concatenation or a neural network layer itself designed to capture the properties
of the span.

3. Span Scoring: Once spans are represented, each span (i, j) is scored for each possible
entity type k. This is typically done using a fully connected layer with parameters
specifically trained to score spans:

ski,j = Wkri,j + bk

where Wk and bk are parameters specific to entity type k, enabling the model to
differentiate between different types of entities.

4. Output Layer: The final decision for each span is made either through a softmax
layer, which normalizes the scores across all entity types, or using a Semi-CRF layer,
which considers both the scores and the transitions between entity labels in adjacent
spans:

p(yki,j|ri,j) = softmax(ski,j)
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or, for a Semi-CRF [Sarawagi and Cohen, 2005],

p(y|r) =
exp(

∑
(i,j) Ψ(yi−1,j−1, yi,j, ri,j))∑

y′ exp(
∑

(i,j) Ψ(y′i−1,j−1, y
′
i,j, ri,j))

whereΨ includes the transition scores from one entity type to another and is trained
to capture label dependencies.

Furthermore, unlike sequence labeling approaches, unconstrained span-basedNERmod-
els inherently face the challenge of overlapping entity predictions. This can lead to con-
tradictory or redundant entity identifications within the same text span. While Semi-CRF
address this issue using the segmental virtbi decoding, the local span-based NER needs
further processing to address the issue of overlapping spans. To address this issue, the lit-
erature commonly adopts a two-step decoding process, which enhances the precision of
entity recognition while ensuring that entity spans do not overlap. Initially, a set of candi-
date entities is created where the maximum label is not null. That is, for each span (i, j),
the entity type k with the highest score among non-null labels is determined:

K = {arg max
k ̸=null

(Wkri,j + bk)}

Then, each span is assigned a score based on the maximum score among the selected can-
didate entities:

si,j = max
k∈K

(Wkri,j + bk)

This process ensures that only non-null entity types are considered for scoring spans. To
ensure that the predicted spans do not overlap, a greedy algorithm is applied. This al-
gorithm iteratively selects spans based on their scores, prioritizing those with the highest
scores first. For each selected span, any overlapping spans are removed from consideration.
This is done using the following iterative process:

Algorithm 1: Greedy Span Selection Algorithm
Data: Predicted span K
Result: Selected non-overlapping spans
Sort all spans (i, j) ∈ K by their score in descending order;
Initialize an empty set S to store selected spans;
foreach span (i, j) do

if span (i, j) does not overlap with any selected span (i′, j′) ∈ S then
Add span (i, j) to set S;

end
end

This greedy selection process ensures that the final set of spans are non-overlapping,
maximizing the total score of the selected spans under the constraint of mutual exclusivity.

b) Biaffine Model

Originally developed for parsing models [Dozat and Manning, 2017, Attardi et al., 2021,
Candito, 2022, Floquet et al., 2023], biaffine layers have also become a popular choice for
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named entity recognition [Yu et al., 2020c, Zhu and Li, 2022]. These layers efficiently
compute span scores without explicitly constructing span representations, which can be
memory-intensive. Instead, biaffine layers utilize a biaffine operation to directly compute
the scores for each span. In biaffine models, the span score ski,j for each entity type k is
calculated using a biaffine operation as follows:

ski,j = (hTi Wkhj) + (UT
k hi) + (V T

k hj) + bk

where:

• hi and hj are the contextual representations of the start and end tokens of the span
(i, j), respectively. These representations are typically derived from a deep neural
network, such as a Transformer or LSTM, which processes the entire input sequence
to capture the contextual nuances of each token.

• Wk, Uk, and Vk are matrices of learnable parameters that are specific to each entity
type k. These matrices are crucial for the model as they enable it to learn distinct
scoring patterns for different types of entities:

– Wk captures the interaction between the start and end tokens of a span, effec-
tively determining how these tokens combine to form a potential entity.

– Uk and Vk separately weigh the importance of the start and end tokens, respec-
tively, providing a mechanism to assess the relevance of each token indepen-
dently within the context of a particular entity type.

• bk is a learned bias term for entity type k, which adjusts the score based on the each
entity type.

This operation directly computes the score for each entity type k for the span (i, j),
considering the interactions between the start and end tokens as well as their individual
representations.

2.2.4 Generative Models for Named Entity Recognition

Recent advancements have highlighted the significance of generative models, such as Chat-
GPT, which have gained considerable popularity in various computational linguistics tasks,
including Named Entity Recognition (NER). These models typically employ mechanisms
like encoder-decoder frameworks, text generation with pointers, and set generation meth-
ods.

Encoder-DecoderModels In the context of NER, encoder-decodermodels conceptualize
the task as a translation problem where input text is transformed into a structured format
that linearly represents entities. The operational mechanics of these models are as follows:
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Figure 2.4: Named Entity Recognition with an Encoder-Decoder architecture. Figure taken
from [Cui et al., 2021b]

• Input token sequence x1, x2, . . . , xN is encoded into a latent space using an encoder
function enc, which generates contextual embeddings h1, h2, . . . , hN :

h = enc(x1, x2, . . . , xN)

• The contextual embeddings are then processed by a decoder function dec to sequen-
tially produce an output sequence t1, t2, . . . , tM , which represents entities in a lin-
earized format:

ti = dec(h1, h2, . . . , hN ; t1...i−1), for i = 1 toM

These encoder-decodermodels are typically trained using the teacher forcing technique,
where the correct output is always fed back into the model during training, regardless of
the model’s predictions. During inference, the models might employ various strategies
such as greedy decoding, beam search, or sampling methods (e.g., ancestral sampling, top-
k sampling, or nucleus sampling). Three notable implementations of the encoder-decoder
framework in NER include:

• Seq2seq NER: This method, introduced by [Straková et al., 2019], pioneered the
autoregressive approach for Named Entity Recognition (NER). It utilizes an encoder-
decoder architecture based on Long Short-Term Memory (LSTM) networks. The en-
coder generates a contextualized representation of the input sequence, while the de-
coder is specifically trained to sequentially output entity BILOU tags. This model
leverages the sequential nature of text to efficiently predict the structured tags that
denote entity boundaries and types in a coherent manner.

• BartNER: This approach, as discussed in [Yan et al., 2021a], inputs a sentence and
generates a sequence of entity pointer indices on the target side. This model is effec-
tive in addressing flat, continuous, and discontinuous NER tasks in a unified manner
by leveraging a pretrained BART model.

• Template-BART: In contrast to BartNER,which produces pointer indices, Template-
BART, as detailed in [Cui et al., 2021b], is trained to translate input text into a pre-
defined natural language template. This method benefits from the text generation
capabilities learned during the pretraining of the BART model.
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Figure 2.5: Prompting a large language model for Named Entity Recognition.

Decoder-Only Approaches Recent trends in Natural Language Processing (NLP) have
seen a shift towards decoder-onlymodels, particularly fueled by thewidespread adoption of
large pre-trained language models like GPT-4. These models for Named Entity Recognition
(NER) typically utilize a prompting paradigm, where the task is reformulated as a natu-
ral language prompt. This approach enables zero-shot learning, where the model makes
predictions based solely on its pre-trained knowledge without any task-specific training.
However, encoder-only models can also be adapted to a fine-tuning paradigm using labeled
NER datasets. In fine-tuning, themodel is further trained on a task-specific dataset, enhanc-
ing its ability to precisely identify and classify named entities according to the dataset’s
annotations. Here are some representative models:

• PromptNER: This prompting-based NER model [Ashok and Lipton, 2023b] achieves
state-of-the-art results in Few-Shot and Cross-Domain NER. The approach is built
around four key components: a backbone Large Language Model (LLM), a modular
definition of entity types documented for clarity, a set of example entities from the
target domain, and a specific output format. This format is essential for instructing
the model on how to present the extracted entities, implemented through the struc-
ture of the few-shot examples. To adapt to new domains, only the entity definitions
and the examples need to be adjusted. Performance is enhanced by incorporating a
chain of thought prompting.

• GPT-NER: This method by Wang et al. [2023a] introduces a prompting-based ap-
proach using GPT for NER tasks. The proposed prompt consists of two main compo-
nents: a Task Description and Few-shot Demonstrations. To facilitate these demon-
strations, a datastore of sentence-entity pairs is constructed. Entities are retrieved
using a K-Nearest Neighbors (KNN) search, leveraging the datastore to provide rele-
vant context and examples for the model during inference.

• UniNER: This approach by Zhou et al. [2024] involves fine-tuning an open-source
large language model, such as LLaMa, using synthetic data generated by GPT-3.5.
Results indicate strong performance on out-of-domain NER datasets, even surpassing
the original capabilities of the teacher model, GPT-3.5, highlighting the effectiveness
of synthetic training enhancements.

• GoLLie: Similar to UniNER, this model [Sainz et al., 2024] involves fine-tuning an-
other large language model, LLaMa, but with a focus on detailed annotation guide-
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lines for information extraction. When evaluated against standard benchmarks, GoL-
Lie shows robust results, outperforming UniNER and demonstrating the value of
guideline adherence in training.

2.2.5 Datasets

This section outlines the datasets employed in our study, detailing their source, size, entity
types, and domain-specific relevance. Each dataset has been chosen for its particular char-
acteristics, which are suited to testing the versatility and accuracy of NER systems across
varied contexts and languages.

• ACE05Walker et al. [2006b] — Comprises 7,299 training, 971 development, and 1,060
test documents, with 7 entity types. It spans across several domains including news
and conversational telephone speech, facilitating comprehensive entity recognition
tasks involving persons, locations, and organizations.

• AnatEM Pyysalo and Ananiadou [2014] — Consists of 5,861 training, 2,118 develop-
ment, and 3,830 test documents. This biomedical dataset is specifically annotated for
anatomical entities, crucial for detailed biomedical research and applications.

• bc2gm Smith et al. [2008] — A gene mention dataset with 12,500 training, 2,500 de-
velopment, and 5,000 test documents. It targets gene and protein entities, supporting
genetic research through biomedical text mining.

• bc4chemd Krallinger et al. [2015] — Focuses on chemical compounds and drugs with
30,682 training, 30,639 development, and 26,364 test documents, serving as a funda-
mental resource for chemical entity recognition in biomedical texts.

• bc5cdr Li et al. [2016] — Includes 4,560 training, 4,581 development, and 4,797 test
documents, annotated for chemical and disease entities. This dataset aids in link-
ing chemical compounds to diseases, enhancing drug discovery and epidemiological
studies.

• Broad Tweet CorpusDerczynski et al. [2016] —Contains 5,334 training, 2,001 devel-
opment, and 2,000 test tweets, annotated for common entities like persons, locations,
and organizations. It addresses the challenges of informal language in social media.

• conll 03 Tjong Kim Sang and DeMeulder [2003] —Awell-known benchmark dataset
in NER with 14,041 training, 3,250 development, and 3,453 test documents. It covers
news text in English and German, focusing on entities such as persons, organizations,
and locations.

• GENIA Kim et al. [2003] — Comprises 15,023 training, 1,669 development, and 1,854
test documents. This dataset is specific to the domain of molecular biology, annotated
for entities like genes, proteins, and cells.
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• OntonotesWeischedel et al. [2013] — A large and diverse dataset with 59,924 train-
ing, 8,528 development, and 8,262 test documents. It includes a wide range of entities
across different layers of linguistic annotation, used in news, broadcast, andweb texts.

• WikiANN (PAN-X) Pan et al. [2017]—Amultilingual dataset derived fromWikipedia,
comprising 20,000 training, 10,000 development, and 10,000 test documents. It is de-
signed for cross-lingual name tagging and includes common entities like person, lo-
cation, and organization across more than 40 languages.

• FindVehicle Guan et al. [2023] — Designed for vehicle-related entity recognition
with 21,565 training, 20,777 development, and 20,777 test documents. It features 21
entity types, making it ideal for applications in transportation and mobility.

• CrossNER Liu et al. [2020b] — A collection of domain-specific datasets with varying
sizes, focusing on entities related to domains like AI, literature, music, politics, and
science. Each subset is tailored to extract domain-specific knowledge effectively.

• TDM is a NER dataset that was recently published and it was designed for extracting
Tasks, Datasets, and Metrics entities from Natural Language Processing papers.

These datasets collectively provide a robust framework for evaluating the effectiveness
of NER systems across a spectrum of domains, ensuring a comprehensive assessment of
performance and scalability.

2.2.6 Evaluation Metrics for Named Entity Recognition

To assess the performance of our Named Entity Recognition (NER) models, we employ
span-level precision, recall, and F1 score. These metrics are crucial for evaluating how well
themodel identifies and classifies entities, considering both the boundaries (span) and types
of entities. Here, we detail each of these metrics and their importance in NER tasks.

Precision Precision, also known as the positive predictive value, quantifies the accuracy
of a model in identifying relevant entities. It is defined as the ratio of the number of cor-
rectly predicted positive entities (true positives) to the total number of entities predicted
by the model (including both correct and incorrect predictions). The formula for precision
is expressed as follows:

Precision =
TP

TP+ FP

where:

• TP (True Positives): This metric represents the number of entities correctly identified
by the model as entities. Specifically, a true positive is recorded each time the model
accurately predicts the start, end, and type of an entity that matches exactly with the
corresponding entity in the ground truth data.
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• FP (False Positives): This metric counts the instances where the model incorrectly
identifies a segment of text as an entity when, in fact, it does not correspond to any
entity in the ground truth annotations. False positives can occur due to the model
misclassifying the text or recognizing an entity’s boundaries incorrectly.

This metric ensures that the entities predicted by the model are not only correct but
also precise, emphasizing both the accuracy of entity boundaries and their classification.
Precision thereby measures the model’s ability to minimize the error of falsely labeling
non-entity text spans as entities.

Recall Recall, also known as sensitivity or true positive rate, measures the model’s ability
to identify all relevant instances within a dataset. This metric is particularly important in
scenarios where missing a positive instance (such as failing to detect a disease in medical
diagnostics) has serious consequences. The formula for recall is:

Recall = TP
TP+ FN

where:

• FN (False Negatives): This metric refers to the occurrences where the model fails to
recognize an actual entity present in the ground truth data. False negatives can result
from themodel’s inability to detect the entity at all or its failure to recognize the entity
within the correct boundaries or category. Reducing false negatives is essential for
improving the model’s recall, ensuring that it does not miss any entities.

Recall thus measures the completeness with which the model can capture all relevant
entities.

F1 Score The F1 score is the harmonic mean of precision and recall. It is a balanced
metric that considers both precision and recall, providing a single score to measure the
overall effectiveness of the model. This metric is particularly useful when you want to find
a balance between precision and recall, and it is calculated as follows:

F1 Score = 2× Precision× Recall
Precision+ Recall

The F1 score is especially valuable in NER, as it ensures that both the precision (correct
identification and classification of entities) and recall (comprehensive coverage of all enti-
ties) are maintained at high levels. This balance is critical because an NERmodel could have
high precision but very low recall (or vice versa), leading to an incomplete or inaccurate
understanding of the text’s content.
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2.3 Joint Entity and Relation Extraction

Figure 2.6: The task of joint IE is to indentify
entities and their types along with the rela-
tion between pairs of entities.

Extracting entities and their relationships
from text is a crucial and longstanding task
in the fields of Natural Language Processing
(NLP). The primary objective of this task
is the identification of named entities and
their pairwise relationships directly from
unstructured text. This process is pivotal
for task such as constructing knowledge
bases, which play a foundational role in the
semantic web. More recently, augmenting
large language models with joint entity and
relation extraction (JERE) can mitigate issues related to factual inaccuracies in generated
text, commonly called hallucination. By grounding these models in knowledge bases that
accurately reflect real-world facts and relationships, they can produce responses that are not
only relevant but also factually correct, such as generating reliable text about specific com-
panies and their executives, thereby maintaining fidelity to actual data. The methodologies
for performing JERE have evolved significantly, ranging from pipeline-based approaches
to recent end-to-end models and generative models, which we will review in the following
sections.

2.3.1 Pipeline models for entity and relation extraction

Traditionally, JERE was tackled through a two-step pipeline where entities are first iden-
tified and then, in a separate process, relations between these entities are extracted. For
example, initial models might identify entities like "Apple Inc." and "Tim Cook" and subse-
quently determine the relation "CEO of" between them.

Figure 2.7: Pipeline model for entity and relation extraction.

The pipeline model, as illustrated in Figure 2.7, comprises two main blocks: an entity
model and a relation model. The entity model, identifies entities within the input text
sequence X . This model predicts a set of entities E = {e1, e2, . . . , ek} given the input
token sequence X :

E = ENT(X)

The layer ENT can be any model we described in the previous section, such sequence
labelling based on CRFs or Span-based approaches. Furthermore, a relation model oper-
ates on the predicted entities and is tasked with classifying all pairs of predicted entities.
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Formally, the relation model predicts relations between all entity pairs. This involves the
following steps:

1. Compute relation features: For each pair of predicted entities en and em, a relation
representation rn,m is computed, capturing the contextual information between the
entities:

rn,m = F (en, em, X)

2. Compute relation Score: The relation score between the entity pair en and em is
computed using a softmax layer, which maps the relation representation to a proba-
bility distribution over relation types:

p(r|n,m) = softmax(Wrrn,m + br)

whereWr and br are learnable parameters specific to relation classification. The pa-
rameters is learned by minimizing the cross-entropy loss during training.

3. Decoding: In this step, the model predicts the actual relation between entity pairs.
A common approach is to select the relation type with the highest probability score
for each entity pair:

r̂ = argmax
r

p(r|n,m)

where r̂n,m is the predicted relation type between entities en and em. This method
independently predicts the highest scoring relation type for every pair of entities
based on the computed relation scores.

Most relation classification methods vary in the approach used to compute relation fea-
tures, which can be based on hand-crafted features or learned features obtained from neural
networks. Here are some notable models for the relation feature space F :

• Traditional approaches to relation classification [Roth and Yih, 2004] heavily rely on
handcrafted features, encompassing various aspects at both the entity and relation
levels. Entity-level features include capitalization patterns, suffix analysis (e.g., "-
ing", "-ment") and entity length. On the other hand, relation-level features capture
properties such as predefined patterns (e.g., entities separated by a comma), word
context and others.

• Among of the earliest neural models proposed by [Zeng et al., 2014] computes rela-
tion features by integrating sentence-level features learned through 1D convolutional
layers with lexical-level features. These lexical features include the words of the en-
tity pairs themselves, the types of the entity pairs, and word sequences between the
entities. Other convolution-based representation have been proposed subsequently,
including Nguyen and Grishman [2015], dos Santos et al. [2015], Wang et al. [2016].

• Most recent relation models use pretrained transformer based representations, such
as in PURE [Zhong and Chen, 2021a] and PL-markers [Ye et al., 2022a], which have
obtained state of the art performance on relation classification benchmarks.
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Drawback of pipeline models The pipeline model segregates entity recognition and
relation extraction into distinct phases, enabling focused modeling for each task. However,
the sequential nature of the pipeline may limit its ability to capture complex dependencies
between entities and relations, leading to suboptimal performance in certain scenarios. To
circumvent error propagation pipeline model, [Roth and Yih, 2004] proposed to perform
joint inference of the two task by proposing a linear program formulation.

Figure 2.8: Jointly trained entity and relation model with shared representation.

2.3.2 End-to-end (or Joint)Model for Entity andRelationExtraction

The advent of deep learning has facilitated the emergence of jointly trained models for en-
tity and relation extraction. These models typically adopt an architecture similar to the one
depicted in Figure 2.8, where both entity and relation tasks are optimized simultaneously
during model training through multitask learning:

1. Token Representation: The input text x1, . . . , xN is transformed into token repre-
sentations h1, . . . , hN . This is often achieved using pre-trained word embeddings or
contextualized word representations obtained from models like BERT.

2. Entity Classification: Entity classification is performed using either sequence la-
beling or span-based classification. In sequence labeling, each token is assigned an
entity label, while in span-based classification, contiguous spans of tokens are labeled
with entity types. We provide a comprehensive way to perform entity classification
in section 2.2.3, which can also be used in this context.

3. Relation Classification: Relation classification involves representing all pairs of
entities and predicting the relation between them. This can use the same relation
model as describe in section 2.3.1.

4. Multitask Loss Function: The model is trained using a multitask loss function that
jointly optimizes both entity and relation classification tasks. This loss function typ-
ically combines the losses from both tasks, ensuring that the model learns to extract
entities and relations effectively:

Lmulti = λ1Lentity + λ2Lrelation

where λ1 and λ2 are hyperparameters controlling the relative importance of each
task, and Lentity and Lrelation are the respective loss functions for entity and relation
classification.
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This end-to-end model optimizes entity and relation extraction within a unified frame-
work, facilitating joint optimization and reducing error propagation. In this multi-task
setup, losses for entity and relation classification are both utilized to optimize the token
representation layer, in contrast to the pipeline model.

RepresentativeModels Recent years have seen numerous proposals for models capable
of joint prediction of entities and relations within a text. These models principally differ
in their architectural frameworks and the methodologies employed to compute the scores
of entities and relations. Typically, these models adopt either a span-based approach or a
table-filling strategy.

• Span-basedModels: This paradigm utilizes span-basedmodels for joint information
extraction, as evidenced in various studies [Dixit and Al-Onaizan, 2019, Ji et al., 2020,
Lin et al., 2020, Eberts and Ulges, 2021]. Notably, models like DyGIE [Luan et al.,
2018] and DyGIE++ [Wadden et al., 2019b] exemplify this approach by incorporating
graph propagation techniques to compute contextualized representations of spans.

• Table FillingModels: Alternatively, somemodels approach the tasks of entity recog-
nition and relation classification as a table-filling problem, where the model predicts
a matrix or table where rows and columns correspond to possible entities, and the
cells represent potential relationships between them. Early implementations lever-
aged RNN-based frameworks [Gupta et al., 2016], while more recent developments
harness the advanced capabilities of pretrained transformers [Ren et al., 2021a, Wang
and Lu, 2020, Wang et al., 2021, Ma et al., 2022, Yan et al., 2023].

2.3.3 Generative Information Extraction

Generative models have significantly influenced a variety of tasks in natural language pro-
cessing (NLP), extending their impact to the domain of joint relation extraction. Among the
prominent approaches are models that fine-tune pre-trained encoder-decoder architectures
like T5 [Raffel et al., 2019], as well as those that employ either prompting or fine-tuning
strategies with encoder-only large language models such as GPT-3 [Ouyang et al., 2022] or
LLaMA [Touvron et al., 2023].

Figure 2.9: Autoregressive models for Information Extraction. An example of an input-
output pair is illustrated in Figure 2.10.

Fine-tuning Approaches The principal approach to generative modeling is to fine-tune
existing pre-trained encoder-decoder architectures such as T5 [Raffel et al., 2019]. Numer-
ous models have recently been proposed, with the main distinction among them being the
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representation of the output, i.e., how to linearize the output entities and relationships from
the text. Some models approach this by treating the task as a translation from natural lan-
guage input to a so-called augmented language, as exemplified by TANL [Paolini et al.,
2021]. The augmented language is a transformation of the original input text that embeds
label information directly within the text. Conversely, some approaches produce a bespoke,
easily-parsed structured format to directly output all relevant labels and mentions without
replicating the entire input sequence, as seen in models like UIE. An illustration of the two
types of representation is illustrated in figure 2.10.

Figure 2.10: Paradigms of structured outputs in generative information extraction. TANL
generated augmented languages, while UIE directly produce the output.

Prompting Another way for entity and relation extraction is to directly prompt a lan-
guage model such as ChatGPT to produce the output. For instance, GPT-RE [Wan et al.,
2023] combine specialized instruction and demonstration retriaval to perform the task of
relation extraction, and obtain strong performance. Similarly, [Wadhwa et al., 2023] and [Li
et al., 2023a] have both shown that when using chain of thought prompting, Large language
model such as ChatGPT can obtain performance that are one par with strong supervised
approaches.

2.3.4 Dataset Descriptions

In this research, we utilize three prominent datasets: ACE 05, CoNLL 2004, and SciERC.
Each dataset is tailored for specific types of entity and relation extraction tasks, which
are fundamental to our study. Below, we provide an extensive description of each dataset,
detailing their contents and their relevance to our models.

ACE 05 The Automatic Content Extraction (ACE) program datasets, particularly ACE 05,
are designed for tasks that involve the recognition and classification of entities and rela-
tions from English texts. ACE 05 is comprehensive, covering a wide range of entity and
relation types that are crucial for understanding complex semantic structures in text. The
dataset categorizes entities into types such as Persons (PER), Facilities (FAC), Locations
(LOC), Geopolitical Entities (GPE), Organizations (ORG), Weapons (WEA), and Vehicles
(VEH). It also identifies various relation types among these entities, including ART (Arti-
fact relationships), PHYS (Physical relationships), GEN-AFF (General affiliations), ORG-AFF
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(Organizational affiliations), PER-SOC (Personal social relationships), and PART-WHOLE
(Part-whole relationships). This broad spectrum of annotations makes ACE 05 invaluable
for improving and evaluating the accuracy of entity recognition and relation extraction
systems.

CoNLL 2004 The Conference on Natural Language Learning (CoNLL) in 2004 introduced
a dataset that focuses on named entity recognition and relation extraction, but with a
slightly narrower scope than ACE 05. The CoNLL 2004 dataset includes annotations for en-
tities such as People, Organizations, and Locations, and specifies relations like Work_For (a
person working for an organization), Live_in (a person living in a location), OrgBased_in
(an organization based in a location), Located_in (one location within another), and Kill
(one person causing the death of another). The explicit focus on linking entities through
specific interactions provides a robust framework for testing and enhancing models that
predict relations based on context and entity interactions, making it an essential resource
for studies in information extraction.

SciERC Developed specifically for scientific text, the SciERC dataset is tailored to iden-
tify and relate entities that commonly appear in scholarly articles. This includes entity
types such as Task, Method, Metric, Material, Other-ScientificTerm, and Generic. Each
entity is involved in various relationships such as Used-for (a method or material used
for a task), Feature-of (describing features of an entity), Part-of (component relationships),
Evaluate-for (evaluation scenarios), Compare (comparative relations), and Conjunction (en-
tities linked conjunctively). The specialized nature of SciERC makes it an ideal dataset for
advancing models that operate within academic and scientific domains, particularly those
that automate the extraction and summarization of research findings.

2.3.5 Evaluation Metrics for Joint Entity and Relation Extraction

In the evaluation of joint entity and relation extraction models, precise metrics that accu-
rately reflect the system’s performance are essential. Three primary metrics are employed
following standard practice in the literature:

1. Entity F1 Score: This metric is fundamental for evaluating the accuracy of entity
recognition within our models. The Entity F1 Score calculates the harmonic mean
of Precision and Recall, focusing specifically on the correct identification of entity
boundaries and their types. The F1 score is calculated as:

F1 = 2× Precision× Recall
Precision+ Recall

we refer the reader to section 2.2.6 for detailled and formal description of the Preci-
sion, Recall and F1 metric.

2. Relation Strict F1 (Correct Entity and Type): This metric assesses the accuracy
of relation extraction when both the boundaries and types of entities are correctly
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identified. It evaluates the predicted relations, requiring that the type of the relation
and the involved entities (with correct boundaries and types) are accurately identified.
The calculation of this F1 score follows the same formula as above, applied to relation
predictions.

3. Relation Relaxed F1 (Correct Entity Boundary): This metric focuses on the cor-
rect identification of the entity boundaries involved in a relation, while the entity
types are not considered. The relation type must still be correctly predicted. The for-
mula for calculating this F1 score remains consistent with the standard F1 formula,
emphasizing the role of entity boundary accuracy in relation prediction.

Each metric provides a unique perspective on the performance of our models, enabling
a comprehensive analysis of their capabilities in both entity recognition and relation ex-
traction.

2.4 Conclusion

This section has provided a comprehensive overview of the evolution of information ex-
traction techniques over the past two decades, from rule-based models to the sophisticated
paradigms of generative AI. Despite extensive research, the field remains fraught with chal-
lenges. Large language models (LLMs), which have demonstrated strong performance, are
often resource-intensive and costly. Moreover, zero-shot approaches, though innovative,
continue to lag behind supervised methods in effectiveness, underscoring the complexity
of the task. The gaps identified through this historical overview set the stage for the inter-
ventions proposed in the following sections of this thesis. These include refining the inte-
gration of task-specific structures into both model architecture and decoding processes to
ensure coherent outputs, and reintroducing domain-specific knowledge into model decod-
ing—a practice that has been largely overlooked in recent years. Furthermore, addressing
the controllability of generative AI models is crucial, as their potent capabilities come with
significant management challenges. The subsequent sections will detail efforts to bridge
these gaps, aiming to enhance both the efficacy and efficiency of information extraction
systems.
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Dataset Type Description

ACE 05 Entity Types
PER Individual people or groups of people
FAC Buildings, airports, highways, bridges, etc.
LOC Geographical areas and landmasses
GPE Countries, cities, states, etc.
ORG Companies, governments, institutions, etc.
WEA Tools or instruments designed to inflict harm
VEH Means of transportation
Relation Types
ART Artifact relationship, indicating ownership or use
PHYS Physical proximity or location relationships
GEN-AFF General affiliations or relationships
ORG-AFF Affiliation with an organization
PER-SOC Personal relationships between people
PART-WHOLE One entity is a part of another entity

CoNLL 2004 Entity Types
Peop Individuals or groups of people
Org Companies, institutions, governments, etc.
Loc Geographical entities like cities, countries, etc.
Relation Types
Work_For A person works for an organization
Live_in A person lives in a location
OrgBased_in An organization is based in a location
Located_in One location is situated within another
Kill One person is responsible for the death of another

SciERC Entity Types
Task Specific task or problem in a scientific context
Method Approach or technique used in research
Metric Standard of measurement in experiments
Material Tools, datasets, or materials used in research
Other-ScientificTerm Other relevant scientific terms
Generic General entities relevant in context
Relation Types
Used-for A method/material used for a task
Feature-of An entity is a feature of another
Part-of One entity is a component of another
Evaluate-for Evaluating a method/material/task
Compare Comparison between two or more entities
Conjunction Entities related in a conjunctive manner

Table 2.1: Combined Descriptions of Entity and Relation Types in ACE 05, CoNLL 2004,
and SciERC datasets.
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GNNer: Reducing Overlapping in
Span-based NER Using Graph Neural
Networks

3.1 Context

One of the primary objectives of this thesis is to develop neural architecture capable of
producing structured outputs that adhere to predefined forms and constraints, particularly
for information extraction tasks.

The focus of this chapter is to explore innovative ways to incorporate structural con-
straints into a deep learning model without explicitly defining them.

To illustrate this concept, we examine the case of span-based Named Entity Recog-
nition (NER), which approaches NER as a span classification problem, differing from the
traditional sequence labeling approach of token classification. While span-based methods
have demonstrated strong performance, they often generate overlapping spans, which is
undesirable in flat NER tasks. This issue arises due to the independent classification of
each span.

In this study, we aim to investigate whether the non-overlapping constraint can be ef-
fectively enforced by providing themodel with information about span overlaps. To achieve
this, we employ a graph neural network to update the representations of spans based on
their overlap graph. The intention is to equip each span with knowledge about its overlap-
ping counterparts. Our experimental results provide evidence that this implicit constraint
can successfully reduce the occurrence of overlapping spans in the output, thus substanti-
ating our initial hypothesis.

The content of this chapter is drawn from the first publication of my PhD study, which
was presented at the ACL Student Research Workshop in 2022.
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Figure 3.1: The architecture of GNNer

3.2 Introduction

Named Entity Recognition (NER) is an information extraction task that aims to identify
named entities such as locations, organizations and person names from textual data. Fre-
quently, NER is designed as a sequence labelling task where each word is classified into
its respective label using an annotation scheme such as BIO [Huang et al., 2015, Lample
et al., 2016b]. Such schemes are used to encode segment information on the token level.
Recently, span-based NER has gained a lot of popularity by handling segments, instead of
individual words, as the basic units for labelling Luan et al. [2018], Wadden et al. [2019a].
Specifically, span-based NER enumerates every segment in a text and classifies them by
their entity label, whereby non-entity segments are classified into an allocated null la-
bel. While this method has shown good empirical results, it often assigns entity labels to
overlapping spans, which is not desirable, especially for flat NER tasks.

Therefore, to ensure that entities do not overlap, a constraint must be explicitly applied
during decoding through, for example, Semi-Markov CRFs [Sarawagi and Cohen, 2005, Sato
et al., 2017]. Recent work by Fu et al. [2021] and Li et al. [2021b] address overlapping enti-
ties using heuristic decoding: conflict between overlapping spans is resolved by retaining
the span with the highest prediction probability, dropping the others. This approach has
proven effective, however, the no-overlap constraint is not imposed during learning, which
is sub-optimal. In this work, we consider that the no-overlap constraint could be optimized
directly by injecting inductive biases into the model.
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In this regard, we propose a new approach to reduce overlapping in span-based NERs
without affecting the efficiency of heuristic-based decoding. The idea is to make the repre-
sentation of each span directly influenced by other spans overlapping with it. Specifically,
we encode overlapping information as a graph and feed it into the span representation using
an equivariant graph neural network layer. In this way, we bias the model towards predic-
tions that implicitly respect the constraints without explicitly modeling them. Our results
demonstrate that injecting this graph during model training significantly reduces the num-
ber of overlaps compared to our baseline model while achieving better performance. We
propose, in this chapter, two variants of our model, GNNer-Conv based on the graph
convolution network [Kipf and Welling, 2017] and GNNer-AT based on the graph atten-
tion network [Velickovic et al., 2018]. We observe that GNNer-AT is best at preventing
span overlaps at the cost of a low recall, while GNNer-Conv provides a better trade-off
between the number of violated constraints and metric performance (precision, recall and
F-score).

3.3 Model

Given an input sequence, our task involves enumerating and classifying every span. The
architecture of our model, summarized in Figure 8.2, includes the following components:
token representation layer, span representation layer, GNN layer and span classification
layer. Our model is similar to the vanilla span-based NER models [Lee et al., 2017, Luan
et al., 2019b], to which we add the GNN layer.

3.3.1 Word Representation

The primary component of our architecture is the word representation layer. The purpose
of this layer is to return a set of embedding vectors {h0,h1, . . . ,hL} from a sequence of
tokens {w0, w1, . . . , wL}. For this part, we employ pre-trained Transformer models such
as BERT [Devlin et al., 2019]. However, since pre-trained Transformer models produce
sub-word instead of word representations, we retain for each word its first sub-word rep-
resentation. This choice works well in practice for token classification tasks [Devlin et al.,
2019, Beltagy et al., 2019b].

3.3.2 Span Representation

After representingwordswith their contextualized embeddings, we enumerate all the spans
of the sentence up to a maximum span width, which we set to 6 in all our experiments,
following prior works [Sarawagi and Cohen, 2005, Xia et al., 2019]. Next, we compute
the representation of a span as the concatenation of word embeddings of its left and right
extremities, along with a learned embedding of the span width. Specifically, a span (i, j) of
width k is represented by the vector sij = hi ⊗ hj ⊗ zk where hi and hj are respectively
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Architecture Precision Recall F1 Num. Ov.
Baseline 89.83±0.48 90.31±0.26 90.06±0.15 83±27

Conll 2003 GNNer-CONV 90.12±0.32 89.88±0.36 90.16±0.52 52±1
GNNer-AT 89.54±0.84 79.32±0.04 84.12±0.37 24±11
Baseline 66.69±0.49 69.89±0.45 68.25±0.33 87±4

SciERC GNNer-CONV 66.89±1.59 70.34±0.50 68.57±0.96 35±3
GNNer-AT 63.21±0.51 58.06±0.86 60.53±0.69 13±2
Baseline 85.30±0.45 89.59±0.74 87.39±0.13 43±12

NCBI GNNer-CONV 85.98±0.45 88.93±0.45 87.43±0.45 16±5
GNNer-AT 84.78±0.18 79.41±0.61 81.98±0.38 10±4

Table 3.1: The results of the experiments on the test datasets. We report the micro-averaged
precision, recall and F1-score as well as Num. OV., the total number of overlapping spans
on all the test set (without normalization). The numbers are the result of averaging across
3 different/independent runs using different random seeds.

the representation of the words at indexes i and j, and zk corresponds to the embedding
vector for spans of width k; the ⊗ symbol denotes the concatenation operation.

3.3.3 Graph construction

Given two spans s1 and s2, our graph as represented by the adjacency matrixA is defined
as follows:

A[s1, s2] =


1, if s1 = s2

0, if |s1 ∩ s2| = 0

−1, otherwise
(3.1)

In the adjacency matrix, the edge weight 1 corresponds to self-connection, 0 to non-
overlapping nodes, and -1 to overlapping spans. The choice of -1 for the overlap case is
supposed to bias the model to learn dissimilar representations for overlapping spans. How-
ever, we believe that there may be a better choice to achieve this objective, which would re-
quire more in-depth investigation. The addition of the span graph information to the model
before the classification layer gives each span information about the spans connected to it
and thus allows them to make predictions in a collaborative way, i.e. to make their predic-
tions according to the predictions of their neighbours in the graph.

3.3.4 Span refinement with GNN

After the initial BERT-based representations of all spans are obtained, we refine them using
a GNN layer exploiting the previously constructed graph. We propose two versions of the
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GNN layer: GNNer-CONV, based on graph convolution; and GNNer-AT based on atten-
tion mechanisms. By exploiting the graph information, we expect the model to implicitly
learn that two overlapping spans should not be predicted as a named entity at the same
time by learning dissimilar representations for them.

GNNer-CONV

The first variant of our model uses a GCN [Kipf and Welling, 2017] layer, but since GCN is
not well suited in the presence of negative edges [Derr et al., 2018], we run two independent
1-layer GCNs over the span representations S: a first GCN,GCN+ using only positive edges
E+ and another GCN GCN− using only negative edges E− for which we concatenate the
two representations to get the final span representation:

S+ = GCN+(S, E
+)

S− = GCN−(S, E
−)

Sfinal = S+ ⊗ S−
(3.2)

Note that running a 1-layer GCN on the positive edges is equivalent to a linear layer since
the positive edges are self-connections.

GNNer-AT

The second variant of our method uses a graph attention network [Velickovic et al., 2018]
but instead of using additive attention, we employ a dot product attention which is much
faster and more space-efficient in practice, according to Vaswani et al. [2017a]. More specif-
ically, we project the span representation into keys K , queries Q, and values V using a
two-layer feed-forward network, and compute the attention score as the dot product of
the queries and all keys. We further include the scaling factor 1√

dmodel
following [Vaswani

et al., 2017a] to prevent saturation. We then multiply this attention score by the weighted
adjacency matrix. We compute the final span representation as follows:

Sfinal = (
QKT

√
dmodel

⊙A)V (3.3)

In the above equation,⊙ denotes element-wise multiplication or Hadamard product which
is used to mask the attention for null edges. One downside to this approach is that the
self-attention mechanism has a quadratic complexity in the number of spans.

3.3.5 Span classification

Lastly, the final representation of the spans is passed to a linear layer with softmax activa-
tion to predict the span labels. Remember that for non-entity spans, we allocate a null
label.

– 39 –



Chapter 3

Y = softmax(SfinalW (f)) (3.4)

Here,W (f) is a weight matrix that project the span representations into the label space
and the softmax activation function is applied to the label dimension.

3.4 Experiments

3.4.1 Experimental Setup

Datasets We evaluate our approach on three benchmark datasets: Conll-2003 [Tjong
Kim Sang and De Meulder, 2003], SciERC NER [Luan et al., 2018] and NCBI [Doğan et al.,
2014]. Conll-2003 is a general domain NER dataset that extracts person, organization and
location entity mentions from text. SciERC is a dataset for scientific information extraction
that consists of article abstracts extracted from Artificial Intelligence related articles. NCBI
is a NER dataset that is designed to identify disease mentions in biomedical texts. For all
the datasets, we employed the standard train, test and validation splits.

Domain Train Dev Test
Conll 2003 News 14,987 3,466 3,684

NCBI Bio 5432 923 940
SciERC CS 350 50 50

Table 3.2: The statistics of the datasets

Evaluation We evaluate our models on the test splits of the corresponding datasets. Our
evaluation is based on the exact match between true and gold entities by discarding non-
entity spans. We report the micro-averaged precision, recall and F1. In addition, we also
measure the ability of each model to avoid entity overlaps during classification by reporting
the number of entity overlaps (Num. Ov.) across all the test set, where a lower number is
better.

Implementation details For all our experiments, we used either pre-trained BERT [De-
vlin et al., 2019] or SciBERT [Beltagy et al., 2019b] as the word encoder depending on the
dataset used i.e. BERT for conll-2003, and SciBERT for SciERC and NCBI. We employed a
span width embedding of 128 dimensions, and down-projected the span representation (768
* 2 + 128) into 128 units before the GNN layer, using a linear layer. We used only one layer
for all GNN variants, which resulted in the best performance on the dev set. In fact, we
noticed in our preliminary experiments that adding more layers resulted in decreased per-
formance and slower convergence during training. For all experiments, we set our learning
rate to 1e-5 and used Adam [Kingma and Ba, 2017] as our optimizer. We ran all our models
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Figure 3.2: Evolution of precision, recall and number of overlaps (Num. Ov.) on the SciERC
validation set.

for up to 50 epochs and kept the checkpoint with the best validation performance for test-
ing. All our models are implemented in the PyTorch [Paszke et al., 2019b] and we used the
heavily tested GCN layer provided by PyTorch Geometric library [Fey and Lenssen, 2019].

Baseline We used the same architecture without the GNN layer as our baseline. For fair
comparisons, we increased the size of the baseline layers to obtain a comparable number
of parameters to our proposed models.

3.4.2 Results

Table 3.1 summarizes the results of our experiments by reporting the performance mea-
sures (micro-averaged Precision, Recall and F1-score) and the Num. Ov. on the test set.
The numbers are the result of averaging across 3 independent runs using different random
seeds.

Main results The results in Table 3.1 show that GNNer-AT outperforms all other ap-
proaches in reducing the number of overlaps. On average, it produces four times fewer
overlaps than the baseline model and twice as few as the GNNer-CONVmodel. However,
it has a lower recall (-11 absolute points compared to the baseline on conll-2003) while
maintaining a similar precision score. The low recall may be due to the restrictive span
representation caused by the negative edges in our span graph, which could limit the mod-
el’s ability to predict entities.

Additionally, GNNer-CONV achieves competitive results while keeping the number
of overlaps low compared to the baseline model. This makes it the best balance between
overlap reduction and metric performance.

Learning curves Figure 3.2 shows the evolution of precision, recall, and Num. Ov. dur-
ing model training. The plot is shown for training on the SciERC dataset, we obtained
similar curves on Conll-2003 and NCBI datasets. We observe that the baseline model trains
faster than the GNN-based method, which can be explained by the non-overlap constraint
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induced by the GNN that favours low recall. On the other hand, the Num. Ov. of the graph-
based approach remains low during training, especially for the GNNer-AT approach, while
the baseline model increases at the first stage of training before gradually decreasing.

3.5 Limitations

There are several limitations to our approach. First, the addition of GNN does not com-
pletely remove the overlapping spans in contrast to heuristic approches. Moreover, the
inclusion of GNN layer bring more comptation to the model which result into a slower
model than the baseline span-based NER. In fact since, the overlaping span graph is dense
(contains many egde), the model does not really benefit of efficient sparse operations of
GNN layers.

3.6 Related works

Approaches for NER NER is an important tasks in Natural Language Processing and
is used in many downstream information extraction applications. Usually, NER tasks are
designed as sequence labelling [Chiu and Nichols, 2016, Huang et al., 2015, Ma and Hovy,
2016, Lample et al., 2016b, Akbik et al., 2018, Zaratiana et al., 2022b]. The goal is to pre-
dict BIO tags in which a word is labelled as B-tag if it is the beginning of an entity, I-tag
if it is within but not the first in the entity and O for non-entity words. Recently, different
approaches have been proposed to perform NER tasks that go beyond traditional sequence
labelling. One approach that has been widely adopted is the span-based approach [Luan
et al., 2018, 2019b, Wadden et al., 2019a, Xue et al., 2020] where the representation of each
segment is computed using a neural network, then fed to a classifier. To prevent overlap-
ping span, priors works either used heuristic decoding [Fu et al., 2021, Li et al., 2021b, Xia
et al., 2019] or structured decoding using semi-CRFs [Sato et al., 2017, Ye and Ling, 2018].
However, to the best of our knowledge, no work have used GNN for the purpose of re-
ducing span overlap for NER. Some work [Li et al., 2020] has also approached NER as a
question answering task in which named entities are extracted by retrieving answer spans.
In addition, with the growing popularity of prompt-based learning, recent work such as Cui
et al. [2021c] considers NER as template filling by fine-tuning a BART [Lewis et al., 2019]
encoder-decoder model. In contrast we focus on learning appropriate span representations.

GNN for NLP GNNs have gained a lot of popularity recently due to their powerful ability
to represent arbitrary shapes of data [Hamilton et al., 2018, Wu et al., 2019, Hamilton, 2020].
Specifically, GNNs provide a way to inject prior knowledge into NLP systems through,
for example, dependency graphs [Liu et al., 2018, Zhang et al., 2019], constituency graphs
[Marcheggiani and Titov, 2020] or knowledge graphs [Sun et al., 2018, Lin et al., 2021]. As
a result, GNNs have been widely applied to different NLP tasks such as Neural Machine
Translation [Bastings et al., 2017, Beck et al., 2018], Semantic Parsing [Xu et al., 2018, Shao
et al., 2020], Information Extraction [Fu et al., 2019b, Sun et al., 2019] and text classification
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[Yao et al., 2018, Liu et al., 2020a]. More relevant to our work, DyGiE [Luan et al., 2019b,
Wadden et al., 2019a] used GNNs to refine the span representation for joint NER and RE
extraction, but in contrast, they learn their graph dynamically during training while we
used a static span graph. For a detailed review of GNNs for NLP, please refer to Wu et al.
[2021].

3.7 Conclusion

In this work, we proposed GNNer, an architecture for span-based Named Entity Recogni-
tion (NER) that utilizes graph neural networks to refine span representations using a span
overlap graph. The resulting models significantly reduce the number of overlapping spans
compared to the baseline approach and, in some cases, also improve performance. In the
next chapter, we conduct a more comprehensive study of span-based NER and propose a
new exact decoding method for the task.
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Preliminary Study on Span-based
Named Entity Recognition

4.1 Context

In the previous chapter, we saw that structural constraints can be implicitly injected into
span-based architectures using GNNs, but the resulting model is not scalable, as the overlap
graph is dense, making the model undesirable in real-world scenarios. In this chapter, we
study in detail different aspects of span-based NER, namely span representation, learning
strategies, and decoding algorithms to avoid span overlap, and compare their performances.
We also propose an exact algorithm that efficiently finds the set of non-overlapping spans
that maximizes a global score, given a list of candidate entity spans. We performed our
study on three benchmark NER datasets from different domains.

4.2 Introduction

Span-based Named Entity Recognition (NER) has recently gained popularity. Unlike tradi-
tional sequence tagging, which operates at the token level, span-based NER works directly
at the span level. The main idea is to enumerate all possible contiguous sequence of tokens
of an input text and predict their identity [Lee et al., 2017]. One of the major advantages
of the span-based NER is that it can learn a rich representation of the span instead of only
learning the representation of each token. In addition, a recent study by Fu et al. [2021]
reveals that span-based NERs are better in a context with more OOV words and Li et al.
[2021b] showed that span-based NERs are much better than sequence labelling in settings
with unlabelled entities (missing entities due to annotation errors).

However, unlike sequence labelling, unconstrained span-based approaches tend to pro-
duce overlapping entities, which is undesirable for flat, non-overlapping NER tasks. To
avoid overlap in span-based NER, two main approaches have been adopted in the litera-
ture. The first is the Semi-Markov conditional random field [Sarawagi and Cohen, 2005]
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that trains a globally normalized model and then uses a Viterbi algorithm to produce the
optimal segmentation without span overlap, we call this approach Semi-CRF. The second
algorithm is the one employed by Li et al. [2021b] for locally normalized span-based NER;
it first eliminates all non-entity spans and deals with the overlap conflict by keeping the
span with the highest prediction probability while eliminating the others. In this work, we
call this approach greedy decoding.

In this chapter, we analyze and compare two formulations of span-based NER. The first
is a segmentation model of the Semi-CRF; the second is the two-step pipeline of span fil-
tering and decoding. In addition to greedy decoding, we propose an exact algorithm based
on Maximum Weighted Independent Set (MWIS) [Hsiao et al., 1992, Pal and Bhattachar-
jee, 1996] on internal graphs. We build such graphs to encode the overlapping structure
between spans. This formulation of the NER task is novel up to our knowledge. For com-
pleteness, we include in the comparison a token-based sequence labeling model with a
linear-chain CRF.

In order to understand the effect of span representation, we explore different alterna-
tives including max-pooling, convolution and endpoints (representing span by its extreme
tokens) and show that endpoints are effective across models and datasets.

Our contributions can be summarized as follow:

• We propose an exact decoding algorithm to eliminate span overlap on locally trained
models that overcomes the myopic bias of the greedy approach [Li et al., 2021b]. We
present a detailed comparison with global models.

• We investigate different span representations for span-based NER when using pre-
trained Transformer models. Our experiment provide a confirmation that the end-
point representation, the currently dominant representation strategy is the most ro-
bust.

• We conduct few-shot performance analysis for different modeling. We found that
classical sequence labeling models provide strong result for datasets with few entity
types, while span-based approaches are better for larger type sets.

4.3 Span Representation

Given an input sequence x = [x1, . . . , xn], a span (i, j) is the contiguous segment of tokens
[xi, . . . , xj]. The goal of representation is to compute an embedding vector for each span of
an input text which can be used for downstream prediction tasks. We denote hi ∈ Rdh the
representation of the word at the position i and sij ∈ Rds the representation of the span
(i, j) with the width k = j − i+ 1; here dh, ds ∈ N+ are respectively the embedding sizes
for word and span representations. The token representations are computed using a BERT-
basedmodel [Devlin et al., 2019]. However, since BERT-based tokenization divides the input
words into subwords, we take the first subword to represent the whole word, which has
proven to be very competitive for several token classification tasks [Beltagy et al., 2019c].
In the following, we present different approaches for representing the spans.
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Span representation Num params.
Endpoints (2dh + dk)C

Maxpool dhC

Convolution 1
2
d2hK(K + 1) + dhC

Convolution (shared) d2hK + dhC

FirstToken d2hK + dhC

Table 4.1: Number of parameters for different representation, without including the word
representation layer which is the same for any approach. dh,K and C are respectively the
word embedding size, the maximum span width and the number of classes. Blue terms are
parameters for computing span representations and Red terms denote number of parame-
ters for the final layer.

Endpoints This representation consists in representing a span using the representation
of the tokens of its right and left extremities, in addition to a spanwidth feature. Specifically,
the representation of the span (i, j), sij is computed as:

sij := [hi;hj;wk] (4.1)

wherewk is a learned vector of width k and [; ] denotes the concatenation operation. End-
points have been widely used in previous works for span prediction tasks such as NER and
coreference resolution [Lee et al., 2017, Luan et al., 2019b, Zhong and Chen, 2021b].

Max-pooling Since spans consist of a contiguous segment of tokens, pooling opera-
tions are a fairly natural way to compute their representations. In this context, we use
an element-wise max-pooling operation to all tokens inside the span. Formally,

sij := MAX([hi;hi+1; . . . ;hj]) (4.2)

where MAX is the element-wise max pooling operation. Max-pooling has been previously
used by Eberts and Ulges [2020] for joint entity and relation extraction.

Convolution Instead of simply applying the pooling operation, we explored aggregating
tokens using learned filters via convolution. Specifically, representations of all spans of size
k are computed simultaneously using a 1D convolution of kernel size k. To keep the number
of parameters linear with respect to the maximum span width, we share the convolution
weights across the different span widths.

sij := Conv1Dk([hi;hi+1; . . . ;hj]) (4.3)

Lei et al. [2021] used this convolutional approach to represent spans for keyphrase ex-
traction.
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FirstToken For this representation, we only use the start token along with span width
information:

sij :=W
(k)hi (4.4)

where W (k) ∈ Rdh×dh is the weight matrix associated with width k. Note that the
computation of the representation of all spans for this approach can be done in parallel and
in a single line of code using einsum operation Rogozhnikov [2022]. This representation
was inspired by the synthetic attention from Tay et al. [2021], where the authors predict
attention scores without pairwise interaction.

Number of parameters The number of parameters required for each span representa-
tion is shown in Table 4.1.

4.4 Span scores

We model the task of NER as assigning to each span (i, j) a label from a set of C different
types that correspond to named-entity types and special null type, indicating that the
span does not correspond to an entity. Label assignment is constrained so that no pair of
overlapping spans have entity types (both different from null). We present two models to
solve this structured prediction problem: a locally normalized approach with a zero-order
scoring function which does not take into consideration the interactions between label
assignment (§4.5); and a globally normalized approach with first-order scoring function
which considers dependencies between pairs of consecutive spans (§4.6). Both formulations
employ the following span scoring function. Given a span representation sij , the logits
ϕ(i, j) ∈ RC for the C different labels are computed using a non-linear activation function
followed by an affine transformation:

ϕ(i, j) =WReLU(sij) + bf (4.5)

whereW ∈ Rds×C is the final weight matrix, bf ∈ RC is the bias vector, and ReLU is
the activation function. We denote by ϕ(i, j, l) ∈ R the (unnormalized) score of the label l
for the span (i, j).

4.5 Locally Normalized Models

Under this approach, we perform span labeling in two steps, span classification followed
by a decoding step.
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4.5.1 Span Classification

Each span (i, j) is assigned its highest scoring label l̂ij = argmaxlϕ(i, j, l), and we denote
k̂ij the corresponding highest score. The set of spans classified as entities may contains
overlapping spans, a decoding step is therefore required to select a subset with no overlaps.
We learn the parameters1 of this classifier under a locally normalized setup. The training’s
objective is to maximize the likelihood for every span label (up to a maximum lenght K)
from the training data. The loss function is as follows:

L = −
∑

(i,j,l)∈T

log
expϕ(i, j, l)∑
l′ expϕ(i, j, l

′) (4.6)

which is the well-known cross-entropy loss.

4.5.2 Greedy Decoding

Let S = {(i, j) : l̂ij ̸= null} be the set of spans classified as entities. The goal of decoding
is to find the subset of S that maximizes a global score function:

E∗ =argmax
E⊆S

∑
(i,j)∈E

k̂ij (4.7)

s.t. ∀e, e′ ∈ E : !overlap(e, e′)
∀u /∈ E,∃e ∈ E : overlap(e, u)

where overlap(e, e′) is True if the spans e and e′ overlap but are not equal. The first
constraint in Eq. 4.7 ensures that the set E is independent, i.e. it doesn’t contains overlap-
ping spans; the second constraint ensures that it is maximal, i.e. adding any other span
breaks the no-overlap constraint. Greedy decoding constructs an approximation to E∗ by
iteratively adding the highest-scoring entity not overlapping with any previously selected
entity. This algorithm is efficient and has a complexity of O(n log n) with n = |S|.

4.5.3 Exact Decoding with MWIS

We define an overlapping graph as the graph G whose nodes are the elements of S and
contains an edge between each pair of overlapping spans. Its adjacency matrix is defined
as:

A[e, e′] =

{
1, if overlap(e, e′)
0, otherwise

(4.8)

We associate a weight to each node as provided by its label score ϕ(i, j, l̂ij). An exact
solution to Eq. 4.7 is given by the Maximum Weight Independent Set (MWIS) of the over-
lapping graph. For general graphs, computing the MWIS is NP-Hard but since our graph

1The parameters include all weight matrices from span representation and scoring functions. We omit the
parameters from the notation for simplicity.

– 49 –



Chapter 4

can be seen as an interval graph (spans can be considered as intervals over their start and
end positions), MWIS has a complexity of O(n log n) or O(n) if the spans are sorted by
their endpoint Hsiao et al. [1992].

4.5.4 Exhaustive Search Decoding

Decoding Time Complexity
CRF O(L|Y |2)
Semi-CRF O(LK|Y |2)
Greedy Decoding O(n log n)
MWIS O(n log n)
Exhaustive Search (EXT) O(3n/3)

Table 4.2: Complexity of various decoding algo-
rithms with parameters: input length L, maxi-
mum segment width K , number of classes |Y |,
and filtered spans n ≈ 0.15L.

For efficient decoding, the scoring func-
tion in Eq. 4.7 decomposes as a sum
over graph nodes. More complex scor-
ing functions do not necessarily admit
efficient decoding. Finding an optimal
set under the mean scoring function for
instance, that is 1

|E|
∑

(i,j)∈E k̂ij , requires
enumerating all possible candidates sub-
sets of S, which is NP-Hard [Johnson
et al., 1988, Raman et al., 2007] but feasi-
ble for reasonably small interval graphs.
In this chapter, we experiment with this
scoring functions but leave more com-
plex ones for future work.

4.6 Globally normalized
model

Under this approach, NER is modeled using a semi-Markov segmentation CRF introduced
by Sarawagi and Cohen [2005]. The input sentence x is segmented into a labeled sequence
of spans y. Each segmentation is scored as:2

Ω(y) =
∑

yk=(i,j,l)

ϕ(i, j, l) + Tl′,l (4.9)

with yk = (i, j, l) being the labeled span at position k. Unlike the scoring function in Eq.
4.7, the score here contains the transition scores from label l′ at position k− 1 to label l, in
the learnable matrix T .

Training The parameters of the model are learned to maximize the conditional prob-
ability of the gold segmentation in the training data. The probability of a segmentation
is computed by globally normalizing the score: P (y|x) = expΩ(y)− Z , where Z is the
log partition function log

∑
y∈Y(x) expΩ(y), which sums over all possible segmentation

Y(x). This normalization term can be computed in polynomial time using dynamic pro-
gramming. Following [Sarawagi and Cohen, 2005], we assume that segments have strictly

2We drop the dependence on the input x for simplicity.
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positive lengths, adjacent segments touch and we assume that non-entity spans have unit
length. For instance, a segmentation of the sentence "Michael Jordan eats an apple ." would
be Y =[(0, 1, PER), (2, 2, O), (3, 3, O), (4, 4, O), (5, 5, O)].

Decoding Selecting the most probable segmentation ŷ = argmaxy∈Y(x) Ω(y) is effi-
ciently performed using the segmental variant of the Viterbi algorithm [Sarawagi and Co-
hen, 2005].

4.7 Experimental Setup

4.7.1 Datasets

We evaluated ourmodel on three benchmark datasets for Named Entity Recognition: Conll-
2003 [Tjong Kim Sang and De Meulder, 2003], OntoNotes 5.0 [Weischedel et al., 2013] and
TDM [Hou et al., 2021]. Conll-2003 is a dataset from the news domain that was designed for
extracting entities such as Person, Location and Organisation. OntoNotes 5.0 is a large cor-
pus comprising various genres of text including newswire, broadcast news and telephone
conversation. It contains in total 18 different entity types such as Person, Organization,
Location, Product or Date. TDM is a NER dataset that was recently published and it was
designed for extracting Tasks, Datasets, and Metrics entities from Natural Language Pro-
cessing chapters.

4.7.2 Implementation Details

Backbones For span encoding, we used RoBERTa-base [Liu et al., 2019b] for models
trained on Conll-2003 and OntoNotes 5.0 because they come from general domains and we
employed SciBERT [Beltagy et al., 2019c] for models trained on TDM, which is a scientific
NER data set.

Baseline model We compare the span-based approaches to a sequence labelling BERT-
CRF [Beltagy et al., 2019c], which we trained on our datasets.

Hyperparameters All models were trained using a single V100 GPU. We trained for up
to 25 epochs using Adam [Kingma and Ba, 2017] as the optimizer with a learning rate of
1e-5. We opted for a batch size of 10 and used early stopping with a patience of 5 (on the
F1-score) and keep the best model on the validation set for testing.

Libraries We implement our model with pytorch [Paszke et al., 2019b]. The pre-trained
transformer models were loaded from the HuggingFace’s Transformers [Wolf et al., 2020].
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Model
Span Representation

Convolution Endpoints Maxpool FirstToken
P R F P R F P R F P R F

Conll-2003
Local 91.40 89.86 90.62 91.07 90.48 90.77 90.52 90.52 90.52 90.34 89.25 89.79
+ Greedy 91.97 89.74 90.84 91.5 90.1 90.79 91.26 90.1 90.67 90.64 89.08 89.85
+ MWIS 91.97 89.76 90.85 91.5 90.11 90.8 91.22 90.09 90.65 90.64 89.08 89.85
+ EXT 91.97 89.75 90.85 91.54 90.11 90.82 91.33 90.11 90.71 90.66 89.09 89.86
Semi-CRF 89.45 88.99 89.22 89.64 89.23 89.43 89.48 88.82 89.15 89.5 89.17 89.33

OntoNotes 5.0
Local 88.59 88.99 88.79 88.06 89.55 88.8 88.42 89.34 88.88 88.18 88.73 88.45
+ Greedy 89.3 88.62 88.96 88.93 89.0 88.96 89.38 88.83 89.11 88.8 88.22 88.51
+ MWIS 89.26 88.61 88.93 88.9 88.98 88.94 89.38 88.87 89.13 88.81 88.26 88.53
+ EXT 89.31 88.61 88.95 88.95 89.01 88.98 89.37 88.79 89.08 88.80 88.20 88.50
Semi-CRF 87.35 87.76 87.55 87.36 88.26 87.81 87.04 87.99 87.51 87.11 87.86 87.48

TDM
Local 73.05 69.38 71.15 67.75 69.88 68.78 70.86 70.69 70.73 68.54 65.06 66.74
+ Greedy 75.86 68.28 71.84 75.12 67.82 71.26 73.24 69.43 71.26 69.82 64.40 66.99
+ MWIS 75.46 68.07 71.55 75.25 68.12 71.48 73.31 69.53 71.34 69.89 64.50 67.07
+ EXT 75.72 68.07 71.67 74.63 66.97 70.57 73.24 69.43 71.26 69.82 64.40 66.99
Semi-CRF 68.34 72.55 70.35 69.38 72.85 71.05 70.32 69.89 70.09 69.98 70.64 70.31

Table 4.3: This table reports the main results of our study. It shows the performance along
different settings including the datasets, the training, decoding and span representations.
We report the average across three seeds. Bold numbers indicate the best model/decoding
for a fixed representation and underlined numbers indicate the best representation for a
fixed model/decoding.

We employed AllenNLP [Gardner et al., 2018a] for data preprocessing and the seqeval li-
brary [Nakayama, 2018] for evaluating the baseline sequence labelling model. Our Semi-
CRF implementation is based on pytorch-struct [Rush, 2020b].

4.8 Results

4.8.1 Span Representation

In the following, we analyze the performance of the span representations on both the local
model and the Semi-CRF model, as shown in the table 4.3.

Local models On local models, we find that Convolution, Endpoints and Maxpool all got
competitive results while FirstToken representation obtains a result one notch below the
others. On both the conll and TDM datasets, Convolution performed the best, yet the end-
points performed only slightly worse. However, on OntoNotes, theMaxpool representation
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Dataset Model #Examples
100 250 500 1000 2500 5000 All

Conll-2003

CRF 68.92 77.49 82.05 85.38 88.50 89.40 90.96
Local 63.09 70.95 77.21 82.46 85.51 87.62 90.77
+ Greedy 66.44 73.02 78.70 83.39 86.2 88.05 90.79
+ MWIS 66.54 73.1 78.70 83.47 86.23 88.01 90.80
+ EXT 65.54 72.53 78.49 83.35 86.10 88.00 90.82
Semi-CRF 69.21 73.91 79.26 82.6 86.03 87.26 89.43

OntoNotes 5.0

CRF 61.0 69.59 74.17 77.18 78.86 81.08 88.36
Local 60.23 68.13 73.33 76.69 81.32 82.49 88.80
+ Greedy 62.60 70.20 74.95 77.46 82.13 83.09 88.96
+ MWIS 63.03 70.28 74.97 77.52 82.08 83.10 88.94
+ EXT 61.95 69.88 74.69 77.37 82.06 83.07 88.98
Semi-CRF 63.02 69.46 72.79 77.03 80.33 81.97 87.81

TDM

CRF 63.39 68.39 69.76 – – – 71.66
Local 54.87 63.1 67.08 – – – 68.78
+ Greedy 55.94 65.28 67.64 – – – 71.26
+ MWIS 57.04 65.22 67.60 – – – 71.48
+ EXT 55.06 64.38 67.43 – – – 70.57
Semi-CRF 60.49 65.06 66.52 – – – 71.05

Table 4.4: Few-shot performance. We report the average F1-score across three different
seeds in all datasets and different training set sizes.

outperforms all other approaches, while the Endpoints andConvolution got very similar per-
formance. Out of all the datasets, FirstToken had the lowest score.

Globalmodels On Semi-CRFmodels, the Endpoints representation consistently achieves
the best results across datasets. We also notice that the FirstToken representation has better
result than Maxpool and Convolution on two datasets, Conll-2003 and TDM in this setting.
The Endpoints representation is the most reliable overall, since it achieves robust perfor-
mance regardless of the context in which it is used. However, for optimal performance
and given a sufficient amount of compute resources, the span representation should be best
tuned on a held-out set.

4.8.2 Comparison of Decoding for Local Models

Table 4.3 shows the performance results of the different decoding algorithms under different
settings. For the local models, we can see that the application of decoding always improves
the performance of the F1 score, by increasing the precision and by decreasing the recall
score. However, there is no significant difference between the greedy decoding and the
global decoding since the models are already well trained and thus, the overlap filtering
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does not make much difference in terms of quantitative results. We will provide more
insight on decoding in the subsections 4.8.3 and 4.8.5.

4.8.3 Few-Shot Performance

We conducted a study to compare the performance of each model in a few-shot scenario.
The evaluation was performed on the test set of each dataset using from 100 to the full
training dataset. For this study, we used the Endpoints representation for spans because
it is widely used and has shown good performance across different training and decoding
schemes. The results of our few-shot evaluation are presented in Table 4.4.

Semi-CRF is better than the local spans-based approach when overlap filtering is not
performed but the local approach performs better than Semi-CRF when the number of data
become larger. Furthermore, while the difference between Greedy decoding and MWIS
decoding is narrow in the high data regime, we can see that MWIS outperforms Greedy
decoding in the low and very low data regime. Furthermore, we notice that the increase in
performance by decoding is higher when a local model is training on a few datasets while
the difference becomes less significant when the number of training data is large.

We find that the baseline sequence labelling, BERT-CRF approach is indeed competitive.
It most of the time obtains a better performance on Conll-2003 and TDM datasets across
any dataset sizes. However, the span-based approach is better on the OntoNotes 5.0 dataset.
This can be explained by the fact that OntoNotes 5.0 contains 18 entity types and, therefore,
the labelling approach would require 37 labels since it uses a BIO scheme, which makes the
task much more difficult.

4.8.4 Analysis of Local Modeling

We previously found that decoding had little effect on our local model performance, espe-
cially for high resource datasets. We believe this is due to the fact that wewere trainingwith
all negative samples (non-entity spans). As a result, the model was overconfident regarding
non-entity spans (and not confident enough to predict entity spans) due to this unbalanced
training. To resolve this issue, we propose three alternative training procedures to make
the classifier leave more room for the decoder.

Negative sampling This approach randomly drops a percentage of the non-entity spans
during training, but keeps all positive samples (entity spans). By training with fewer non-
entity spans, we expect the model to be less confident and thus predict more entities. This
negative sampling has been previously used by Li et al. [2021b] to avoid training NER mod-
els with unlabeled (or missing) entities.
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Conll OntoNotes TDM
P R F P R F P R F

Local 91.07 90.48 90.77 88.06 89.55 88.80 67.75 69.88 68.78
+ decoding 0.47 -0.37 +0.05 +0.89 -0.54 +0.18 +7.5 -1.76 +2.7
Neg. Sample 90.69 90.54 90.61 86.81 90.23 88.49 66.83 73.66 70.01
+ decoding +0.84 -0.43 +0.21 +1.58 -0.98 +0.33 +7.7 -2.12 +2.97
Down-weighting 90.88 90.10 90.49 87.70 90.24 88.95 57.79 78.63 66.52
+ decoding +0.48 -0.27 +0.1 +1.24 -0.72 +0.28 +13.77 -3.92 +6.57
Thresholding 90.80 90.96 90.88 87.49 88.81 88.14 63.99 74.56 68.85
+ decoding +0.90 -0.41 +0.25 +1.00 -0.61 +0.21 +6.78 -2.70 +2.32

Table 4.5: Result for the local model when changing the training/loss. The best results
before decoding are in bold and the best results after decoding are underlined. For this
experiment, we use MWIS as decoding. We report the average over three seeds.

Down-weighing This method is similar to negative sampling, but instead of randomly
eliminating negative samples, this approach retains all negative samples and down-weights
their loss contribution while keeping loss for entity spans intact.

Thresholding This approach separates the span classifier into two models: a filtering
model to classify whether a span is an entity or not, and a second an entity classification
model to classify the entity type. During training, both models are trained end-to-end
by multi-task learning with equally weighted losses. For prediction, span filtering is first
performed and then the result is passed to the entity classification layer. By default, a span
is passed into the entity classification layer if its probability of being an entity is greater
than 0.5; however, we here adjust this threshold on the dev set and select the one with best
F1 score.

The result from this analysis is show in the table 4.5. The results of this analysis show
that, overall, the use of regularization techniques leads to a significant improvement in
decoding accuracy for most datasets. As the most striking example, we can see that on the
TDM dataset, the down-weighting approach which initially had a precision score of 57.79
was able to increase this score by 13.77 thanks to decoding improvements. Furthermore, it
appears that the best approach according to these empirical results is the downw-eighting
approach. Under this method, the decoder was most “successful” on both OntoNotes and
TDM datasets, meaning it brought the largest improvements relatively to the performance
of the local classifier before decoding.

4.8.5 Qualitative Comparison of Decoding

We performed a qualitative analysis to compare the three decoding approaches for local
models. This study is presented in Figure 4.1, which shows the input text (truncated), the
raw prediction with overlap, and the results after applying greedy decoding and the global
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Figure 4.1: Shows how overlapping conflicts are handled by the different decoding algo-
rithm on local span-based NER models. We only include overlaps involving at least three
entities, because otherwise all decoding produce the same result.

decoding (MWIS and EXT). We only include overlaps involving more than two spans, be-
cause when two spans overlap, all algorithms take the span with the highest score. We can
see that the greedy approach always retrieves the most probable entity since it iteratively
selects the best spans that do not overlap with previously selected spans. However, this
algorithm tends to suffer from a myopic bias. Second, the MWIS approach, which maxi-
mizes the sum of span scores, tends to select as many spans as possible, which means that
it favours shorter spans over longer ones. Also, MWIS decoding has a slightly higher recall
score most of the time than other decoding algorithms. Finally, EXT decoding, which se-
lects the set of spans that maximizes the average score, tends to select the smallest number
of spans, but the selected spans generally have a high score. In general, this decoding tends
to favour precision over recall score.

4.9 Conclusion

In this study, we explored various span representations for Named Entity Recognition (NER)
and identified the endpoint representation as the most robust. Additionally, we proposed a
novel formulation of NER using overlapping graphs, accompanied by an exact and efficient
decoding algorithm. This formulation effectively eliminates span overlap in locally trained
models.

Furthermore, we performed a few-shot performance analysis of different modeling ap-
proaches. Our findings indicate that classical sequence labeling models deliver strong re-
sults for datasets with a few entity types, whereas span-based approaches aremore effective
for datasets with larger type sets. In the next chapter, wewill introduce an extension to local
span-based NER models that incorporates a globally normalized span selection framework,
inspired by the Semi-Markov Conditional Random Field (CRF).
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Filtered Semi-Markov CRF

5.1 Context

Semi-Markov CRF has been proposed as an alternative to the traditional Linear Chain CRF
for text segmentation tasks such as Named Entity Recognition (NER). Unlike CRF, which
treats text segmentation as token-level prediction, Semi-CRF considers segments as the ba-
sic unit, making it more expressive. However, Semi-CRF suffers from twomajor drawbacks:
(1) quadratic complexity over sequence length, as it operates on every span of the input
sequence, and (2) inferior performance compared to CRF for sequence labeling tasks like
NER. In this chapter, we introduce Filtered Semi-Markov CRF, a variant of Semi-CRF that
addresses these issues by incorporating a filtering step to eliminate irrelevant segments,
reducing complexity and search space. Our approach is evaluated on several NER bench-
marks, where it outperforms both CRF and Semi-CRF while being significantly faster. The
implementation of our method is available on Github.

5.2 Introduction

Sequence segmentation, the process of dividing a sequence into distinct, non-overlapping
segments, has various applications, including Named Entity Recognition and ChineseWord
Segmentation Tjong Kim Sang and De Meulder [2003], Li and Yuan [1998]. In the past, this
task has been approached as a sequence labeling problem using pre-defined templates, such
as the BIO and BILOU schemes Ratinov and Roth [2009a]. The Conditional Random Field
(CRF) Lafferty et al. [2001] has become a popular method for sequence labeling problems
due to its ability to model the dependency between adjacent token tags. However, the CRF
model may not efficiently capture the underlying structure of the sequence, as it is limited
to modeling relationships between individual tokens rather than segments.

The Semi-Markov CRF Sarawagi and Cohen [2005] has been proposed as a variant of
the CRF, allowing for the incorporation of higher-level segment features, such as segment
width. While the Semi-CRF allows for a more natural approach to sequence segmentation,
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it suffers from slower learning and inference due to its quadratic complexity with respect
to the sequence length. Additionally, the Semi-CRF often underperforms CRF, showing
only marginal improvements in some cases Liang [2005], Daumé and Marcu [2005], An-
drew [2006], which can be attributed to the Semi-CRF’s significantly larger solution space,
complicating the search for optimal solutions.

To address the limitations of Semi-CRF, we propose Filtered Semi-CRF, which intro-
duces a filtering step to prune irrelevant segments using a lightweight local segment classi-
fier. By leveraging transformer-based features, such as BERT [Devlin et al., 2019], this clas-
sifier can identify high-quality candidate segments. Consequently, the task of the Semi-CRF
is simplified to selecting the best segments from the pool of high-quality candidates. Our
experiments demonstrate that this filtering step not only accelerates the decoding process
but also improves the overall model performance.

Although pruning techniques have been applied to accelerate parsing algorithms [Roark
and Hollingshead, 2008, Bodenstab et al., 2011], they often involve a trade-off between ac-
curacy and inference speed. In contrast, our filtering approach is learned jointly and collab-
oratively with the Semi-CRF during training, resulting in a model that not only increases
efficiency but also improves overall performance.

When evaluated on Named Entity Recognition, our model significantly outperforms
both the CRF and Semi-CRF, achieving F1 score improvements of up to 2.5 and 1.1 points,
respectively, on the CoNLL 2003 dataset. Additionally, our model also accelerates the de-
coding process to a speed that can be up to 20 times and 137 times faster than CRF and
Semi-CRF, respectively.

5.3 Background

5.3.1 Probabilistic structured predictor

In this chapter, we aim to produce a structured output y given an input sequence x. To
assess the compatibility between the input and output, we employ a parameterized score
function Sθ(y|x). The probability of a structure y given x is computed as follows:

pθ(y|x) =
expSθ(y|x)∑

y′∈Y(x) expSθ(y′|x)
(5.1)

where Y(x) represents the set of all possible outputs for x, and the denominator serves
as a normalization constant, referred to as the partition function, denoted by Zθ(x).

Training During training, the goal is to update the model’s parameters θ to maximize the
likelihood of the training data. The loss function for a pair of data points (x,y) is computed
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as follows:

L(x,y) = − log pθ(y|x)
= −Sθ(y|x) + logZθ(x)

(5.2)

This loss function can be optimized using a stochastic gradient descent algorithm on the
training data. Computing the partition functionZθ(x) can be challenging when the output
space is large, but it can be calculated efficiently using dynamic programming in some cases.

Inference During inference, the goal is to produce the most likely output:

y∗ = argmax
y∈Y(x)

Sθ(y|x) (5.3)

All the models we present in this chapter follow this type of probabilistic modeling. For the
remainder of this chapter, we omit the dependency on θ for better readability.

5.3.2 Linear Chain CRF

The Linear-Chain CRF [Lafferty et al., 2001] is a sequence labelingmodel that assigns a label
to each token in the input sequence, taking into account dependencies between adjacent
labels. The score function of the CRF has the following form:

S(y|x) =
|x|∑
i=1

ψ(yi|x) +
|x|∑
i=2

T [yi−1, yi] (5.4)

Here, ψ(yi|x) ∈ R is the sequence label score at position i, and T ∈ R|Y |×|Y | is a
learnable label transition matrix. The partition function is computed using the Forward al-
gorithm and the Viterbi algorithm [Rabiner, 1989] is used to determine the optimal labeling,
both with a computational complexity of O(L|Y |2).

5.3.3 Semi-Markov CRF

In this section, we revisit the Semi-Markov CRF algorithm introduced in the previous chap-
ter and provide additional insights. The Semi-CRF, proposed by [Sarawagi and Cohen,
2005], operates at the segment level and allows for the modeling of features that cannot be
captured by traditional linear-chain CRFs. It produces a segmentation y of lengthM for an
input sequence x of length L (L ≥M ). A segmentation y = {s1, . . . , sM} ∈ Y(x) satisfies
the following properties:

• Each segment sk = (ik, jk, lk) ∈ y consists of a start position ik, an end position jk,
and a label lk ∈ Y .
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1) Input text: 

Alain Farley  works  at  McGill University

(1,1,PER)

(1,2,PER)

Start

(5,5,LOC)

(5,6,ORG)

End

(1,2,PER)

(1,1,PER)

(5,5,LOC)

(5,6,ORG)

2) Filtering using :ϕlocal

PER ORG

4) Graph construction:

3) Score segments using :ϕglobal
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5) Loss/decoding:

All possible paths and their scores: 
Start (1,2,PER) (5,5,LOC) End -> 3.9 
Start (1,2,PER) (5,6,LOC) End -> 5.6 
Start (1,1,PER) (5,5,LOC) End -> 0.1 
Start (1,1,PER) (5,6,LOC) End -> 1.8 

Partition function Z(x): 
Z=exp(3.9)+exp(5.6)+exp(0.1)+exp(1.8) 

Decoding:  
Return the path with maximum score

(1,1,PER)

(1,2,PER)

(5,6,ORG)

(5,5,LOC)

Figure 5.1: Filtered Semi-CRF for NER. The model takes as text sequence and output the
best entity segments.

• The segments have positive lengths and completely cover the input sequence posi-
tions 1, . . . , L without overlapping. In other words, the start and end positions satisfy
i1 = 1, jM = L, and for every jk and ik we have 1 ≤ ik ≤ jk ≤ L, and ik+1 = jk +1.

Consider a sentence from a Named Entity Recognition (NER) task: "Alain Farley works
at McGill University". It would be segmented as y=[(1,2,PER), (3,3,O), (4,4,O), (5,6,ORG)],
considering assumption from Sarawagi and Cohen [2005] that non-entity segments (re-
ferred to as O or null segments) have unit length. Furthermore, the Semi-CRF score
function is defined as follows:

S(y|x) =
M∑
k=1

ϕ(sk|x) + T [lk−1, lk] (5.5)

Here, ϕ(sk|x) ∈ R represents the score of the k-th segment of y, and T [lk−1, lk] de-
notes the label transition score. Additionally, T [l0, l1] = 0. The partition function of the
Semi-CRF can be computed in polynomial time using a modified version of the Forward al-
gorithm and the segmental Viterbi algorithm is used to compute optimal segmentation. The
computational complexity of the Semi-CRF increases quadratically with both the sequence
length and the number of labels, i.e O(L2|Y |2).

5.3.4 Graph-based Formulation of Semi-CRF

In this section, we present a graph-based formulation of the Semi-CRF. As explained in
§ 5.3.3 , a sequence x of length L is divided into M labeled segments (ik, jk, lk), with ik,
jk and lk denoting respectively the start position, end position and the label. We define a
directed graph G(Vfull, E), with Vfull its set of nodes composed of all possible segments sk
of x:

Vfull =
L⋃
i=1

L⋃
j=i

|Y |⋃
l=1

{(i, j, l)}, (5.6)

and an edge sk′ → sk ∈ E exists if and only if the start position of sk immediately follows
the end position of sk′ , i.e., jk′ + 1 = ik. The weight of an edge sk′ → sk is defined as:

w(sk′ → sk|x) = ϕ(sk|x) + T [lk′ , lk], (5.7)
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where ϕ(sk|x) is the score of the segment sk and T [lk′ , lk] is the label transition score.
Moreover, Any directed path s1, s2, . . . , sM of the graph G corresponds to a valid segmen-
tation of x if it verifies the segmentation properties described in § 5.3.3 . Additionally, the
score of a valid path is computed as the sum of the edge scores, and is equivalent to the
Semi-CRF score of the segmentation (Eq. 5.5):

S(s1, . . . , sM |x) =
M∑
k=1

w(sk−1 → sk|x) (5.8)

=
M∑
k=1

ϕ(sk|x) + T [lk−1, lk] (5.9)

The search for the best segmentation of the sequence x is equivalent to finding the
maximal weighted path of the graph G that starts at i1 = 1 and ends at jM = L. This
search can be done using a generic shortest path algorithm such as Bellman-Ford, whose
complexity is of L3. Nevertheless, taking into account the lattice structure of the problem,
the Viterbi algorithm [Viterbi, 1967, Rabiner, 1989] can achieve this while reducing the
complexity to L2.

5.4 Filtered Semi-Markov CRF

In this section, we propose an alternative model to Semi-CRF, named Filtered Semi-CRF,
which aims to address two fundamental weaknesses of the original model. First, the Semi-
CRF is not well-suited for long texts due to its quadratic complexity and the prohibitively
large search space. Secondly, in tasks such as Named Entity Recognition (NER), where
certain segments are labeled as null (representing non-entity segments), the Semi-CRF
graph can create multiple redundant paths, all leading to the same set of entities. For in-
stance, consider the scenario described in § 5.3.3. In this scenario, multiple segmentations,
such asy=[(1,2,PER), (3,3,O), (4,4,O), (5,6,ORG)] ory=[(1,2,PER), (3,4,O), (5,6,ORG)], would
yield the same final set of labeled entities, specifically (1,2, PER) and (5,6,ORG) in this case.
To remedy these shortcomings, our proposed model incorporates a filtering step that elim-
inates irrelevant segments using a lightweight local classifier. By leveraging transformer-
based features, this classifier effectively selects high-quality candidate segments, signifi-
cantly reducing the task of the Semi-CRF to merely choosing the best among already high-
quality candidates.

5.4.1 Filtering

Local classifier We first define the local classifier ϕlocal as a model that assigns a score
to a labelled segment s = (i, j, l) given an input sequence x:

ϕlocal(s = (i, j, l)|x) = wl
Tf(hi, . . . ,hj) (5.10)
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where hi ∈ RD is the token representation at position i (computed by a pretrained
transformer such as BERT), and wl ∈ RD is a learnable weight associated with the label l.
The function f represents the segment featurizer, which aggregates token representations
into a single feature representation. We found that a simple sum operation provides strong
performance across settings.

Filtered graph The filtering consists in removing the segments sk = (ik, jk, lk) for
which lk = argmaxl ϕlocal(ik, jk, l|x) and lk = null:

V =

(ik, jk, lk) ∈ Vfull

∣∣∣∣∣∣
lk = argmaxl ϕlocal(ik, jk, l|x)
∧
lk ̸= null

 (5.11)

This new set of filtered nodes V requires to define the set of edges E differently from
the definition of § 5.3.4. Thus, we propose to define the edges following Liang et al. [1991]:
∀(sk′ , sk) ∈ V 2, sk′ → sk ∈ E if jk′ < ik and there is no sk∗ ∈ V such that jk′ <
ik∗ and ik∗ < jk. This definition means that sk′ → sk is an edge if the start position of
sk follows the end position of sk′ , and that no other segment lies completely in between
these two positions (jk′ , ik). This formulation generalizes the Semi-CRF to graphs with
missing segments. However, with missing segments, the starting and ending positions of
segmentations do not necessarily verify i1 = 1 and jM = L. Thus, we simply add two
terminal nodes start and end, verifying:{

start→ sk ∈ E iff ∀k′ ̸= start, sk′ → sk /∈ E
sk → end ∈ E iff ∀k′ ̸= end, sk → sk′ /∈ E

(5.12)

In this context, a segmentation is simply a path in the graph starting at start and ending
at end node (see Figure 5.1). Referring back to the example in § 5.3.3, the correct segmen-
tation of "Alain Farley works at McGill University" using the Filtered Semi-CRF would be
y=[start, (1, 2, PER), (5, 6, ORG), end], where all remaining part of the segmentation
are considered as having null labels.

5.4.2 Segmentation scoring

In the filtered graph, the score of a segmentation, y = {start, s1, . . . , sM ,end} is com-
puted by summing its edge scores as for the Semi-CRF described in § 5.3.4:

S(y|x) =
∑
sk∈y

w(sk′ → sk|x)

=
∑
sk∈y

ϕglobal(sk|x) + T [lk′ , lk]
(5.13)

where ϕglobal is a model that computes score of the nodes/segments in the filtered graph,
defined similarly as ϕlocal in § 5.4.1 and they share the same feature f . T [lk′ , lk] represents
the transition score between the adjacent labels. By default, we set w(start → s1) =
ϕglobal(s1|x) and w(sM → end) = 0. See figure 5.1 for a visual example.
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5.5 Training

In this section, we present our FSemiCRF trainingwhich involves updating thewholemodel
parameters to minimize the following loss function:

L = Llocal + Lglobal (5.14)

Here,Llocal andLglobal represent the filtering loss and the segmentation loss, respectively.

5.5.1 Filtering loss

The filtering loss is the sum of the negative log-probability of all gold-labeled segments,
V ∗:

Llocal = −
∑

(i,j,l∗)∈V ∗

log p(i, j, l∗|x)

= −
∑

(i,j,l)∈V ∗

log
expϕlocal(i, j, l|x)∑
l′ expϕlocal(i, j, l′|x)

(5.15)

In practice, we assign a lower weight to the loss of null segments to account for the
imbalanced nature of the task. For that, we down-weight the loss for the label l = null
by a ratio β ∈]0, 1], tuned on the dev set.

5.5.2 Segmentation loss

The segmentation loss is the negative log-likelihood of the gold path y in the filtered graph:

Lglobal = −S(y|x) + logZ(x) (5.16)

S(y|x) is the segmentation score as per § 5.4.2, and the partition function Z(x), the
sum of exponentiated scores for all valid paths in the graph from start to end. It can be
computed efficiently via a message-passing algorithm [Wainwright and Jordan, 2008]:

Algorithm 2: Computing Z(x)
Topologically sort the nodes in V
α[start] = 1 and α[k] = 0 otherwise for k ∈ V
forall k ̸= start in V do

forall k′ such that k′ → k ∈ E do
α[k]← α[k] + α[k′] exp{w(sk′ → sk)|x}

Z(x) = α[end]
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In practice, this implementation of Z(x) can be unstable, thus, all computations were
performed in log space to prevent issues of overflow or underflow. The complexity of the
algorithm isO(|V |+ |E|) as it performs a topological sort (which visits each node and edge
once), and then iterates over each node and its incoming edges exactly once, performing
constant time operations.

During training, we impose certain constraints to ensure that the gold segmentation y
forms a valid path in the filtered graph (with nodes V ), which is critical for maintaining a
positive loss, i.e., logZ(x) > S(y|x): 1) All segments in V that do not overlap with at least
one segment from the gold segmentation y are excluded. 2) All segments from the gold
segmentation, even those not initially selected in the filtering step, are included in V .

5.5.3 Inference

During inference, the first step is to obtain the candidate segments V through filtering, and
then constructing the graph G(V,E) (see § 5.4.1). The final results is obtained by identifying
the path, from start to end, in the graph that has the highest score. We achieve this
by using a max-sum dynamic programming algorithm, which has a similar structure to
Algorithm 2:

Algorithm 3: Decoding
Topologically sort the nodes in V
δ[start] = 0

forall k ̸= start in V do
δ[k] = max k′

(k′→k)∈E
δ[k′] + w(sk′ → sk|x)

y∗ = Traced(δ[end])

The highest scoring path y∗, represented by argmaxyS(y|x), is identified by the path
traced by δ[end], which can be obtained through backtracking. This algorithm has a com-
putational complexity ofO(|V |+ |E|), the same as that of computing the partition function
Z(x) in Algorithm 2.

5.5.4 Complexity analysis

In this section, we analyze the complexity of the algorithms 2 and 3, O(|V | + |E|), as a
function of the input sequence length L. Note that the size of V does not depend on the
number of labels |Y | since there is at most one label per segment due to the filtering step
in equation 5.11.

Proposition 5.5.1. The number of nodes in a Semi-CRF graph (as described in § 5.3.4) with
an input length of L is given by L(L+1)

2
.
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Figure 5.2: Empirical complexity analysis. We conducted an empirical complexity anal-
ysis using trained Filtered Semi-CRF models. The plot showcases the relationship between
the size of the filtered graph (|V | + |E|) and the input sequence length L on three NER
datasets. As the length of the input sequence increases, the graph size seems to grow in a
linear fashion.

Figure 5.3: Graph Size during Training. The graph size (|V |+ |E|+ 1) undergoes three
stages during training: 1) initially large when the filtering classifier is untrained, 2) decreas-
ing in the second stage as most of segments in the training set have a null label (biasing
the classifier toward this label), and 3) increasing again as the classifier improves, better
aligning with the training dataset statistics.

Proof. Nodes are the enumeration of all segments (regardless of labels). Thus,

V =
L⋃
i=1

L⋃
j=i

(i, j) =⇒ |V | =
L∑
i=1

L∑
j=i

1 =
L∑
i=1

(L+ 1− i)

=
L∑
i=1

(L+ 1)−
L∑
i=1

i = L(L+ 1)− L(L+ 1)

2
(5.17)

|V | = L(L+ 1)

2

Proposition 5.5.2. The number of edges in a Semi-CRF graph (as described in § 5.3.4) with
an input length of L is given by L(L−1)(L+1)

6
.

Proof. We know that in the complete segment graph

1. By definition, (ik, jk)→ (ik′ , jk′) ∈ E iff jk + 1 = ik′
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2. There are jk segments ending at jk i.e |
⋃jk

i=1(i, jk)| = jk

3. There are L− jk segments starting at ik′ i.e |
⋃L

i=ik′
(ik′ , i)| = L− ik′ + 1 = L− jk

From 1, 2 and 3, we can deduce that there is jk(L− jk) segments starting at ik′ and
ending at jk. Finally, the total number of edges of the graph is the sum over all jk from 0

to L:

|E| =
L∑

jk=1

jk(L− jk) = L

L∑
jk=1

jk −
L∑

jk=1

j2k

= L
L(L+ 1)

2
− L(L+ 1)(2L+ 1)

6
= L(L+ 1)(

L

2
− 2L+ 1

6
) (5.18)

|E| = L(L+ 1)(L− 1)

6

We employ these propositions to determine the complexity of the Filtered Semi-CRF model
in the following.

Worst case complexity In the worst case scenario, the filtering model ϕlocal does not
filter any segments, resulting in all segments being retained. By utilizing Propositions 3.1
and 3.2, we can deduce that in the worst case, O(|V |) = O(L2) and O(|E|) = O(L3).
This implies that the complexity of our algorithm in the worst case is cubic with respect to
the sequence length L, as O(|V | + |E|) = O(L3). However, it is worth noting that in this
worst case scenario, the resulting graph is the Semi-CRF and the complexity can be reduced
to L2 by utilizing the Forward algorithm during training and the Viterbi algorithm during
inference.

Best Case Complexity In the ideal scenario, the filtering process is optimal, resulting
in the number of nodes in the graph |V | being equal to the true number of non-null
segments in the input sequence, denoted by S . Furthermore, since S does not contain
overlapping segments, |S| ≤ L with |S| = L if all segments in S have unit length and
cover the entire sequence, i.e., S = {(i, i, li)|i = 1 . . . L, li ̸= null}. Additionally, |E| =
|S| − 1 ≤ L − 1 as optimal filtering implies that the path number is unique. As a result,
in this best case scenario, the complexity of the algorithm is linear with respect to the
sequence length L, i.e., O(L).

Empirical Analysis In this study, we assess our model’s empirical complexity by ex-
amining the correlation between the graph size (|V | + |E|) and the input sequence length
L. We use three popular NER datasets for this analysis - CoNLL-2003, OntoNotes 5.0, and
Arabic ACE. Our findings (shown in Figure 5.2) indicate a linear increase in the graph size
as the sequence length increases. Interestingly, the graph size always stays smaller than
the sequence length. This suggests that in practice, the computational complexity of the
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Models CoNLL-2003 OntoNotes 5.0 Arabic ACE

P R F P R F P R F

Yu et al. [2020b] 93.7 93.3 93.5 91.1 91.5 91.3 - - -
Yan et al. [2021a] 92.61 93.87 93.24 89.99 90.77 90.38 - - -
Zhu and Li [2022] 93.61 93.68 93.65 91.75 91.74 91.74 - - -
Shen et al. [2022] 93.29 92.46 92.87 91.43 90.73 90.96 - - -
Zaratiana et al. [2022a] 94.29 93.33 93.81 90.21 91.21 90.71 85.35 83.64 84.49
El Khbir et al. [2022] - - - - - - 84.42 84.05 84.23

Our experiments

CRF 93.29 92.21 92.75 89.00 90.16 89.57 82.79 84.44 83.61
Semi-CRF 92.37 90.49 91.42 88.91 89.78 89.34 82.97 84.24 83.60
+ Unit size null† 92.08 91.41 91.74 89.17 89.76 89.47 83.35 83.62 83.48
FSemiCRF 94.72 93.09 93.89 90.69 91.31 91.00 83.43 85.51 84.46
– w/o Lglobal (5.16)† 94.24 92.70 93.46 90.85 89.57 90.21 83.73 83.56 83.64

Table 5.1: Main Results. All English models employ bert-large-cased as token rep-
resentations for English datasets, except [Yan et al., 2021a] that uses bart-large. † See
the ablation study (§ 5.8) for details.

FSemiCRF model is at worst, O(L). However, during the initial stages of model training,
the graph size may be large because the filtering model, which is responsible for reducing
the graph size, is not fully trained, as depicted in Figure 5.3. But, the graph size decreases
rapidly after a few training steps as the filtering classifier is improving.

5.6 Experimental setups

Datasets and evaluation We evaluate our models on on three diverse Named Entity
Recognition (NER) datasets: CoNLL-2003 andOntoNotes 5.0, both English, andArabic ACE.
We adopt the standard NER evaluation methodology, calculating precision (P), recall (R),
and F1-score (F), based on the exact match between predicted and actual entities.

Hyperparameters To produce contextual token representations, we used bert-large-
cased for both CoNLL-2003 and OntoNotes 5.0 datasets, and bert-base-arabertv2 [Antoun
et al., 2020] for Arabic ACE. For simplicity, we do not use auxiliary embeddings (eg. char-
acter embeddings). All models are trained with Adam optimizer [Kingma and Ba, 2017].
We employed a learning rate of 2e-5 for the pre-trained parameters and a learning rate
of 5e-4 for the other parameters. We used a batch size of 8 and trained for a maximal
epoch of 15. We keep the best model on the validation set for testing. In this work, for all
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segment-based model, we restrict the segment to a maximum widthK to reduce complex-
ity without harming the recall score on the training set (however some segments may be
missed for the test set). By bounding the maximum width of the segments, we reduce the
number of segments from L2 to LK . Under this setup, the complexity of the Semi-Markov
CRF becomesO(LK|Y |2). We implemented our model with PyTorch [Paszke et al., 2019a].
The pre-trained transformer models were loaded fromHuggingFace’s Transformers library,
we used AllenNLP [Gardner et al., 2018b] for data preprocessing and the seqeval library
[Nakayama, 2018] for evaluating the sequence labeling models. Our Semi-CRF implemen-
tation is based on pytorch-struct [Rush, 2020a]. We trained all the models on a server with
V100 GPUs.

Baselines We compare our Filtered Semi-CRF model against the CRF [Lafferty et al.,
2001] and Semi-CRF [Sarawagi and Cohen, 2005]. Additionally, we include results from pre-
vious studies: BiaffineNER [Yu et al., 2020b], BartNER [Yan et al., 2021a], Boundary Smooth-
ing [Zhu and Li, 2022], PIQN [Shen et al., 2022], GSS [Zaratiana et al., 2022a] and ArabIE
El Khbir et al. [2022]. For English datasets, models usebert-large-case (except Bart-
NERwithbart-large). Ourmodel for Arabic data utilizesbert-base-arabertv2.

5.7 Main results

FSemiCRF vs. CRF and Semi-CRF As shown in Table 5.1, our FSemiCRF model out-
performs both the CRF and Semi-CRF reference models in all datasets, validating its ef-
fectiveness. The Semi-CRF model, while providing competitive results, often lags behind,
either matching or slightly underperforming the CRF model. This observation is in line
with the findings of Liang [2005].

Comparison to pior works In our work, we mainly compare our approach with previ-
ous work that we consider comparable, i.e. that uses sentence-level context and the same
backbone model. As shown in the Table 5.1, on all datasets, we found that our FSemiCRF
achieves competitive results on all the datasets. For example, our approach outperforms a
span-based model we proposed earlier Zaratiana et al. [2022a], which uses the Maximum
weighted independent set to select the best spans.

5.8 Ablation study

Semi-CRF + Unit null We study a variation of the Semi-CRF that only allows for the
use of null labels for unit length segments. To do this, we simply modify the original
Semi-CRF by eliminating/masking segmentation paths that contain null segments with a
size greater than one. The motivation for this study is to fix the multiple redundant paths
problem of the Semi-CRF (§ 5.4). The results show that this approach improves perfor-
mance on most of the datasets, but still does not perform as well as the other methods, thus
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CoNLL-2003 (|Y| = 4) OntoNotes 5.0 (|Y| = 18) Arabic ACE (|Y| = 7)

CRF Semi-CRF FSemiCRF CRF Semi-CRF FSemiCRF CRF Semi-CRF FSemiCRF

Scoring 3.9 3.9 3.9 4.8 4.9 4.9 8.1 8.3 8.3
Decoding 2.7 3.7 0.2 4.4 27.5 0.2 6.0 10.1 0.3
Decoding Speedup 1.3x 1.0x 18.5x 6.2x 1.0x 137x 1.7x 1.0x 33.7x

Overall 6.6 7.6 4.1 9.2 32.4 5.1 14.1 18.4 8.6
Overall Speedup 1.1x 1.0x 1.8x 3.5x 1.0x 6.3x 1.30x 1.0x 2.1x

Table 5.2: Inference Wall Clock Time (lower is better). Comparison of required wall-clock
time for the scoring (tokens for CRF, segments for Semi-CRF/FSemiCRF) and decoding pro-
cesses, measured in milliseconds / sample.

validating the importance of segment filtering.

FSemiCRF w/o global loss We investigate the impact of removing the global loss (Eq.
5.16) component on our FSemiCRF model, resulting in a local span classfication model.
The results are presented in Table 5.1 (w/o Lglobal), and show that even without the global
loss component, the model still performs competitively. However, including global loss
consistently improves the overall scores of FSemiCRF across all the datasets.

5.8.1 Efficiency analysis

This section focuses on the computational efficiency of different models, for both training
and inference. For this experiment, all the models use a base size for the encoder to ensure
a fair comparison.

Inference wall clock time The wall clock time analysis for scoring and decoding op-
erations, summarized in Table 5.2, highlights subtle differences in scoring times across all
models. However, when it comes to decoding, FSemiCRF significantly outperforms both
CRF and Semi-CRF models on all datasets. Notably, FSemiCRF achieves a remarkable 137x
speedup over Semi-CRF on the OntoNotes 5.0. Overall, FSemiCRF demonstrates superior
performance, being up to 6x and 2x faster than CRF and Semi-CRF, respectively.

Training throughput Figure 6.6 presents the training throughput of the models, which
measures the number of batches processed per second using a batch size of 8. It reveals that,
in general, CRF is the fastest during training, with FSemiCRF following closely as the second
fastest model. This can be attributed to the larger graph size of FSemiCRF during training,
particularly in the early stages, which can potentially slow down the process, as discussed in
the complexity analysis (5.5.4). However, the differences in training performance between
the models are not as pronounced as during inference.
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5.9 Related Work
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Figure 5.4: Training throughput in batches per
second.

Linear-chainCRF Numerous frameworks
exist for text segmentation. The com-
monly used Linear-Chain CRF [Lafferty
et al., 2001] treats this task as token-level
prediction, training through sequence-level
objectives and using the Viterbi algorithm
[Viterbi, 1967, Forney, 2010] for decoding.
Variants have evolved from using hand-
crafted features [Lafferty et al., 2001, Gross
et al., 2006, Roth and tau Yih, 2005] to au-
tomated feature learning through neural
networks [Do and Artières, 2010, van der
Maaten et al., 2011, Kim et al., 2015, Huang
et al., 2015, Lample et al., 2016a]. Higher
order dependencies (Markov order N > 1)
have been explored for enhanced performance, but their adoption is limited due to com-
plexity and marginal gains [Ye et al., 2009, Cuong et al., 2014].

Semi-Markov CRF Semi-CRF [Sarawagi and Cohen, 2005] is an alternative operating
at segment level, applied to tasks like Chinese word segmentation [Kong et al., 2016] and
Named Entity Recognition [Sarawagi and Cohen, 2005, Andrew, 2006, Zhuo et al., 2016, Liu
et al., 2016b, Ye and Ling, 2018]. It has the advantage of incorporating segment-level fea-
tures but suffers from quadratic complexity and generally equivalent or marginally better
performance than CRFs [Liang, 2005, Daumé and Marcu, 2005, Andrew, 2006].

Dynamic Programming Pruning Prior research has investigated the use of pruning
techniques in dynamic programming to improve the efficiency of structured prediction
tasks [Roark and Hollingshead, 2008, Rush and Petrov, 2012, Bodenstab et al., 2011, Vieira
and Eisner, 2017]. These approaches aim to optimize runtime by selectively discarding
hypotheses during inference. However, these methods often involve a trade-off between
efficiency and performance. In contrast, our Filtered Semi-CRF model introduces a learned
filtering step that collaboratively improves both efficiency and overall model performance.

Named Entity Recognition NER is an important task in Natural Language Processing
and is used in many downstream information extraction applications such as relation ex-
traction [Zaratiana et al., 2023b] and taxonomy construction [Zhang et al., 2018, Dauxais
et al., 2022]. Usually, NER tasks are designed as sequence labelling [Huang et al., 2015,
Lample et al., 2016a, Akbik et al., 2018] where the goal is to predict tagged sequence (eg.
BIO tags). Recently, different approaches have been proposed to perform NER tasks that
go beyond traditional sequence labelling. One approach that has been widely adopted is
the span-based approach [Liu et al., 2016a, Fu et al., 2021, Li et al., 2021b, Zaratiana et al.,
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2022a,c,d, Lou et al., 2022, Corro, 2023] where the prediction is done in the span level in-
stead of entity level. Futhermore, the use of the sequence-to sequence models for Named
Entity Recognition has become popular recently. For instance, Yan et al. [2021a] uses the
BART [Lewis et al., 2019] model to generate named entity using encoder-decoder with copy
mechanism.

5.10 Conclusion

In this chapter, we introduce Filtered Semi-CRF, a novel algorithm for text segmentation
tasks. By applying our method to NER, we show substantial performance gains over tradi-
tional CRF and Semi-CRF models on several datasets. Additionally, our algorithm exhibits
improved efficiency, speed, and scalability compared to the baselines. As future work, we
plan to investigate the extension of Filtered Semi-CRF to nested segment structures.
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GLiNER: Generalist Model for Named
Entity Recognition using Bidirectional
Transformer

6.1 Context

Named Entity Recognition (NER) is essential in various Natural Language Processing (NLP)
applications. Traditional NER models are effective but limited to a set of predefined entity
types. In contrast, Large Language Models (LLMs) can extract arbitrary entities through
natural language instructions, offering greater flexibility. However, their size and cost, par-
ticularly for those accessed via APIs like ChatGPT, make them impractical in resource-
limited scenarios. In this chapter, we introduce a compact NER model trained to identify
any type of entity. Leveraging a bidirectional transformer encoder, our model, GLiNER, fa-
cilitates parallel entity extraction, an advantage over the slow sequential token generation
of LLMs. Through comprehensive testing, GLiNER demonstrate strong performance, out-
performing both ChatGPT and fine-tuned LLMs in zero-shot evaluations on various NER
benchmarks.

6.2 Introduction

Named Entity Recognition plays a crucial role in various real-world applications, such as
constructing knowledge graphs [Ye et al., 2022b, Zaratiana et al., 2024]. Traditional NER
models are limited to a predefined set of entity types.Expanding the number of entity types
can be beneficial for many applications, but it may require labeling data and retraining a
model, which can be costly and time-consuming. The emergence of large language models
(LLMs), like GPT-3 [Brown et al., 2020], has introduced a new era for Open NER by en-
abling the extraction of any entity type using only natural language instructions. However,
powerful LLMs typically comprise billions of parameters and thus require substantial com-
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# Installation: pip install gliner
from gliner import GLiNER

# load model
model = GLiNER.from_pretrained("urchade/gliner_base")

# choose labels
labels = ["person", "organization", "date"]

text = "Bill Gates founded Microsoft on April 4, 1975."

entities = model.predict_entities(text, labels)

for entity in entities:
    print(entity["text"], "=>", entity["label"])

## Expected output:
# Bill Gates => person
# Microsoft => organization
# April 4, 1975 => date

Figure 6.1: GLiNER for open type NER. GLiNER is capable of identifying any entity type
using a bidirectional transformer encoder (BERT-like). It provides a practical alternative
to traditional NER models, which are limited to predefined entities, and Large Language
Models (LLMs) that, despite their flexibility, are costly and large for resource-constrained
scenarios. GLiNER can be easily installed via pip and its pretrained models are hosted on
HuggingFace, ensuring easy accessibility. Moreover, it can run efficiently on CPU, making
GLiNER especially suitable for environments with limited computing power.

puting resources. Although it is possible to access some LLMs via APIs [OpenAI, 2023b],
using them at scale can incur high costs.

In spite of cost considerations, researchers have recently explored the fine-tuning of
open-source language models such as LLaMa [Touvron et al., 2023] for NER. Wang et al.
[2023b], for example, introduced InstructUIE, a fine-tuned FlanT5-11B model [Raffel et al.,
2019, Chung et al., 2022] on existing information extraction (IE) datasets, achieving high
performance in zero-shot settings. Sainz et al. [2024] proposed GoLLIE as an extension of
InstructUIE which work by fine-tuning a CodeLLaMa [Rozière et al., 2023] using detailed
annotation guidelines, obtaining significant performance improvements. Another recent
proposal by Zhou et al. [2024], called UniversalNER, involves the fine-tuning of LLMs us-
ing diverse datasets from various domains, annotated with ChatGPT instead of relying on
standard NER datasets. Remarkably, their approach not only replicates but also surpasses
the original capability of ChatGPT when evaluated in zero-shot settings.

While these approaches have achieved remarkable results, they present certain limita-
tions we seek to address. They use autoregressive language models, which can be slow due
to sequential generation. Moreover, these models have several billion parameters, limiting
their deployment in compute-limited scenarios.

In this chapter, we propose a model that addresses the above-mentioned problems.
Instead of relying on large autoregressive models, we use a smaller and more compute-
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Person [ENT] Organization [ENT] Location [SEP] Alain Farley works at McGill University

30 1 2 4 5

0.1 0.3 0.2 0.1 0. 0.3 0.4 0.2

0.3 0.2 0.1 0.2 0.3 0.1 0.8 0.4

0.1 0.9 0.3 0.0 0.1 0.2 0.3 0.1

….
….
….

Entity types prompt Input sentence

Bidirectional Transformer Language Model 
(BERT, DeBERTa, …)

Span representation layer

[ENT]

Location

Organization

Person

FFN layer

(0,0) (0,1) (1,1) (1,2) (2,2) (4,4) (4,5) (5,5)

(Dot product + Sigmoid activation)

Entity type/Span similarity matrix 

Token/word  
representation

Entity type  
Embeddings

Span 
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Figure 6.2: Model architecture. GLiNER employs a BiLM and takes as input entity type
prompts and a sentence/text. Each entity is separated by a learned token[ENT]. The BiLM
outputs representations for each token. Entity embeddings are passed into a FeedForward
Network, while input word representations are passed into a span representation layer to
compute embeddings for each span. Finally, we compute a matching score between entity
representations and span representations (using dot product and sigmoid activation). For
instance, in the figure, the span representation of (0, 1), corresponding to "Alain Farley," has
a high matching score with the entity embeddings of "Person".

efficient Bidirectional Language Models (BiLM), such as BERT [Devlin et al., 2019] or De-
BERTa [He et al., 2021]. The core concept of our model involves treating the task of Open
NER asmatching entity type embeddings to textual span representations in the latent space,
rather than as a generation task. This approach naturally solves the scalability issues of au-
toregressive models and allows for bidirectional context processing, which enables richer
representations. When trained on the Pile-NER dataset released by Zhou et al. [2024], which
comprises texts from numerous domains and thousands of entity types, our model demon-
strates impressive zero-shot performance. More specifilcally, it outperforms both ChatGPT
and fine-tuned LLMs on various NER datasets without fine-tuning (Table 6.1). The robust-
ness of our model is particularly highlighted by its capability to process languages that were
not part of its training data. Notably, it outperforms ChatGPT in 8 out of 10 such languages,
as detailed in Table 6.3.
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6.3 Method

This section presents our model, GLiNER, which is trained to extract any type of entity
using a Bidirectional Language Models. Our model has three main components: i) a pre-
trained textual encoder (a BiLM such as BERT), ii) a span representation module which
computes span embeddings from token embeddings, iii) an entity representation module
which computes entity embeddings that the model seeks to extract. The goal is to have
entity and span embeddings in the same latent space to assess their compatibility (degree
of matching). The overall architecture of our model is depicted in Figure 6.2.

6.3.1 Architecture

Input format The input to our model comprises a unified sequence combining entity
types (expressed in natural language) and the input text from which entities are to be ex-
tracted. The input format is as follows:

Human: [Instruction]  \n Text: Alain Farley works at McGill 
University 
Assistant: I’ve read the text 

Human: What describes person in the text ? 
Assistant: [‘Alain Farley’] 

Human: What describes location in the text ? 
Assistant: [] 

Human: What describes organization in the text ? 
Assistant: [‘Mcgill University’]

Bidirectional LMs 
(BERT, DeBERTa)

(0,1, person)
(4,5, organization)

[ENT] person [ENT] location [ENT]  organization [SEP] 
+  

Alain Farley works at McGill University

a) UniNER (prev) : Prompting LLM for Open NER. 

b) GLiNER (Ours): Prompting BiLM for Open NER.

[ENT]  [ENT]  … [ENT]  [SEP]   … t0 t1 tM−1 x0 x2 xN−1

[ENT] token represents a special token placed before each entity type and the [SEP]
token functions as a delimiter, separating the sequence of entity types from the input text.
They are initialized randomly at the start of training.

Token representation The token encoder processes the input to compute interactions
between all tokens (both entity types and input text), producing contextualized represen-
tations. Let p = {pi}M−1

0 ∈ RM×D denote the encoder’s output for the[ENT] tokens,
representing all entity types. Similarly, h = {hi}N−1

0 ∈ RN×D denotes the representation
of each word in the input text. For words tokenized into multiple subwords, we use the
representation of the first subword, which is a standard choice in the NER literature.

Entity and Span Representation In our model, we aim to encode entity types and
span embeddings into a unified latent space. The entity representation is computed by
refining the initial representation p using a two-layer feedforward network, resulting in
q = {qi}M−1

0 ∈ RM×D. The representation of a span starting at position i and ending at
position j in the input text, Sij ∈ RD, is computed as:

Sij = FFN(hi ⊗ hj) (6.1)

Here, FFN denotes a two-layer feedforward network, and ⊗ represents the concatena-
tion operation. Moreover, we set an upper bound to the length (K=12) of the span in order
to keep linear complexity in the size of the input text, without harming recall.
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Entity Type and SpanMatching To evaluate whether a span (i, j) corresponds to entity
type t, we calculate the following matching score:

ϕ(i, j, t) = σ(ST
ijqt) ∈ R (6.2)

In this equation, σ denotes a sigmoid activation function. As we train with binary cross-
entropy loss (see next sec. 6.3.2), ϕ(i, j, t) can be interpreted as the probability of the span
(i, j) being of type t.

Model Params Movie Restaurant AI Literature Music Politics Science Average

Vicuna-7B 7B 6.0 5.3 12.8 16.1 17.0 20.5 13.0 13.0
Vicuna-13B 13B 0.9 0.4 22.7 22.7 26.6 27.0 22.0 17.5
USM 0.3B 37.7 17.7 28.2 56.0 44.9 36.1 44.0 37.8
ChatGPT – 5.3 32.8 52.4 39.8 66.6 68.5 67.0 47.5
InstructUIE 11B 63.0 21.0 49.0 47.2 53.2 48.1 49.2 47.2
UniNER-7B 7B 42.4 31.7 53.6 59.3 67.0 60.9 61.1 53.7
UniNER-13B 13B 48.7 36.2 54.2 60.9 64.5 61.4 63.5 55.6
GoLLIE 7B 63.0 43.4 59.1 62.7 67.8 57.2 55.5 58.0

GLiNER-S 50M 46.9 33.3 50.7 60.0 60.9 61.5 55.6 52.7
GLiNER-M 90M 42.9 37.3 51.8 59.7 69.4 68.6 58.1 55.4
GLiNER-L 0.3B 57.2 42.9 57.2 64.4 69.6 72.6 62.6 60.9

Table 6.1: Zero-Shot Scores on Out-of-Domain NER Benchmark. We report the perfor-
mance of GLiNER with various deberta-v3 [He et al., 2021] model sizes. Results for Vicuna,
ChatGPT, and UniNER are from Zhou et al. [2024]; USM and InstructUIE are from Wang
et al. [2023b]; and GoLLIE is from Sainz et al. [2024].

6.3.2 Training

During training, our objective is to optimize model parameters to enhance the matching
score for correct span-type pairs (positive pairs) and reduce it for incorrect pairs (negative
pairs). A span (i, j) paired with an entity type t forms a positive pair (s ∈ P) if the span
is labeled with type t in the training data. Otherwise, it is a negative pair (s ∈ N ). The
training loss for an individual example, comprising spans S and entity types T , is defined
as:

LBCE = −
∑

s∈S×T

Is∈P log ϕ(s)+

Is∈N log (1− ϕ(s))
(6.3)

The variable s represents a pair of span/entity type and I is an indicator function, which
returns 1 when the specified condition is true and 0 otherwise. This loss function corre-
sponds to binary cross-entropy.
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6.3.3 Decoding algorithm

In the decoding phase, we employ a greedy span section that selects entity spans based
on matching scores, to ensure task/dataset specific constraints. This strategy is applied
independently to each sentence. Only, spans (i, j)with matching scores ϕ(i, j, c) > 0.5 are
considered for selection.

Flat NER: The algorithm chooses the highest-scoring non-overlapping span and contin-
ues this process until all spans are evaluated.

Nested NER: Similar to Flat NER, but the algorithm allows selection of fully nested spans
within other entities while still avoiding partial overlaps.

Algorithm Efficiency: The decoding is implemented using a priority queue for spans,
ensuring an O(n log n) complexity, with n being the number of candidate spans. Empiri-
cally, the size of n is usually lower than the input sequence length [Zaratiana et al., 2023a].

6.4 Experimental Setting

6.4.1 Training data

Our objective is to construct a versatile NER model capable of accurately identifying any
entity types across different textual domains. To achieve this, it is essential that our train-
ing dataset includes a diverse range of entity types from various domains. For this, we
utilize the training data released by Zhou et al. [2024], known as Pile-NER1. This dataset is
derived from the Pile corpus [Gao et al., 2020], commonly used for pretraining large lan-
guage models, and comprises text from diverse sources. More specifically, to construct the
dataset Zhou et al. [2024] sampled 50,000 texts from the Pile data and employed ChatGPT
to extract their associated entity types. Notably, they did not specify the entity types to the
LLMs, aiming to extract a diverse range of entity types. They used the prompting approach
shown in Figure 6.3.

Finally, after filtering bad outputs their datasets result in 44,889 passages containing in
total 240k entity spans and 13k distinct entity types.

6.4.2 Hyperparameters

Our model, GLiNER, is trained on the Pile-NER dataset, which we described in the previous
section. We use the deberta-v3 [He et al., 2021] as our backbone due to its proven empirical

1https://huggingface.co/datasets/Universal-NER/Pile-NER-type
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System Message: You are a helpful information extraction 
system. 

Prompt: Given a passage, your task is to extract all 
entities and identify their entity types. The output 
should be in a list of tuples of the following format: 
[("entity 1", "type of entity 1"), ... ].

Passage: {input_passage}

Please identify Organization, Person, Location, and 
Miscellaneous Entity from the given text, output using the 
format as:

Entity: Organization: None | Person: None | Location: 
Word1, Word2 | Miscellaneous: Word3

Text: {text}

Entity:

Figure 6.3: Prompting ChatGPT for entity extraction. This prompt was used Zhou et al.
[2024] to construct the Pile-NER dataset.

performance. All non-pretrained layers have a width dimension of 768 and a dropout rate
of 0.4. Regarding the training process, we employ the AdamW optimizer [Loshchilov and
Hutter, 2017], setting a base learning rate of 1e-5 for pretrained layers (the transformer
backbone) and 5e-5 for non-pretrained layers (FFN layers and span representation). We
trained ourmodels for amaximumof 30k steps, startingwith a 10%warmup phase, followed
by a decay phase using a cosine scheduler. The Pile-NER dataset natively contains only
positive entities (i.e., entities that are present in the sentence), and we found it useful to
include negative entity types during training. This is achieved by sampling random entities
from other examples in the same batch. In addition, we follow the strategies outlined in
Sainz et al. [2024] as a form of regularization, which includes shuffling entity order and
randomly dropping entities. Furthermore, we limit the number of entity types to 25 per
sentence during training. The larger variant of our model, GLiNER-L, takes 5 hours to train
on an A100 GPU 80 GB memory.

6.4.3 Baselines

In our evaluation, we compare our model, GLiNER, with several recent models designed for
Open NER. First, we examine chat models like ChatGPT and Vicuna [Chiang et al., 2023],
which utilize the prompting from Ye et al. [2023]; we present their results as reported by
Zhou et al. [2024].. We also compare our method to three recent Large Language Models
(LLMs) that have been fine-tuned for NER: InstructUIE [Wang et al., 2023b], based on the
FlanT5 11B model and fine-tuned on various NER datasets; UniNER [Zhou et al., 2024],
which employs a LLaMa model fine-tuned on a dataset generated by ChatGPT; GoLLIE
[Sainz et al., 2024], fine-tuned to adhere to detailed annotation guidelines for enhanced
performance in unseen IE tasks, utilizing CodeLLama as its base model. Finally, we include
USM [Lou et al., 2023] in our comparison, which is similar in size to ours but features a
different architecture.
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6.4.4 Evaluation

Datasets We primarily evaluate our model in a zero-shot (i.e, without fine-tuning on
the target dataset) on common NER benchmarks, following previous works Wang et al.
[2023b], Zhou et al. [2024]. The first is the OOD NER Benchmark (Table 6.1), which com-
prises seven diverse NER datasets from CrossNER [Liu et al., 2020b] and MIT [Liu et al.,
2013]. This benchmark is typically used for evaluating out-of-domain generalization capa-
bilities of NERmodels. The second benchmark consists of 20 NER datasets (Table 6.2) from a
wide range of domains, including biomedical, news articles, and tweets. These datasets are
commonly used for training supervised NER models. Additionally, we evaluate our model
on multilingual NER datasets (Table 6.3) for further investigation. For this purpose, we
use the recently released MultiCoNER (Multilingual Complex NER) [Malmasi et al., 2022],
which contains data in 11 languages across various domains.

Metric We adopt the standard NER evaluation methodology, calculating F1-score based
on the exact match (span boundary and span type) between predicted and reference entities.

6.5 Results

6.5.1 Zero-shot on English datasets

In this section, we discuss the performance of our model in a zero-shot context, i.e., by only
training on the Pile-NER dataset without further fine-tuning on target datasets.

OODNER Benchmark We first evaluate our model on the OOD benchmark as reported
in Table 6.1. We compare three different sizes of our model (small, medium, and large)
against the baselines. The results demonstrate our model’s impressive capability, irrespec-
tive of its size. For example, even our smallest model, with only 50M parameters, outper-
forms general-purpose models such as ChatGPT and Vicuna. It also shows better perfor-
mance than the 11B InstructUIE, which has been instruction-tuned for the NER task. Fur-
thermore, when compared to UniNER, which used the same training data as GLiNER, our
medium-sized model (90M) achieves comparable results to UniNER-13B (55 F1 for both),
despite being 140 times smaller. Meanwhile, our largest variant consistently outperforms
UniNER by an averagemargin of 5 points.. Our best competitor, GoLLIE, which leads among
the LLMs, achieves better performance thanmost of ourmodels but is still less effective than
GLiNER-L.When compared to USM,which has a comparable number of parameters to ours,
our model demonstrates significantly superior performance, showing the superiority of our
architecture.

20 NER Benchmark table 6.2 presents a comparison of our model against ChatGPT and
UniNER across 20 diverse NER datasets. First, similar to the OOD benchmark, ChatGPT sig-
nificantly lags behind fine-tuned models for NER. Furthermore, GLiNER achieves the high-
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Dataset ChatGPT UniNER-7B GLiNER-L

ACE05 26.6 36.9 27.3
AnatEM 30.7 25.1 33.3
bc2gm 40.2 46.2 47.9
bc4chemd 35.5 47.9 43.1
bc5cdr 52.4 68.0 66.4
Broad Tweeter 61.8 67.9 61.2
CoNLL03 52.5 72.2 64.6
FabNER 15.3 24.8 23.6
FindVehicle 10.5 22.2 41.9
GENIA 41.6 54.1 55.5
HarveyNER 11.6 18.2 22.7
MIT Movie 5.3 42.4 57.2
MIT Restaurant 32.8 31.7 42.9
MultiNERD 58.1 59.3 59.7
ncbi 42.1 60.4 61.9
OntoNotes 29.7 27.8 32.2
PolyglotNER 33.6 41.8 42.9
TweetNER7 40.1 42.7 41.4
WikiANN 52.0 55.4 58.9
WikiNeural 57.7 69.2 71.8

Average 36.5 45.7 47.8

Table 6.2: Zero-shot performance on 20 NER datasets. Results of ChatGPT and UniNER are
reported from [Zhou et al., 2024].

est performance on 13 of these datasets, surpassing UniNER by an average of 2 points. This
superior performance underscores GLiNER’s robustness and adaptability across a broad
spectrum of domains. However, a notable observation is that GLiNER underperforms com-
pared to UniNER on tweet-based NER datasets. This highlights potential areas for improve-
ment in GLiNER’s ability to process informal, colloquial, or noisy data, typical of social
media content.

6.5.2 Zero-Shot Multilingual Evaluation

In this section, we evaluate the performance of our model in a zero-shot context on unseen
languages to assess its generalizability. This evaluation uses the MultiCONER [Malmasi
et al., 2022], with results detailed in Table 6.3. Our model, GLiNER, is presented in two
variants: En, which employs deberta-v3-large as its backbone, and Multi, which
utilizes a multilingual version of deberta-v3 (mdeberta-v3). Both versions were fine-
tuned on the Pile-NER dataset. For comparative purposes, we report results from ChatGPT
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Language Sup. ChatGPT GLiNER
En Multi

La
tin

German 64.6 37.1 35.6 39.5
English 62.7 37.2 42.4 41.7
Spanish 58.7 34.7 38.7 42.1
Dutch 62.6 35.7 35.6 38.9

N
on

-L
at
in

Bengali 39.7 23.3 0.89 25.9
Persian 52.3 25.9 14.9 30.2
Hindi 47.8 27.3 11.3 27.8
Korean 55.8 30.0 20.5 28.7
Russian 59.7 27.4 30.3 33.3
Turkish 46.8 31.9 22.0 30.0
Chinese 53.1 18.8 6.59 24.3

Average 54.9 29.9 23.6 32.9

Table 6.3: Zero-Shot Scores on Different Languages. The baseline, Sup., is an XLM-R
[Conneau et al., 2019] model fine-tuned on the training set of each language separately,
as reported by Malmasi et al. [2022]. ChatGPT evaluation is taken from Lai et al. [2023].
GLiNER-En employs deberta-v3-large, and Multi uses mdeberta-v3-base.

and a supervised baseline, the latter being fine-tuned on the training set of each dataset
using separate models.

Results As expected, the supervised baseline demonstrated superior performance, signif-
icantly outperforming the zero-shot models. Notably, among these models, GLiNER-Multi
showed the most promising results, surpassing ChatGPT in the majority of languages. This
is particularly noteworthy given that the fine-tuning dataset, Pile-NER, comprises solely
English examples. While GLiNER-En generally underperformed compared to ChatGPT on
average, it demonstrated competitive, and occasionally superior, performance in languages
that utilize the Latin script, such as Spanish and German. However, its effectiveness was
substantially less in non-Latin languages, with a marked underperformance in Bengali,
where it achieved only a 0.89 F1 score.

6.5.3 In-domain Supervised tuning

In this section, we perform in-domain supervised fine-tuning (on 20 NER datasets) of our
model to compare its capabilities against LLMs under this setup. Specifically, we compare
our model against InstructUIE and UniNER, both of which have also been fine-tuned. The
main difference is that UniNER has been pre-trained on the Pile-NER dataset before fine-
tuning.
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Dataset InstructUIE UniNER-7B GLiNER-L
w/o w/ w/ w/o

ACE05 79.9 86.7 82.8 81.3
AnatEM 88.5 88.5 88.9 88.4
bc2gm 80.7 82.4 83.7 82.0
bc4chemd 87.6 89.2 87.9 86.7
bc5cdr 89.0 89.3 88.7 88.7
Broad Twitter 80.3 81.2 82.5 82.7
CoNLL03 91.5 93.3 92.6 92.5
FabNER 78.4 81.9 77.8 74.8
FindVehicle 87.6 98.3 95.7 95.2
GENIA 75.7 77.5 78.9 77.4
HarveyNER 74.7 74.2 68.6 67.4
MIT Movie 89.6 90.2 87.9 87.5
MIT Restaurant 82.6 82.3 83.6 83.3
MultiNERD 90.3 93.7 93.8 93.3
ncbi 86.2 87.0 87.8 87.1
OntoNotes 88.6 89.9 89.0 88.1
PolyglotNER 53.3 65.7 61.5 60.6
TweetNER7 65.9 65.8 51.4 50.3
WikiANN 64.5 84.9 83.7 82.8
wikiNeural 88.3 93.3 91.3 91.4

Average 81.2 84.8 82.9 82.1

Table 6.4: In-domain Supervised fine-tuning. All the models are fine-tuned on the mix of all
training data of the benchmark. w/ indicates that the model was trained on the Pile-NER
dataset before fine-tuning.

Training Setup For the supervised setting, we adhere to the same experimental setup
as described in the main experiment (using deberta-v3 large). Regarding the training data,
we follow the approach of InstructUIE: we randomly sample 10,000 data points for each
dataset in the 20 NER benchmark. If a dataset does not contain 10,000 samples, we include
all available data. We implement two variants of our model: the first one initializes the
weights from our zero-shot model, which is a pretrained on the Pile-NER dataset. The
second variant is trained without the Pile-NER dataset, same as InstructUIE.

Result Firstly, we observe that for the in-domain fine-tuning, our GLiNER model, pre-
trained on Pile-NER, achieves slightly better results than the non-pretrained variant, with
an average difference of 0.8. Moreover, our pretrained GLiNER model outperforms In-
structUIE (with an average difference of 0.9) despite being fine-tuned on the same dataset,
whereas InstructUIE is significantly larger (approximately 30 times so). This demonstrates
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Figure 6.4: Zero-shot performance for different backbones. It reports the avg. results on 20
NER and OOD NER datasets

that our proposed architecture is indeed competitive. However, our model falls behind
UniNER by almost 3 points. Nevertheless, our model still manages to achieve the best score
in 7 out of 20 datasets.

6.6 Further analysis and ablations

In this section, we conduct different set of experiments to better investigate our model.

6.6.1 Effect of Different Backbones

In our work, we primarily utilize the deberta-v3 model as our backbone due to its strong
empirical performance. However, we demonstrate here that our method is adaptable to a
wide range of BiLMs.

Setup Specifically, we investigate the performance of our model using other popular
BiLMs, including BERT [Devlin et al., 2019], RoBERTa [Liu et al., 2019a], AlBERT [Lan
et al., 2019], and ELECTRA [Clark et al., 2020]. We also conducted experiments with XLNet
[Yang et al., 2019] but did not achieve acceptable performance (achieving at most 3 F1 on
the OOD benchmark) despite extensive hyperparameter tuning. For a fair comparison, we
employed the base size (GLiNER-M) and tuned the learning rate for each model. We report
the zero-shot results on both the OOD benchmark and the 20 NER benchmark in Figure 6.4.
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Figure 6.5: Supervised performance across different dataset sizes. The evaluation is con-
ducted on the 20 NER datasets (in Table 6.4).

Result The results of our experiment, as shown in the Figure 6.4, clearly demonstrate the
superiority of deberta-v3 over other pretrained BiLMs. It achieves the highest performance
on both benchmarks by a clear margin. ELECTRA and AlBERT also show notable per-
formance, albeit slightly lower, while BERT and RoBERTa lag behind with similar scores.
However, it should be noted that all of the backbones we tested demonstrate strong per-
formance compared to existing models. More specifically, even BERT-base, which ranks
among the lower performers, achieves around 49 F1 on the OOD benchmark. This score is
still 2 F1 points higher than the average for models like ChatGPT and InstructUIE.

6.6.2 Effect of Pretraining on In-domain Performance

In this section, we investigate the impact of pretraining on the Pile-NER dataset for super-
vised in-domain training on the 20 NER datasets, across various data sizes. The experiments
range from 100 samples per dataset to 10,000 (full training setup). We use the same hyper-
parameters for all configurations. The results are reported in Figure 6.5.

Results As shown in the figure, models pretrained on Pile-NER consistently outperform
their counterparts that are only trained on supervised data, indicating successful positive
transfer. We further observe that the gain is larger when supervised data is limited. For
instance, the difference in performance is 5.6 when employing 100 samples per dataset, and
the gap becomes smaller as the size of the dataset increases.
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Negative Samples Prec Rec F1

0% 49.3 58.1 53.3
50% 62.3 59.7 60.9
75% 61.1 56.5 58.6

Table 6.5: Effect of negative entity types sampling.

6.6.3 Ablations

Negative Entity Sampling The original Pile-NER dataset, curated by Zhou et al. [2024],
features passages with positive entity instances, i.e., entities that are directly present in the
text. To better align training with real-world scenarios, where some entity types might be
absent, we implemented negative entity sampling as mentioned in Section 6.4.2. We eval-
uate different sampling ratios: 0% (only positive entities), 50%, and 75% negative entities.
table 6.5 shows that training with only positive entities results in lower precision but higher
recall, indicating that the model often makes false positive errors. Conversely, using 75%
negative entities increases precision but decreases recall, as the abundance of negatives
makes the model more cautious, leading to missed correct entities. A 50% negative entity
ratio proves to be the most effective, providing a balanced approach.

Entity type dropping In our experiments, we employed a strategy of randomly varying
the number of entity prompts during training. This approach aimed to expose the model to
different quantities of entity types in each training instance, thereby increasing its adapt-
ability to handle scenarios with varying numbers of entities. The usage of this technique
results in an average improvement of over 1.4 points in out-of-domain evaluation, as shown
in the Figure 5.

6.7 Related Works

Named Entity Recognition NER is a well-established task in the field of NLP, with
numerous applications. Initially, NERmodels relied on rule-based system [Weischedel et al.,
1996] that were built using handcrafted algorithms and gazetteers [Mikheev et al., 1999,
Nadeau et al., 2006, Zamin andOxley, 2011]. However, thesemodels had limitations in terms
of scalability and adaptability to new domains or languages. To overcome these issues,
machine learning approaches have been proposed [Lafferty et al., 2001]. In the early stages,
NER tasks were designed as sequence labeling [Huang et al., 2015, Lample et al., 2016a,
Akbik et al., 2018] where the objective was to predict tagged sequences (e.g., BILOU tags
[Ratinov and Roth, 2009b]). Since then, several paradigm shifts have occurred: span-based
approaches treating NER as span classification [Sarawagi and Cohen, 2004, Fu et al., 2021, Li
et al., 2021b, Zaratiana et al., 2022a,c,d, 2023a]; NER being treated as a question answering
problem [Li et al., 2019]; and even as a generation task [Yan et al., 2021b].
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Figure 6.6: Randomly dropping entity types. We report the results with and without nega-
tive entity sampling.

Zero-shot learning for NER The advent of large-scale autoregressive models has re-
cently transformed many paradigms in NLP through natural language prompting [Min
et al., 2022, Wei et al., 2022, Qin et al., 2023]. This is also the case for NER [Li et al., 2022a,
Ashok and Lipton, 2023a, Agrawal et al., 2022]. Others have fine-tuned these models for
tasks to better align their capabilities with the requirements of entity recognition [Cui et al.,
2021a, Zhou et al., 2024] or information extraction in general [Wu et al., 2020, Lou et al.,
2023, Wang et al., 2023b, Sainz et al., 2024, Lu et al., 2022a, Geng et al., 2023]. This is some-
time done through-instruction tuning [Mishra et al., 2021, Wang et al., 2022, Longpre et al.,
2023].

6.8 Conclusion

In this chapter, we introduced GLiNER, a new method for identifying various types of
entities in text using bidirectional language models. Our model not only outperforms
state-of-the-art Large Language Models like ChatGPT in zero-shot scenarios but also of-
fers a more resource-efficient alternative, crucial for environments with limited computing
power. GLiNER is versatile, performing well in multiple languages, including those it was-
n’t trained on. In future work, we aim to further improve GLiNER’s design for enhanced
performance and to better adapt it for low-resource languages.

While our GLiNER model offers several advantages, it also has limitations that should
be considered. One notable limitation is the model’s inability to extract discontinuous en-
tities. This constraint sets GLiNER apart from some Large Language Models (LLMs) that
have this capability, potentially limiting its effectiveness in complex text scenarios where
entities are not contiguous. Additionally, our evaluation methodology primarily relies on
the exact matchingmetric. While this is a robust measure, it may not fully capture more nu-
anced aspects of the model’s output. Subtleties such as partial matches or context-sensitive
interpretations of entities are not adequately represented in this metric, suggesting that our
evaluation might overlook some fine-grained characteristics of the model’s performance.

In the upcoming chapters, we will address the problem of joint entity and relation ex-
traction, where the model must not only extract entities but also identify the relation types
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between pairs of entities.
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Chapter 7

Autoregressive Text-To-Graph
Generation for Joint Entity and
Relation Extraction

7.1 Context

In this chapter, we propose a novel method for joint entity and relation extraction from
unstructured text by framing it as a conditional sequence generation problem. In contrast
to conventional generative information extraction models that are left-to-right token-level
generators, our approach is span-based. It generates a linearized graph where nodes rep-
resent text spans and edges represent relation triplets. Our method employs a transformer
encoder-decoder architecture with pointing mechanism on a dynamic vocabulary of spans
and relation types. Our model can capture the structural characteristics and boundaries
of entities and relations through span representations while simultaneously grounding the
generated output in the original text thanks to the pointing mechanism. Evaluation on
benchmark datasets validates the effectiveness of our approach, demonstrating competi-
tive results.

7.2 Introduction

Joint entity and relation extraction is a fundamental task in Natural Language Processing
(NLP), serving as the basis for various high-level applications such as Knowledge Graph
construction [Ye et al., 2022b] and question answering [Chen et al., 2017]. Traditionally,
this task was tackled via pipeline models that independently trained and implemented en-
tity recognition and relation extraction, often leading to error propagation [Brin, 1999].
Deep learning has led to the creation of end-to-end models, allowing for the use of shared
representations and joint optimization of loss functions for both tasks [Wadden et al., 2019b,
Wang and Lu, 2020, Zhao et al., 2021b, Zhong and Chen, 2021a, Yan et al., 2021c]. Despite
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this advancement, these models essentially remain pipeline-based, with entity and relation
predictions executed by separate classification heads, thereby ignoring potential interac-
tions between these tasks.

Recent advancements have seen a shift towards “real” end-to-end solutions, where the
prediction of entities and relations is intertwined, accomplished through autoregressive
models. These models treat the joint entity-relation task as a process of generating plain
text, employing augmented languages to encode and decode structural information [Paolini
et al., 2021, Lu et al., 2022b, Liu et al., 2022, Fei et al., 2022]. While these models have
achieved remarkable performance, we argue that they also expose room for improvement,
especially in terms of grounding the output in the input text.

In this chapter, we present an autoregressive transformer encoder-decoder model that
generates a linearized graph instead of generating plain text. Our model makes use of
a pointing mechanism [Vinyals et al., 2017] on a dynamic vocabulary of spans and rela-
tions, providing explicit grounding in the original text. In fact, without grounding, models
can generate output that are semantically coherent but contextually detached from the in-
put. Our pointing mechanism mitigates this issue by ensuring that the decoder’s outputs,
specifically the entity spans, are directly tied to the input text. Furthermore, by generat-
ing spans and relations directly from the text, rather than producing standalone plain text,
our model encode the structural characteristics and boundaries of entities/spans more ac-
curately, which can be missed by previous generative information extraction models. The
cornerstone of our solution is the explicit enumeration of all spans1 at the encoder’s out-
put, making them readily available to the decoder. Although the number of spans can be
extensive, we note that when bounding the span size, our model’s vocabulary is typically
smaller than that of traditional language models [Devlin et al., 2019, Raffel et al., 2019], as
discussed in subsequent sections.

Moreover, as previous generative IE models operate at the token level, they scatter the
information regarding an entity’s span and its boundaries over multiple decoding steps.
In contrast, generating an entity and its type in our approach is accomplished in a single
decoding step, resulting in shorter sequence (Figure 7.5). Additionally, ourmethod naturally
ensures the well-formedness of the output while some generative IE models that produce
text, often require non-regular constraints. As an example, in TANL Paolini et al. [2021], if
a portion of the generated sentence has an invalid format, that segment is discarded. Such
issues are readily addressed in our model since the vocabulary can be fully controlled.

We evaluated our model on three benchmark datasets for joint entity and relation ex-
traction: CoNLL 2004, SciERC, and ACE 05. Our model demonstrated competitive perfor-
mance on all datasets. Our contributions can be summarized as follows:

• We propose a novel method for joint entity and relation extraction by framing it
as a conditional sequence generation problem. Our approach generates a linearized
graph representation, where nodes represent entity spans and edges represent rela-
tion triplets.

• Ourmodel employs a transformer encoder-decoder architecturewith a pointingmech-
1Up to a certain length in practice.
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Figure 7.1: Linearization for Information Graph Generation. The input text is mapped into
an information extraction graph. The graph consists of entities and relation triplets, which
are generated sequentially by first producing entity spans (represented by start word, end
word, and entity type) followed by relation triplets (head entity, tail entity, and relation
type).

anism on a dynamic vocabulary of spans and relation types. This allows to capture
the structural characteristics and boundaries of entities and relations while ground-
ing the generated output in the original text.

• We demonstrate the effectiveness of our approach through extensive evaluations on
benchmark datasets, including CoNLL 2004, SciERC, andACE 05. Ourmodel achieves
state-of-the-art results on CoNLL 2004 and SciERC, surpassing previous comparable
models in terms of Entity F1 scores and Relation F1 scores.

7.3 Task Definition

We address the task of joint entity and relation extraction from text as a graph generation
approach. Our proposed model generates nodes and edges as a single sequence, effectively
integrating both entity and relation extraction into a unified framework. Formally, the task
can be defined as follows: Given an input text sequence x = {x1, x2, ..., xL}, where xi
represents the i-th token in the sequence, our objective is to generate a linearized graph
representation y = {y1, y2, ..., yM}, where yj represents a token in the generated sequence.
As shown in Figure 7.1, in Each token yj can take one of three forms:

• Entity span: The token yj represents an entity span, defined as yj = (sj, ej, tj),
where sj and ej denote the starting and ending positions of the entity span, and tj
denotes the type of the entity.

• Relation type: The token yj represents a relation type between two entities, such
as Work_For relation.

• Special token: The token yj represents special tokens used in the generation pro-
cess, such as <SEP> to separate entities and relations or the <END> to stop the
generation.

– 93 –



Chapter 7

Input tokens  
X = {x1, …, xL}

…

Transformer 
Encoder

…

Span 
Representation 

Layer

…

All span embeddings  
K is the maximum span size and  

C is the number of classes

S ∈ ℝ(L×K×C)×D

The vocabulary matrix of our 
decoder E ∈ ℝ(L×K×C+R+T )×D

…

Span 
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…
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using E
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…

Cross-attention
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- Span embeddings are computed using the 
Span Representation Layer 

- Relations types and special tokens 
(<START>, <SEP>, <END>) embeddings are 
learned during training

H ∈ ℝL×D

Figure 7.2: Illustration of the architecture of our model, ATG. (left) The Encoder takes in the
input sequence X and generates representations of the tokens H and spans S. (middle)
The Decoder then generates the next token conditioned on the previous tokens and the
input representation H . (right) The vocabulary matrix used for decoding consists of the
concatenation of span embeddings S, learned relation type embeddings, and special token
embeddings.

The template employed in our model, we refer toATG (Autoregrestive Text-to-Graph),
is depicted in Figure 7.1. It starts by generating the entities, followed by a <SEP> token,
and ends with the relation triplets, each consisting of head node, tail node and edge/relation
type. During training, we try two distinct orderings for the graph linearization: sorted and
random. As shown in the Figure 7.1, the sorted linearization organizes entities and rela-
tions based on their positions in the original text, while the random linearization randomly
shuffles entities and relations order.

7.4 Model Architecture

Our model, ATG, employed an encoder-decoder architecture, which processes the input
text sequence and produces a linearized graph as illustrated in the Figure 7.2.

7.4.1 Encoder

The encoder in ATG utilizes a transformer layer that takes an input text sequence x and
outputs token representationsH ∈ RL×D, where D is the model dimension.
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(0,1,PER) (4,5,ORG) (7,7,LOC) <SEP> (0,1,PER) (4,5,ORG) Work_For (4,5,ORG) (7,7,LOC) Based_In

E<START> E(0,1,PER) E(4,5,ORG) E(7,7,LOC) E<SEP> E(0,1,PER) E(4,5,ORG) EWork_For E(4,5,ORG) E(7,7,LOC)

<END>

EBased_In

+ + + + ++ + +++ +

E0 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

+ + + + ++ + +++ +

ENode ENode ENode ENode EHead ETail ERelation EHead ETail ERelation EHead

Decoder Output

Decoder Input 
Embedding

Positional 
Embedding

Structural 
Embedding

Figure 7.3: Input/ouptut of the decoder. The process starts with the special token<START>
and continues until the<END> token is generated. To separate the generation of nodes and
edges, a special token <SEP> is used. At each position, the decoder takes in the sum of the
embedding of the current token, absolute position embedding, and structural embedding.

7.4.2 Vocabulary Construction

Dynamic vocabulary To enable the pointing mechanism in our decoder, we construct
a dynamic vocabulary matrix E that includes embeddings for spans, special tokens, and
relation types. While special tokens and relation type embeddings are randomly initialized
and updated during training, the span embeddings are dynamically computed [Zaratiana
et al., 2023a], i.e their representations depend on the input sequence. More specifically, the
embedding of a span (start, end, type) is computed as follows:

S[start,end,type] = WT
type[hstart ⊙ hend] (7.1)

In this equation, [⊙] represents a concatenation operation; hstart and hend denote the rep-
resentations of tokens at the start and end positions, respectively. Wtype ∈ R2D×D is a
weight matrix associated with the entity type (i.e, there is a Wtype for each entity types in
a datasets). Finally, the vocabulary embedding matrix E is formed by stacking all the span
embeddings S, special token embeddings T, and relation type embeddingsR.

Vocabulary size The size of the vocabularymatrixE ∈ RV×D is V = L×K×C+R+T ,
whereL represents the sequence length,K the maximum span size,C the number of entity
types, R the number of relations, and T the number of special tokens (<START>, <END>,
and <SEP>). Let’s take the CoNLL 2004 dataset as an example to illustrate this. This
dataset has the following characteristics: K = 12, C = 4, R = 5, and T = 3. Considering
a sentence of length 114 (which is the maximum length in the training set), the resulting
vocabulary size would be 5480. This size is considerably smaller when compared with the
vocabulary size of a typical language model, which usually hovers around 30,000 distinct
tokens.

7.4.3 Decoder

The decoder is a causal transformer trained to predict the next token in the sequence, akin
to traditional language modeling. However, it is important to note that the vocabulary of
our decoder consists of entity spans, relation types, and special tokens, rather than plain
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text. The decoder conditions its predictions on the previously generated tokens y<j using
self-attention and on the input token representationsH using cross-attention. This enables
the decoder to attend to relevant information from both the previously generated tokens
and the input text. Through attention visualizations, as depicted in Figure 7.8 and 7.9, we
observed that the model effectively harnesses both sources of information. Finally, The
training objective aims to maximize the following conditional probability:

p(y|x) =
M∏
j=1

p(yj|y<j,H) (7.2)

This is achieved during the training by minimizing the negative log-likelihood of a ref-
erence sequence obtained by linearizing the reference IE graph. Details about the decoder
input and output are given in the subsequent paragraphs.

Decoder input embedding The embedding step feeds the previous decoder outputs
y1, . . . , yi−1 into the model using the vocabulary matrix E, along with positional and struc-
tural embeddings as shown in Figure 7.3. This process can be expressed as follows:

z1, . . . ,zi−1 =E[y1, . . . , yi−1]

+Epos[1, . . . , i− 1]

+Estruct[y1, . . . , yi−1]

(7.3)

Here,E[y1, . . . , yi−1] corresponds to the token embeddings, which may corresponds to
spans, relation types, or special tokens embeddings depending on the nature of y<i. The
matrix Epos represents absolute positional embedding. It allows to capture the positional
information of the decoder outputs from y1 to yi−1. Additionally, the structural embedding
Estruct serve as indicators to guide the model in generating specific elements. In particular,
they provide information about whether the model should generate a Node (before <SEP>
tokens), Tail, Head nodes, or Relation types (as illustrated in Figure 7.3). Both the absolute
position encoding and the structural embedding are randomly initialized and updated dur-
ing training. In summary, by combining these embeddings, ATG can capture the semantic,
positional and structural information about the linearized graph.

Decoder output Wedefine z̃i as the hidden state at the last position of the decoder output
sequence obtained by feeding the previous output embedding and the encoder outputsH
(for cross-attention) to the decoder, i.e,

z̃i = Decoder(z1, . . . ,zi−1;H)[−1] (7.4)

Then, to compute the probability distribution over the dynamic vocabulary for generat-
ing the next token, yi, our model employs the softmax function on the dot product between
the dynamic vocabulary embedding matrix E and z̃i:

p(yi|y<i,H) =
expET z̃i∑V

k=1(expE
T z̃i)k

(7.5)
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The probabilities generated by this formulation allow themodel to select the appropriate
token from the vocabulary for generating a span, special token, or relation type.

Constrained decoding During inference, we sample from the model by enforcing con-
straints that preserve the well-formedness of the output graph. More specifically, during
inference, we feed our model with the <START> token, and the generation process is
guided by state-transition constraints as outlined in Figure 7.4. This structured approach
ensures that each step in the generation aligns with the defined template, thereby main-
taining the well-formedness of the output and allowing the production of valid IE graphs.
All generations start with the start token Start state and continue until the <END> token
is sampled. In practice, we also add other constraints: in state 1, we prevent the repetition
of already generated spans, and in state 3, we ensure the tail span is different from the head.
Furthermore, it is also possible to incorporate domain knowledge into the prediction. For
instance, if the type of a head entity is PER and the tail entity is ORG, the relation can be
constrained to be Work_For (CoNLL 04 dataset).

7.4.4 Training with Sentence Augmentation

In our work, we observed oversmoothing [Kulikov et al., 2022], where the model prema-
turely generates the <EOS>, i.e a bias towards short sequences [Murray and Chiang, 2018,
Xuewen et al., 2021]. We found this bias to harm the recall of the tasks as the generation
terminates before predicting all the entities/relations. To counteract this, we propose sen-
tence augmentation, drawing inspiration from Pix2seq [Chen et al., 2022], who encounter
a similar problem for their generative object detection model. This approach forms an aug-
mented training sample saug by randomly concatenating sentences from the training set
D = {s1, s2, ..., sN}:

saug =
n⊕

k=1

sik , ik ∼ U(1, N), n ∼ U(1, B) (7.6)

State 2State 1

State 3

State 4

Exit

Start

<START>

<SEP>
Span 
token

Span 
token

Relation
Type

<END>
Span 
token

Figure 7.4: State-Transition diagram for constrained decoding. This diagram illustrates the
state-based decision process used during the inference phase, which ensures the generation
of a correct graph. Each state is represented by a node, and directed edges indicate valid
actions. We use the same color code as the structural embedding in Figure 7.3.

– 97 –



Chapter 7

Here, U denotes the uniform distribution, and B is a hyperparameter indicating the maxi-
mum number of sentences that can be concatenated. By applying this sentence augmenta-
tion technique during training, the model is exposed to diverse and longer output sequence
lengths, reducing the risk of premature generation of the<EOS> token and thus improving
recall. We perform an ablation study of the effect of sentence augmentation in our experi-
ments section, showing that it largely improves the overall performance of our model.

Input text: Alain Farley  works  at  McGill University  in  Montreal

[ Alain Farley | person | work for = McGill University ] works at  
[ McGill University | organization | based in = Montreal ] in  
[ Montreal | location ]

((person: Alain Farley (work for: McGill University)) 
 (organization: McGill University (based in: Montreal)) 
 (location: Montreal))

(0,1,PER) (4,5,LOC) (7,7,LOC) <SEP> (0,1,PER) (4,5,LOC) Work_For  
(4,5,LOC) (7,7,LOC) Based_In

TANL

UIE

ATG

{((Alain Farley, person [work for](McGill University, organization)) 
 (McGill University, organization [based in] (Montreal,  location)))}LasUIE

31 
tokens

32 
tokens

33 
tokens

10 
tokens

Figure 7.5: Linearization for different models. In contrast to existing approaches (TANL
[Paolini et al., 2021], UIE [Lu et al., 2022b], LasUIE [Fei et al., 2022]), our proposed model,
ATG, generates spans (along with relation/special tokens) instead of text tokens, which
allows for a shorter output sequence, richer (span-level) representation and fully controlled
decoding.

7.5 Experimental Setup

7.5.1 Datasets

We evaluated our model on three benchmark English datasets for joint entity-relation ex-
traction, namely SciERC [Luan et al., 2018], CoNLL 2004 [Carreras and Màrquez, 2004], and
ACE 05 [Walker et al., 2006a]. The statistics of the dataset is reported on Table 9.4.

Dataset |E| |R| # Train # Dev # Test

ACE05 7 6 10,051 2,424 2,050
CoNLL 04 4 5 922 231 288
SciERC 6 7 1,861 275 551

Table 7.1: The statistics of the datasets. We use ACE04, ACE05, SciERC, and CoNLL 04 for
evaluating end-to-end relation extraction.
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Models SciERC ACE 05 CoNLL 2004

ENT REL REL+ ENT REL REL+ ENT REL REL+

DYGIE++ [Wadden et al., 2019b] 67.5 48.4 – 88.6 63.4 – – – –
Tab-Seq [Wang and Lu, 2020] – – – 89.5 – 64.3 90.1 73.8 73.6
PURE [Zhong and Chen, 2021a] 66.6 48.2 35.6 88.7 66.7 63.9 – – –
PFN [Yan et al., 2021c] 66.8 – 38.4 89.0 – 66.8 – – –
UniRE [Wang et al., 2021] 68.4 – 36.9 89.9 – 66.0 – – –
TablERT [Ma et al., 2022] – – – 87.8 65.0 61.8 90.5 73.2 72.2

GENERATIVE

HySPA [Ren et al., 2021b] – – – 88.9 68.2 – – – –
TANL [Paolini et al., 2021] – – – 89.0 – 63.7 90.3 – 70.0
ASP [Liu et al., 2022] † – – – 91.3 72.7 70.5† 90.3 – 76.3
UIE [Lu et al., 2022b] – – 36.5 – – 66.6 – 75.0 –
LasUIE [Fei et al., 2022] – – – – – 66.4 – 75.3 –

ATG (Our model) 69.7 51.1 38.6 90.1 68.7 66.2 90.5 78.5 78.5

Table 7.2: Comparison of our proposed model with state-of-the-art methods. Results are
reported in terms of Entity (ENT) F1, Relation (REL) F1, and Strict Relation (REL+) F1 scores.
The best scores are shown in bold, and the second-best scores are underlined. † Italic scores
use undirected evaluation for relation extraction and thus are not strictly comparable to our
results.

ACE 05 is collected from a variety of domains, such as newswire, online forums and
broadcast news. It provides a diverse set of entity types such as Persons (PER), Locations
(LOC), Geopolitical Entities (GPE), and Organizations (ORG), along with intricate relation
types that include ART (Artifact relationships), GEN-AFF (General affiliations), and PER-
SOC (Personal social relationships). This dataset is particularly notable for its complexity
andwide coverage of entity and relation types, making it a robust benchmark for evaluating
the performance of IE models.

CoNLL 2004 is an annotated corpus collected from newswires and focuses on general
entities such as People, Organizations, and Locations, and relations like Work_For and
Live_in.

ScIERC is a dataset that comes with entity, coreference, and relation annotations for
a collection of documents from 500 AI paper abstracts. The dataset defines scientific term
types and relation types specifically designed for AI domain knowledge graph construction.

7.5.2 Evaluation Metrics

For the NER task, we adopt a span-level evaluation requiring precise entity boundaries
and type predictions. To evaluate relations, we use two metrics: (1) Boundaries evalua-
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tion (REL) necessitates the correct prediction of entity boundaries and relation types; (2)
Strict evaluation (REL+) additionally require accurate entity type prediction. We report the
micro-averaged F1 score.

7.5.3 Baselines

We succinctly and briefly describe here the baseline that we compared with our model,
which we separate into two categories: Span-based/table-filling and generative IE.

Span-based and table-filling DyGIE++ [Wadden et al., 2019b] is a model that uses a pre-
trained transformer to compute contextualized representations and employs graph propa-
gation to update the representations of spans for prediction. Tab-Seq [Wang and Lu, 2020]
tackles the task of joint information extraction by treating it as a table filling problem. PURE
[Zhong and Chen, 2021a] is a pipeline model for the information extraction task that learns
distinct contextual representations for entities and relations. PFN [Yan et al., 2021c] intro-
duces methods that model two-way interactions between tasks by partitioning and filtering
features. UniRE [Wang et al., 2021] proposes a joint entity and relation extraction model
that eliminates the separation of label spaces for entity detection and relation classification.
Their model uses a unified classifier to predict labels for each cell in a table of word pairs. In
TablERT [Ma et al., 2022], entities and relations are treated as tables, and the model utilizes
two-dimensional CNNs to effectively capture and model local dependencies.

Generative IE HySPA [Ren et al., 2021b] is a model for text-to-graph extraction that has
linear space and time complexity using a Hybrid span generator. TANL [Paolini et al., 2021]
treat the joint IE task as translation from plain text to augmented natural languages by
fine-tuning a T5 model [Raffel et al., 2019]. This model has been further extended by UIE
[Lu et al., 2022b] and LasUIE [Fei et al., 2022], which both proposed better linearization and
additional pretraining to enhance results. Finally, ASP [Liu et al., 2022] handles entity and
relation extraction by encoding the target structure as a series of structure-building actions,
using a conditional language model to predict these actions.

7.5.4 Hyperparameter Settings

Our model, ATG, employs a transformer encoder-decoder [Vaswani et al., 2017c] archi-
tecture. We train it for a maximum of 70k steps using AdamW [Loshchilov and Hutter,
2017] optimizer. We use learning rate warmup for the first 10% of training and then decay
to 0. The base learning rates are 3e-5 for the encoder, 7e-5 for the decoder, and 1e-4 for
other projection layers. Unlike other generative IE models that utilize pretrained encoder-
decoder architectures, often relying on large models such as T5 [Raffel et al., 2019], we
initialize ATG’s encoder with pre-trained transformer encoders, while the decoder is ran-
domly initialized. In our preliminary experiments, we observed that initializing ATG with
a pretrained encoder-decoder led to suboptimal performance. We hypothesize that this
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Figure 7.6: Investigation of the effect of different choices on model performance (REL+).
(Left) Effect of the number of decoder layers, (Center) Impact of Sentence Augmentation,
(Right) Study of different values of top-p for Nucleus Sampling.

is due to our decoder’s utilization of a dynamic vocabulary, whereas existing pretrained
encoder-decoder models have a fixed token vocabulary, which creates a large discrepancy.
We use DeBERTa [He et al., 2021] for Conll-04 and ACE 05 and SciBERT [Beltagy et al.,
2019a] for SciERC dataset. Across all configurations, the number of decoder layers is set to
6, though we noted that even a single layer can be enough in certain cases. The sentence
augmentation hyperparameter B is set to 5.

7.6 Main Results

Table 7.2 presents the main results of our experiments, along with comparable approaches
from the literature. ATG demonstrates strong performance across all datasets. On the Sci-
ERC dataset, ATG achieves the highest scores across all metrics. It outperforms the second-
best result by 0.2 inREL+ and surpasses the best generative approach, UIE [Lu et al., 2022b],
by 2.1 points. On ACE 05, ATG provide a competitive performance, securing the second-
highest scores. The reported top-performing model, ASP [Liu et al., 2022], operates under a
relaxed, undirected relation evaluation, thereby limiting a fair comparison of results [Taillé
et al., 2021]. On the CoNLL 2004 dataset, ATG exhibits its superiority by outperforming the
second-best result by 2.2 in terms of REL+. Overall, across all three datasets, our proposed
model either holds the top position or showcases strong competitive performance.
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7.7 Ablation Studies

Number of decoder layers The number of decoder layers impact is illustrate on the
Figure 7.6. It has a varying impact on performance across the datasets. In SciERC, increasing
the number of decoder layers leads to a gradual improvement in the performance, reaching
a peak of 38.6 at 6 layer. For ACE 05, the score shows a slight improvement from 65.3 to 66.2
as the number of decoder layers increases from 1 to 6. For the CoNLL 2004 dataset, the score
fluctuates with different numbers of decoder layers, achieving already strong performance
with only a single layer. Overall, the choice of the number of decoder layers can have a
noticeable impact on REL+ performance but the effect may vary across datasets.

Sentence augmentation The effect of sentence augmentation size on REL+ perfor-
mance is illustrated in Figure 7.6. The results reveal that increasing the number of sen-
tence augmentations always improves performance across all datasets, except for CoNLL,
where achieving state-of-the-art (SOTA) results is possible with just a size of 2. However,
the absence of sentence augmentation leads to a significant decrease in REL+, proving its
importance.

Nucleus sampling The impact of different top p values in nucleus sampling [Holtzman
et al., 2019] on the performance (REL+) is shown in Figure 7.6. The scores across all datasets
demonstrate a relatively stable trend, with minor variations observed as the top p value
changes. This can be attributed to the application of constrained decoding, which ensures
that the output remains well-formed. However, the lowest values of top p, corresponding
to greedy decoding, consistently deliver the best performance.

Positional and structural smbeddings Table 7.3 illustrates the importance of posi-
tional and structural encoding on the Relation F1 score. When employing both encoding,
ATG achieves the best performance across all datasets (38.6 for SciERC, 66.2 for ACE 05,
and 78.5 for CoNLL 2004). Excluding positional encoding causes only slight performance
drops, since the span representations may contain some positional information. Omitting
structural encoding leads to similar, but slightly larger drops. Finally, when both are re-
moved, the scores decrease the most, indicating their importance for the task.

SciERC ACE 05 CoNLL 2004

Full 38.6 66.2 78.5
- Pos 36.4 66.0 78.3
- Struct 36.1 65.8 78.4
- Both 35.4 65.4 78.0

Table 7.3: Effect of positional (Pos) and structural embedding (Struct) on REL+.
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Figure 7.7: Impact of sequence ordering on REL+.

Sequence ordering Figure 7.7 compares the effects of sorted and random sequence or-
dering across different datasets. The results clearly show that the sorted ordering approach
consistently outperforms the random one. The difference in performance is particularly
significant on SciERC and ACE 05, with improvements of 4.7 and 4.9, respectively. On the
CoNLL 04 dataset, although the sorted approach still leads, the difference narrows to 1.
Interestingly, we initially hypothesized that random ordering would deliver better perfor-
mance, given that any generation errors in a sorted order could be difficult to rectify.

7.8 Interpretability Analysis

7.8.1 Attention Maps

Here we analyze the attention of the model during the decoding step, which allow us to
explain some of the model’s decision. We investigate both the self-attention (Fig. 7.8) and
cross-attention (Fig. 7.9).

Self-attention The self-attentionmap, shown in Figure 7.8, depicts the distribution of at-
tention across preceding tokens during generation. One notable observation is the model’s
tendency to focus on the head and tail entities that comprise the relation when predicting
relation types. For example, when predicting the Work_For relation, the model allocates
most of its attention weight to the tokens (0,1,Peop) and (4,5,Org).

Cross-attention The cross-attention map in Figure 7.9 indicates the specific areas in the
input sequence that the decoded tokens attend to during generation. For entity labels in
the output sequence such as (0,1,Peop), (4,5,Org), and (7,7,Loc), we can
observe higher attention scores for the words Alain, McGill, and Montreal, re-
spectively, in the input sequence. This indicates that the model tends to focuses on the
beginning of each entity span when generating these entities in the output sequence. Fur-
thermore, when predicting tail entities for relations, significant attention is directed toward
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Figure 7.8: Decoder Self-Attention Visualization. This figure illustrates the attention pat-
terns among elements in the generated sequence.
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Figure 7.9: Decoder Cross-Attention Visualization. This map shows how each target ele-
ment in the decoder interacts with and utilizes the original input text.
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the prepositions ’at’ and ’in’ in the input sequence. This suggests that the model has learned
to associate these prepositions with specific relations between entities.

7.8.2 Learned Structure Embedding

To investigate the impact of the learned structure embedding on model performance, we
analyze the similarity between the structure embeddings learned during training, depicted
in Figure 7.10. Notably, we observe a consistent pattern across datasets: the embeddings
for the Head and Tail exhibit a high negative correlation. This finding may suggest that the
model learns to differentiate between the Head and Tail entities, capturing their distinct
characteristics.
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Figure 7.10: Structure embedding similarity. This map shows the cosine similarity between
pairs of structure embedding.

However, we do not have a clear interpretation of this phenomenon. Additionally, Fig-
ure 7.11 illustrates structure embedding values over 512 dimensions. Noticeably,EHead and
ETail show higher values, indicating that predicting head and tail entities may be the most
challenging for the model.

7.9 Background Works

Classification-based IE In the field of information extraction (IE), traditional pipeline
models have been used, consisting of separate stages for entity recognition and relation
extraction [Roth and Yih, 2004]. Entity recognition is performed to identify mentioned en-
tities [Chiu andNichols, 2015, Lample et al., 2016a, Zaratiana et al., 2022c,d, 2023a], followed
by relation extraction to determine the relationships between these entities [Zelenko et al.,
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Figure 7.11: Structure embedding values. This shows the values taken by the learned struc-
ture embeddings.

2002a, Bach and Badaskar, 2007, Lin et al., 2016, Wu et al., 2017]. However, this approach
suffers from error propagation, where mistakes in entity recognition can negatively impact
the accuracy of relation extraction [Brin, 1999, Roth and Yih, 2004, Nadeau and Sekine,
2007]. To address these challenges, there has been a shift towards end-to-end models that
jointly optimize both entity recognition and relation extraction. This joint optimization
aims to harness the interplay between the two tasks, thereby enhancing overall perfor-
mance [Sun et al., 2021a, Zhao et al., 2021b, Ye et al., 2022a]. Noteworthy directions in this
domain include table-filling methods [Wang and Lu, 2020, Ma et al., 2022], span pair clas-
sification [Eberts and Ulges, 2019, Wadden et al., 2019b], set prediction [Sui et al., 2020],
augmented sequence tagging mechanisms [Ji et al., 2020], fine-grained triplet classification
[Shang et al., 2022], and the use of unified labels for the task [Wang et al., 2021].

Generative IE Recent advancements in generative Information Extraction (IE) empha-
size the use of language models (LMs) to produce entities and relations, either as text or as
a sequence of actions [Paolini et al., 2021, Lu et al., 2022b, Nayak and Ng, 2020, Liu et al.,
2022, Fei et al., 2022, Wan et al., 2023]. Typically, these models employ pretrained encoder-
decoder architectures, such as T5 [Raffel et al., 2019] or BART [Lewis et al., 2020], to encode
an input text and subsequently decode it into a structured output. Their primary advantage
over non-generative methods is their ability to seamlessly integrate tasks by treating them
as a unified generation process. A comprehensive review of this approach is available in
[Ye et al., 2022b, Xu et al., 2023]. Generative models have also found applications in other
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IE tasks, including entity linking [Cao et al., 2021], event extraction [Li et al., 2021a], and
document-level IE [Giorgi et al., 2022].

Constrained Decoding In the generative IE paradigm, the model can in principle gen-
erate any sequence over the LM’s vocabulary if the decoder is not constrained in some way.
One might resort to controlled to bias the model and guide the generation [Li et al., 2022b,
Kumar et al., 2022, Amini et al., 2023]. These approaches still generate a sequence over LM’s
vocabulary that needs to be mapped to an output graph using some kind of a parser that
analyzes the output and extracts a well-formed structure [Paolini et al., 2021]. Another ap-
proach incorporates constraints explicitly into the decoding algorithm to restrict the LM’s
vocabulary to allowed tokens. For instance, Cao et al. [2021] and Josifoski et al. [2022] use
constrained beam search to force the output to a set of allowed entities and relations from a
knowledge base schema. Another solution is to build a custom decoder that is constrained
to a tailored vocabulary and decoding algorithm guaranteed to produce a linearized well-
formed structure. Liu et al. [2022] and Lu et al. [2022b] use a specialized decoder with some
sort of explicit grammar over a specific vocabulary to restrict the output to valid sequences.
Our work falls in this category which can be formalized as generating words from a formal
language described by a grammar over a specialized alphabet [Willard and Louf, 2023, Geng
et al., 2023].

7.10 Conclusion

In conclusion, our autoregressive text-to-graph framework for joint entity and relation ex-
traction has demonstrated its effectiveness in achieving state-of-the-art or competitive re-
sults on multiple benchmark datasets. By directly generating a linearized graph repre-
sentation instead of plain text, ATG successfully captures the structural characteristics,
boundaries, and interactions of entities and relations. Moreover, the pointing mechanism
on dynamic vocabulary provides robust grounding in the original text, which also allows
our model to be fully controllable using grammar-based decoding.

In the next chapter, we propose an extension to this model by framing the joint infor-
mation extraction task as graph structure learning. This approach allows for more efficient
inference by eliminating the slow autoregressive method.
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Structure-Aware Model for Joint Entity
and Relation Extraction

8.1 Context

In this chapter, we propose a novel approach to joint information extraction task by for-
mulating it as graph structure learning (GSL). By formulating IE as GSL, we enhance the
model’s ability to dynamically refine and optimize the graph structure during the extraction
process. This formulation allows for better interaction and structure-informed decisions for
entity and relation prediction, in contrast to previous models that have separate or untied
predictions for these tasks. When compared against state-of-the-art baselines on joint en-
tity and relation extraction benchmarks, our model achieves competitive results.

8.2 Introduction

Information extraction is a fundamental task in NLP with many crucial real-world applica-
tions, such as knowledge graph construction. Early systems for this task were rule-based
with manually coded rules [Appelt et al., 1993, Riloff, 1993], which are time-consuming
and offer low performance. Methods based on machine learning have been proposed [Ze-
lenko et al., 2002b, Jiang and Zhai, 2007], usually implementing pipeline approaches, with
entity and relation models trained separately [Roth and Yih, 2004, Rosenfeld and Feldman,
2007]. The emergence of deep learning has enabled the training of joint IE models end-to-
end through multitask learning, benefiting from rich features learned from self-supervised
language models [Peters et al., 2018, Devlin et al., 2019].

Span-based approaches were proposed [Dixit and Al-Onaizan, 2019, Eberts and Ulges,
2019, Ji et al., 2020], which first classify spans as entities and then predict the relations by
classifying all pairs of span entities. While this approach benefits from rich span represen-
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tations computed by pretrained transformers, it overlooks potential interactions between
entities and relations, as relations cannot influence entity types since entities are predicted
first. As an alternative, table-filling approaches [Gupta et al., 2016, Wang and Lu, 2020, Ren
et al., 2021a, Yan et al., 2023] have been proposed to perform joint predictions, using unified
labels for the task, unlike span-based approaches that assume a prediction order. While it
obtains competitive performance, by not explicitly modeling the graph nature of the task,
table-filling methods might miss out on capturing more complex structural dependencies.
More recently, autoregressive approaches have gained popularity, treating this task as lin-
earised graph generation [Paolini et al., 2021]. Several approaches have been proposed,
either by fine-tuning [Lu et al., 2022b, Liu et al., 2022, Fei et al., 2022] or by prompting large
language models in zero or few-shot [Wadhwa et al., 2023, Geng et al., 2023, Han et al.,
2023]. However, these models exhibit slow inference due to autoregressive generation and
are prone to issues such as hallucination, where the model generates plausible but incorrect
or irrelevant information [Guerreiro et al., 2023, Manakul et al., 2023].

Node/edge 
classification

6

Input tokens  
X = {x1, …, xL}

…

Transformer 
Encoder

…

Span rep. 
layer

…

Node selector Edge selector Structure 
Learner (GNN)

1

3 4

2

(1)  The model first computes token representations. (2)  Then, it computes span 
representations. (3) The node selector module prunes the spans to obtain candidate 
nodes. (4)  The edge selector predicts initial candidate edges. (5)  Subsequently, a 
graph neural network (GNN) refines the node/edge representations and edits the 
graph structure by keeping or removing nodes/edges. (6)  Finally, nodes and edges 
are classified into their respective types using representation learned by the GNN.

5

Figure 8.1: Model architecture. Please refer to the text box in the figure for an explanation
of the different steps.

In this chapter, we propose a new paradigm for the IE task by treating it as a graph
structure learning problem [Kipf et al., 2018, Franceschi et al., 2019, Jin et al., 2020, Zhao
et al., 2021a, Li et al., 2023b], enabling more robust graph representation and thus structure-
informed prediction. This method begins by creating an initial, imperfect graph from the
text, where nodes represent textual spans and edges represent the relationships between
these spans. Subsequently, the structure learner performs two operations: 1) it first enriches
the representation of the elements of the graph using Graph Neural Networks (GNN) [Kipf
and Welling, 2016, Hamilton et al., 2017], and then 2) it performs edit operations on the
current graph, by either keeping or dropping elements (node or edge) to recover the final
graph structure. Our structure learner is similar to the Graph Edit Network Paassen et al.
[2021], except that our model does not have an adding operation as we assume that the ini-
tial graph contains them, and all edit operations are performed in a single step in our case.
Furthermore, our structure learner takes advantage of recent advancements in GNN liter-
ature by employing the Token Graph Transformer (TokenGT) [Kim et al., 2022], a highly
expressive model for graph-structured tasks. We found that it performs significantly better
than standard message-passing GNNs [Gilmer et al., 2017] such as graph convolution net-
work (GCN) [Kipf and Welling, 2016] and graph attention network (GAT) [Veličković et al.,
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Figure 8.2: Graph transformer: Our model first constructs an initial graph from the input
text (b) (Section 8.3.2). A transformer then processes nodes and edges of the graphs to
refine their representation (d) (Section 8.4.1). Edge representation only uses node and type
identifiers (without using edge-specific features) to enforce the transformer to use the graph
structure for representation computation.

2018], especially since our graph is noisy and highly heterogeneous (i.e., contains many
types of nodes and edges). Finally, our model performs node and edge classification on the
final graph structure. When evaluated on benchmark datasets for joint IE, we found that
our model achieves competitive results compared to strong baselines.

8.3 Input Graph Modeling

In this section, we provide a detailed explanation of the architecture of our proposed model,
as illustrated in Figure 8.2.

8.3.1 Span Representation

The first step of our model consists of converting the input token {xi}Li=1 into a set of
contextualised embeddings {hi}Li=1 ∈ RD. In this work, token embeddings are computed
using a pretrained transformer encoder [Devlin et al., 2019]. Then, the representation of a
span starting at position i and ending at position j is computed as follow:

sij = FFN([hs
i ;h

e
j ]) (8.1)

where, hs
i and he

j are the embeddings of the start and end word respectively, and FFN is
a two-layer feed-forward network. To prevent quadratic complexity, we restrict the maxi-
mum width of the spans to a fixed number (< L).
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8.3.2 Graph Construction

Here, we describe the initial graph construction process in our model, which corresponds
to steps 2 and 3 of Figure 8.2. The objective is to select an appropriate number of nodes
and edges before the structure learning phase. Including an excessive number of nodes
and edges can hinder scalability, while opting for too few may lead to recall issues, poten-
tially omitting critical nodes and edges. Hence, the goal is to strike a balance that ensures
efficiency without sacrificing the incorporation of essential graph components.

Node selection In this step, the aim is to select relevant text spans to serve as nodes in
the initial graph. For each span (i, j) within the span set S , the model computes a score:

sel_node((i, j)) = σ(wT
nsij) (8.2)

where wn ∈ RD×1 is a learned weight matrix, and σ the sigmoid function. Finally, the
top-K spans that have the highest sel_node score are selected as nodes. We denote
these nodes as V .

Edge selection This layer prunes the edges of the fully connected graph formed by all
the nodes in V . It first computes the score of each potential directed edge (i, j) −→ (k, l) —
with both source and target nodes belonging to the previously computed V :

sel_edge((i, j), (k, l)) = wT
e [sij; skl] (8.3)

wherewe ∈ R2D×1 is a learned weight matrix. The top-K edges with the highest scores
are then selected; we denote them as E .

Initial graph formation After the node V and edge E selections, we construct the initial
graph, denoted asG = (V , E), illustrated in step 4 of Figure 8.2. This graph forms the basis
for the subsequent structure learning phase, whose objective is to refine and edit G into the
final IE graph.

8.4 Structure Learning

The goal of structure learning is to modify the structure of the graph constructed previously
to produce the final IE graph. This process unfolds in two main steps: Utilizing a Graph
Neural Network (GNN), the structure learner first enriches the representations of nodes
and edges in G, leveraging the existing graph’s information. Then, the structure learner
performs editing operations on G, using the learned structure-aware representations.
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8.4.1 Graph Representation Learning

This layer aims to enrich the representations of nodes and edges using information from
the previously constructed graph G. Typically, graph representation learning employs
message-passing Graph Neural Networks (MPGNNs), which aggregate information from
neighboring nodes. However, we find this approach yields suboptimal performance due
to the noisy and heterogeneous nature of our input graph. Moreover, standard message-
passing GNNs often encounter challenges such as oversmoothing [Chen et al., 2019] and
oversquashing [Alon and Yahav, 2021]. Given these limitations, we use TokenGT [Kim
et al., 2022], which treats nodes and edges of the graph as independent tokens, and feeds
these tokens as input to a standard Transformer [Vaswani et al., 2017b]. TokenGT has been
proven to be more expressive than message-passing GNNs and provides stronger empirical
performance. It effectively addresses the shortcomings of MPGNNs and facilitates long-
range interactions thanks to global attention mechanisms.

Graph Tokenization Let’s consider two nodes n = (i, j) and m = (k, l), representing
spans, and a directed edge n −→ m in graph G. The representation of the nodes n and m
are computed as:

zn = sn + [pn;pn]

zm = sm + [pm;pm]
(8.4)

and the representation of the edge n −→ m is:

zn,m = [pn;pm] (8.5)

Where sn and sm (∈ RD) are the representations of the spans (as computed in Equa-
tion 8.1), and pn and pm (∈ RD/2) correspond to node identifiers. The node identifiers are
initialised with orthonormal vectors (following [Kim et al., 2022]) and then updated during
training. During forward passes, they are randomly assigned to each node of the graph.
We found that freezing the node identifiers can also work but provides suboptimal results.
Furthermore, as noted in Equation 8.5, the edge representation consists solely of node iden-
tifiers. By doing so (not providing edge-specific features), we ensure the transformer layer
purely uses the graph structure to represent the edges, which it does surprisingly well.
However, explicitly integrating edge features can sometimes enhance the results.

Transformer layer The transformer layer takes as input the node and edge tokens com-
puted previously. Following [Kim et al., 2022], we augment the input with learned token
type embeddings eNode and eEdge (∈ RD), which specifies whether a token represents a
node or an edge. Then, we linearly project the token embeddings to match the dimensions
of the transformer layer:

z(0)n =W T
in(zn + eNode)

z(0)n,m =W T
in(zn,m + eEdge)

(8.6)
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where, Win ∈ RD×D is the input projection weight. Then, the stacked nodes and
edges, denoted as Z(0) ∈ R(|V|+|E|)×D are fed into an L-layer transformer to produce the
final representation Z(L).

8.4.2 Graph editing

In this stage, the goal is to obtain the final graph structure (IE graph), comprising nodes
and their connectivity. This is accomplished using the representations Z(L) learned by the
graph transformer in the preceding subsection. We use a similar approach to the Graph
Edit Network (GEN) [Paassen et al., 2021]. Following GEN, our layer either keeps or re-
moves elements from the graph. However, in contrast to GEN, we do not introduce new
elements, assuming that the initial graph G already contains all necessary nodes and edges.
Consequently, since no new nodes are added, graph editing can be executed in a single
stage.

Edit layer The graph editing process computes the probability for each node (pkeep(n))
and edge (pkeep(n,m)) regarding whether they should be kept or removed using a linear
layer:

pkeep(n) = σ(wT
k z

(L)
n )

pkeep(n,m) = σ(wT
k z

(L)
n,m)

(8.7)

where wk ∈ RD is a learnable weight shared by the edges and the nodes.

Final graph structure To predict the final graph structure, we select the final nodes Vf
and final edges Ef , according to their keep probability, as follows:

Vf =
{
n ∈ V : pkeep(n) > 0.5

}
Ef =

{
(n −→ m) ∈ E : pkeep(n,m) > 0.5

} (8.8)

Depending on the specific text-graph dataset used, it might be necessary to ensure that
the final nodes Vf do not have overlapping spans. To address this, we employ a greedy
algorithm that iteratively selects the highest-scoring node while respecting this constraint.
Additionally, although rare, there may be instances where an edge (n → m) is selected in
Ef , while either n orm is not in Vf . In such cases, we simply discard the edge to maintain
consistency in the graph structure.

8.4.3 Classification

The final step for obtaining the IE graph involves labeling the nodes and edges of the graph.
We do so by computing classification scores for nodes and edges, denoted as yn and yn,m
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respectively, using two independent feed-forward networks:

yn = FFNV(z
(L)
n ) ∈ R|C|

yn,m = FFNE(z
(L)
n,m) ∈ R|R| (8.9)

where |C| is the number of node types, and |R| is the number of entity types.

8.5 Training

Ourmodel is trained usingmultitask learning [Caruana, 1997], by jointly optimising the loss
for the different components, treated as independent classifiers [Punyakanok et al., 2005].
The total loss function, Ltotal, for training our model is computed as:

Ltotal = LV + LE + Ledit + Lcls (8.10)

This equation sums up the node selection loss (LV ), edge selection loss (LE ), edit losses
(Ledit), and final node/edge classification losses (Lcls).

8.6 Experimental setup

8.6.1 Datasets

We evaluated our model on three datasets for joint entity-relation extraction, namely Sci-
ERC [Luan et al., 2018], CoNLL04 [Carreras and Màrquez, 2004], and ACE 05 [Walker et al.,
2006a]. We describe them in the following and provide details and statistics about the
datasets in Table 9.4.

ACE 05 is collected from a variety of domains, such as newswires, online forums, and
broadcast news. It provides a very diverse set of entity types, such as Persons (“PER”), Loca-
tions (“LOC”), Geopolitical Entities (“GPE”), and Organizations (“ORG”), as well as complex
types of relationships between them, including General Affiliations (“GEN-AFF”), Personal
Social Relationships (“PER-SOC”), among others. This dataset is particularly notable for its
complexity and wide coverage of entity and relation types, making it a robust benchmark
for evaluating the performance of joint information extraction models.

CoNLL-2004 is a popular benchmark dataset for entity-relation extraction in English.
It focuses on general entities, such as People, Organizations, and Locations, and simple
relation types, such as “Work_For” and “Live_In”.
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Dataset |E| |R| # Train # Dev # Test

ACE05 7 6 10,051 2,424 2,050
CoNLL 2004 4 5 922 231 288
SciERC 6 7 1,861 275 551

Table 8.1: Number of entity labels, relation labels, and sentences in each dataset.

Hyperparameter ACE 05 CoNLL 2004 SciERC

Backbone ALB ALB SciB
GNN Layers 2 2 2
Optimizer AdamW AdamW AdamW
lr backbone 1e-5 3e-5 3e-5
lr others 5e-5 5e-5 5e-5
Weight Decay 1e-2 1e-4 1e-4
FNN Dropout 0.1 0.1 0.1
Hidden Size 768 768 768
Training Steps 120k 50k 30k
Warmup 5000 5000 3000
Batch size 8 8 8
Span length 12 12 12

Table 8.2: Hyperparameters Recapitulation. ALB denotes albert-xxlarge-v1 and
SciB denotes scibert_scivocab_uncased.

SciERC is specifically designed for the AI domain. It includes entity and relation anno-
tations from a collection of documents from 500 AI paper abstracts. It contains scientific
entity types and relation types and is primarily intended for scientific knowledge graph
construction.

8.6.2 Evaluation Metrics

For the named entity recognition (NER) task, we use span-level evaluation, demanding pre-
cise entity boundary and type predictions. For evaluating relations, we employ twometrics:
(1) Boundary Evaluation (REL), which requires correct prediction of entity boundaries and
relation types, and (2) Strict Evaluation (REL+), which also necessitates correct entity type
prediction. We report the micro-averaged F1 score following previous works.
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ACE 05 CoNLL 2004 SciERC

Model Backbone Entity REL REL+ Entity REL REL+ Entity REL REL+

DYGIE++ [Wadden et al., 2019b] BB & SciB 88.6 63.4 – – – – 67.5 48.4 –

Tab-Seq [Wang and Lu, 2020] ALB 89.5 – 64.3 90.1 73.8 73.6 – – –

PURE [Zhong and Chen, 2021a] ALB & SciB 89.7 69.0 65.6 – – – 66.6 48.2 35.6

PFN [Yan et al., 2021c] ALB & SciB 89.0 – 66.8 – – – 66.8 – 38.4

UniRE [Wang et al., 2021] ALB & SciB 89.9 – 66.0 – – – 68.4 – 36.9

TablERT [Ma et al., 2022] ALB 87.8 65.0 61.8 90.5 73.2 72.2 – – –

UTC-IE [Yan et al., 2023] ALB & SciB 89.9 – 67.8 – – – 69.0 – 38.8

Our model ALB & SciB 89.8 68.4 66.4 89.6 76.5 76.5 69.2 50.6 39.1

+ Edge features ALB & SciB 89.8 68.0 66.0 90.2 76.6 76.6 68.0 50.4 39.4

Table 8.3: Results for different approaches and datasets. "Entity" refers to the F1 score
for entity recognition, "REL" for relaxed relation extraction, and "REL+" for strict rela-
tion extraction. The "Backbone" column indicates the underlying architecture for each
model (ALB for albert-xxlarge-v1, BB for bert-base-cased, and SciB for
scibert-base-uncased).

8.6.3 Hyperparameters

In this study, we implemented ourmodel usingALBERT [Lan et al., 2019] for theACE 05 and
CoNLL 2004 datasets, and SciBERT [Beltagy et al., 2019b] for the SciERC dataset, aligning
with previous works. For all the models, we used the AdamW optimizer, and the learning
rates and the number of training steps were tuned differently according to the dataset. We
used two layers for the transformer layer, using the standard variant from Vaswani et al.
[2017b] for structure learning. For the top-K value used for node and edge selection, we
set it to the same length as the input sequence, which proved satisfactory in preliminary
experiments. We detail the hyperparameters in Table 8.2. Our model was implemented
using PyTorch and trained on a server equipped with A100 GPUs.

8.6.4 Baselines

We primarily compare our model, with comparable approaches from the literature in terms
ofmodel size. DyGIE++ [Wadden et al., 2019b] is amodel that uses a pretrained transformer
to compute contextualised representations and enriches the representations of spans using
graph propagation.PURE [Zhong and Chen, 2021a] is a pipeline model for the information
extraction task that learns distinct contextual representations for entities and relations.
PFN [Yan et al., 2021c] introduces methods that model two-way interactions between the
task by partitioning and filtering features. UniRE [Wang et al., 2021] proposes a joint
entity and relation extraction model that uses a unified label space for entity and relation
classification. Tab-Seq [Wang and Lu, 2020] tackles the task of joint information extraction
by treating it as a table-filling problem. Similarly, in TablERT [Ma et al., 2022], entities and
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relations are treated as tables, and the model utilizes two-dimensional CNNs to effectively
capture and model local dependencies within these table-like structures. Finally, UTC-IE
[Yan et al., 2023] treats the task as token-pair classification. It incorporates Plusformer to
facilitate axis-aware interactions through plus-shaped self-attention and local interactions
using CNNs over token pairs.

8.7 Results and Analysis

8.7.1 Main results

The main results of our experiments are reported in Table ??. For our model, we report
two variants: with and without edge features. Interestingly, there is only a marginal dis-
tinction between these variants, suggesting that utilizing node identifiers alone adequately
represents edges for the graph transformer layer. Compared to state-of-the-art baselines,
our proposed model achieves the highest performance on both CoNLL 2004 and SciERC
datasets. Notably, ourmodel outperforms the best-performing approach on CoNLL bymore
than 3 points in relation F1. Finally, while our model’s performance on ACE 05 exhibits
slightly lower results in relation evaluation, its entity evaluation performance matches
state-of-the-art results.

Dataset Setting ENT REL REL+

ACE 05 Trans 89.8 68.4 66.4
GCN 88.3 55.3 52.1
GAT 88.3 54.5 52.1
SAGE 57.2 56.8 53.2

CoNLL 04 Trans 89.6 76.5 76.5
GCN 89.7 72.4 72.4
GAT 86.1 70.6 70.6
SAGE 88.8 72.2 72.2

SciERC Trans 69.2 50.6 39.1
GCN 49.8 32.7 17.5
GAT 30.9 31.6 15.0
SAGE 36.2 37.1 19.3

Table 8.4: Comparison of graph transformers against message-passing based GNN: Graph
Convolution Network (GCN), Graph Attention Network (GAT) and GraphSAGE (SAGE).

8.7.2 Comparison with Message Passing GNN

In our study, we primarily utilize a transformer to learn the structure of the information
extraction graph. In this section, we contrast it with the traditional Message Passing Graph
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Neural Network (MPGNN), where each node in the graph can only communicate mes-
sages to its immediate neighboring nodes for each layer. To achieve this, we substitute the
transformer layer with MPGNN to learn the representation of the spans, i.e., nodes. The
numerical results of this comparative analysis are presented in Table 9.7.

Message Passing First, let’s briefly outline the concept of message passing. During each
iteration of message passing in a GNN, a hidden embedding zn corresponding to each node
n is updated based on information aggregated from n’s incoming nodes (m|m→ n ∈ E) in
the graph, denoted as N (n). A message passing update can be expressed as follows:

z(k+1)
n = ψ

z(k)n ,
⊕

m∈N (n)

ϕ(z(k)n , z(k)m )

 (8.11)

Where ψ and ϕ are learnable functions, and
⊕

m represents a permutation-invariant op-
eration such as summation or max pooling. In our study, we explore three variants of the
message-passing GNN: Graph Convolutional Network (GCN) [Kipf et al., 2018], Graph At-
tention Network (GAT) [Veličković et al., 2018], and GraphSAGE (SAGE) [Hamilton et al.,
2017]. The only distinction among these variants lies in the aggregation function ϕ for
message passing and the permutation-invariant operation

⊕
in Equation 8.11. For all vari-

ants, we utilized the available implementations in the PyTorch Geometric library [Fey and
Lenssen, 2019].

Results The results for each variant are reported in Table 9.7. The transformer variant
consistently outperforms the MPGNN baselines by a significant margin in terms of relation
evaluation. For instance, in terms of REL+metric, it outperforms the variants by more than
10 points on ACE 05, more than 4 points on CoNLL 04, and over 20 points on SciERC. The
results ofMPGNN onCoNLL 04 are relativelymore competitive compared to other datasets,
possibly due to its simplicity (generic entity and relation types), requiring less reasoning
for the model. Our main intuition for the poor performance of the MPGNN approach is
as follows: (1) Our constructed graph is highly noisy at both node and edge levels. The
functionality of MPGNN, which forces neighborhood direct connections, makes it difficult
to distinguish noise from valid signals. In contrast, the transformer layer allows all nodes
and edges to have a global overview of the entire graph, facilitating the discrimination
between signal and noise. (2) Additionally, the information extraction graph is highly het-
erogeneous (many node and edge types), while MPGNNs are more suited for homogeneous
and homophilic graphs. (3) Finally, MPGNNs are prone to problems such as oversmoothing
and oversquashing, which can result in suboptimal learned representations. Transformers
are less prone to these problems.

8.7.3 Attention Analysis

In Figure 9.4, we illustrate the attention map generated by our graph transformers. The
resulting map exhibits intuitive patterns: first, we observe that nodes assign high attention
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Figure 8.3: Attention visualization in Graph Transformer. In this figure, we illustrate the
attention for the input “Stephen Curry plays for the Warriors in San Francisco”. The nodes
are represented by their identifier and text spans and edges are represented by their cor-
responding (directed) pairs of node identifier. We illustrate only the top 3 nodes and top 3
edge for better visibility.
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Figure 8.4: Entity and Relation confusion matrix.

weight to themselves, indicating that a significant part of the information is already en-
coded within the span representation. In addition, spans also show considerable attention
to edges, indicating that the graph structure may be useful to improve node representation
to some extent. Furthermore, we also observe interesting patterns concerning relations.
Notably, relations that are solely based on node identifiers can precisely attend to their cor-
responding head and tail nodes. For instance, the edge “[2]− > [0]” assigns the highest
attention to the nodes with identifier [2] and [0], which corresponds to “Warriors” and “San
Francisco” respectively. This observation applies to the other edges. This suggests that by
solely using identifiers to represent edges, the transformer layer effectively reconstructs
the graph structure.

8.8 Error Analysis

We conduct a detailed error analysis on the test sets, evaluating our model’s performance
and pinpointing improvement areas (see Figure 8.4).

Entity errors Our analysis of entity extraction errors is illustrated in Figure 8.5. For
ACE 05, errors primarily come from correct span identification but incorrect label predic-
tion. Notably, a significant portion of these errors involves pronominal entities like we, us,
it, and our. In contrast, we observe few labeling errors with the CoNLL 2004 dataset, due to
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its simple entity types and predominantly exact span identification. However, in SciERC,
an important number of misclassifications occur, primarily attributed to underspecified re-
lation types such as “Generic” and “OtherScientificTerm”, as well as the confusion between
“Method” and “Task” entity types.

ACE 05 CoNLL 2004 SciERC
0

50

100

150

200

250

300 Right Span & Wrong Label
Overlap Span & Wrong Label
Overlap Span & Right Label

Figure 8.5: Common Errors in Entity Recogni-
tion. This caption highlights prevalent model
errors found within false positives.

Relation errors For relations, we con-
centrate on analysing labeling errors, as-
suming spans are predicted correctly. In
the ACE 05 dataset, errors involving
GEN-AFF represent 40% of errors, often
confused with ORG-AFF due to their se-
mantic similarities, which can even chal-
lenge human discernment. In SciERC, 70%
of labeling errors involve PART-OF and
USED-FOR types, which are often con-
fused with each other. Finally, for the
CoNLL 2003 dataset, there are no label-
ing errors for the relations; the errors are
mainly false positives and false negatives.
This highlights that this dataset is less chal-
lenging, but also that our model is strong.

8.9 Related Works

Joint IE The field of information extrac-
tion (IE) has evolved from traditional pipeline models, which handle entity recognition
[Chiu and Nichols, 2015] and relation extraction [Zelenko et al., 2002a, Bach and Badaskar,
2007, Lin et al., 2016] sequentially, to end-to-end models. These approaches aim to miti-
gate error propagation [Brin, 1999, Nadeau and Sekine, 2007] by jointly optimizing entity
and relation extraction [Roth and Yih, 2004, Sun et al., 2021a], enhancing the interaction
between the two tasks and overall performance. Proposed approaches include table-filling
methods [Wang and Lu, 2020, Ma et al., 2022], span pair classification [Eberts and Ulges,
2019, Wadden et al., 2019b, Ye et al., 2022a], set prediction [Sui et al., 2020], augmented se-
quence tagging [Ji et al., 2020], and the use of unified labels for the task [Wang et al., 2021,
Yan et al., 2023]. Additionally, the usage of generative models [OpenAI, 2023a] has become
popular for this task, where input texts are encoded and decoded into augmented language
[Paolini et al., 2021]. Some of these approaches conduct fine-tuning on labeled datasets
[Lu et al., 2022b, Fei et al., 2022], while others use prompting techniques on large language
models such as ChatGPT [Wadhwa et al., 2023]. Diverging from these approaches, our pro-
posed model tackles the joint IE task as Graph Structure Learning, where the structure of
information extraction is first inferred, followed by the prediction of node and edge types
to more effectively incorporate structural information.
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GSL Graph Structure Learning is a crucial task aimed at jointly optimizing the graph
structure and downstream performance during training [Zhu et al., 2022, Zhou et al., 2023].
In this context, graphs may be incomplete, and in some cases, missing entirely, as they can
be in our study. Different models employ various approaches to infer edges between nodes.
For example, a metric learning approach utilizes a metric function on pairwise node em-
beddings to derive edge weights [Li et al., 2018, Yu et al., 2020a, Zhang and Zitnik, 2020].
Others utilize more expressive neural networks to infer edge weights based on node rep-
resentations [Zheng et al., 2020, Luo et al., 2021, Veličković et al., 2020, Sun et al., 2021b].
Alternatively, they may treat the adjacency matrix as learnable parameters and directly op-
timize them along with GNN parameters [Gao et al., 2019, Jin et al., 2020]. In this chapter,
we approach joint entity and relation extraction as Graph Structure Learning (GSL) by first
inferring the structure of the graph, where text spans are nodes and relations are edges,
and then predicting the types of its elements.

8.10 Conclusion

In this work, we approached the task of joint entity and relation extraction as Graph Struc-
ture Learning. Our methodology involves predicting an initial and noisy graph, followed
by leveraging cutting-edge techniques from the Graph Neural Network (GNN) literature to
refine the graph representations. This refinement process results in the production of the
final information extraction graph through graph editing. When evaluated on common IE
benchmarks, our model demonstrates competitive performance compared to state-of-the-
art approaches.

In the next chapter, we propose a novel architecture for the joint Information Extraction
(IE) task, where spans and relation extraction are enhanced through higher-level interac-
tions enabled by an attentionmechanism. Additionally, we introduce several decoding algo-
rithms that incorporate domain- and task-specific constraints into joint IE models, thereby
making their outputs more reliable.
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Enriched Representation and Globally
Constrained Inference for Entity and
Relation Extraction

9.1 Context

Despite recent progress in joint entity and relation extraction, existing approaches often
fall short in two key aspects: richness of representation and coherence in output structure.
These models often rely on handcrafted heuristics for computing entity and relation repre-
sentations, potentially leading to loss of crucial information. Furthermore, they disregard
task and/or dataset-specific constraints, resulting in output structures that lack coherence.
In our work, we introduce EnriCo, which mitigates these shortcomings. Firstly, to foster
rich and expressive representation, our model leverage attention mechanisms that allow
both entities and relations to dynamically determine the pertinent information required
for accurate extraction. Secondly, we introduce a series of decoding algorithms designed to
infer the highest scoring solutions while adhering to task and dataset-specific constraints,
thus promoting structured and coherent outputs. Our model demonstrates competitive per-
formance compared to baselines when evaluated on Joint IE datasets.

9.2 Introduction

Joint entity and relation extraction is a pivotal task in Natural Language Processing (NLP),
aiming to identify entities (such as “Person” or “Organization”) within raw text and to dis-
cern the relationships between them (such as “Work_for”). This process forms the corner-
stone for numerous applications, including the construction of Knowledge Graphs [Nickel
et al., 2016]. Traditionally, this task is tackled via pipelinemodels that independently trained
and implemented entity recognition and relation extraction, often leading to error propaga-
tion [Brin, 1999, Nadeau and Sekine, 2007]. The advent of deep learning has facilitated the
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Figure 9.1: The model consists of three key components: (1) Word Representation, respon-
sible for computing word embeddings for each word in the input sentence. (2) Entity Clas-
sification Module, which calculates, prunes, enriches span representations, and classifies
them. (3) Relation Classification Module, which similarly calculates, prunes, enriches span
representations, and classifies them. The pruning and enrichment of entity and relation
representations are performed by a “Filter and Refine” layer, as described in Section 9.3.5
and illustrated in Figure 9.2.

development of end-to-end and multitask models for this task, enabling the utilization of
shared representations and the simultaneous optimization of loss functions for both tasks.
[Wadden et al., 2019b, Wang and Lu, 2020, Zhao et al., 2021b, Zhong and Chen, 2021a, Yan
et al., 2021c]. Despite this advancement, these models essentially remain pipeline-based,
with entity and relation predictions executed by separate classification heads, thereby ig-
noring potential interactions between these tasks.

While end-to-end models have been proposed [Lin et al., 2020], they often resort to
hand-coded operations like concatenation for computing entity and relation representa-
tions, thereby limiting their flexibility. Moreover, these representations ignore potential
inter-span and inter-relation interactions, as well as their interactions with the input text.
Integrating these interactions could enrich the representations by preserving valuable con-
textual information overlooked during pooling operations. Moreover, existing approaches
tend to overlook the structured nature of the output. In many real-world scenarios, the rela-
tionships between entities follow certain patterns or constraints, which may vary depend-
ing on the domain or dataset. However, current models typically treat entity and relation
extraction as separate classification tasks without considering these constraints explicitly.
Consequently, the extracted entities and relations may lack coherence or violate domain-
specific rules, limiting the utility of the extracted knowledge.

In this work, we address these limitations by proposing EnriCo, a novel framework for
joint entity and relation extraction. EnriCo aims to provide richer representation and pro-
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mote coherence in output structures by leveraging attention mechanisms [Vaswani et al.,
2017c] and incorporating task and dataset-specific constraints during decoding. To enhance
representation richness, EnriCo employs attention mechanisms that allow entities and re-
lations to dynamically attend to relevant parts of the input text (Fig. 9.4). This allows for
richer and more expressive representations by preserving valuable contextual information
that may be overlooked by traditional pooling operations. In addition, it also incorporates
span and relation-level interactions, enabling each candidate entity or relation to update
its representation based on the presence and characteristics of other candidate entities or
relations in the text. This fosters a more holistic understanding of the relationships be-
tween different spans and relations, helping to resolve ambiguities and improve extraction
accuracy (Table 9.7). To address the computational complexity arising from a large number
of spans and relations, the model integrates a filtering layer to prune candidates, retain-
ing only the most relevant ones, enabling efficient processing without sacrificing accuracy.
Previous works have also leveraged rich high-level interactions. For instance, Zaratiana
et al. [2022c] employed span-level interaction, yet their application is confined to entity
recognition and lacks incorporation of pruning, making it computationally inefficient due
to large number of spans. Similarly, Zhu et al. [2023] proposed span-to-token interaction
for NER, but our work extends this approach to the relation (span-pair) level.

Finally, to ensure structural coherence of the output, we introduce a series of decoding
algorithms to boost model performance by integrating task-specific and dataset-specific
constraints. To achieve this, we formulate entity and relation prediction using an An-
swer Set Programming (ASP) solver, enabling the derivation of exact solutions. Experi-
ments across benchmark datasets demonstrate the efficacy and performance of our pro-
posed model.

9.3 Architecture

In this section, we present the architecture of our proposed model, EnriCo, for joint en-
tity and relation extraction. The overall architecture comprises three main components:
(1) Word Representation, (2) Entity Classification, and (3) Relation Classification modules.
Figure 9.1 illustrates the architecture, offering a visual overview of how these modules in-
teract.

9.3.1 Token Representation

The primary purpose of this module is to generate word embeddings from the input sen-
tences. For that, we use a transformer layer that takes an input text sequence x and outputs
token representations H ∈ RL×D, where D is the model dimension. In practice, this com-
ponent is a pretrained transformer encoder such as BERT [Devlin et al., 2019].
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9.3.2 Entity Module

In the Entity Module, the objective is to identify and classify spans in the input text as
entities. A span refers to a contiguous sequence of words in the text that represents a
candidate entity. Each entity is defined by its start and end positions within the input
sentence, as well as its associated entity type. For example, the spans “Alain Farley” and
“Montreal” could be classified as entities of type “Person” and “Location”, respectively.

Span representation To compute span representations, we first enumerate all possible
spans from the input sentence (up to a maximum span length in practice). Then, for each
span, we concatenate the embeddings of its start and end words to compute a span repre-
sentation. More formally, the span representation S for a span starting at word i and ending
at word j is given by:

Sij = w
T
ent(h

s
i ⊕ he

j) (9.1)

where hs
i and he

j are the embeddings of the start and end words, went ∈ R2D×D is a
learned weight matrix, and ⊕ denotes concatenation. In total, we compute L ×M span
vectors (we mask invalids), where L represents the sentence length andM represents the
maximum span length, thus S ∈ RLM×D. The spans are then passed into a Filter and
Refine (Sec. 9.3.5) layer to prune the number of spans toK and update their representation,
resulting in Sf ∈ RK×D. The span representation Sf will serve for both span classification
in the next paragraph and the relation representation in Sec. 9.3.3.

Span classification For span classification, we feed the representation of the filtered
span Sf into a feed-forward network to obtain the span classification score:

Yent = FFN(Sf ) ∈ RK×|E| (9.2)

where |E| corresponds to the number of entity types, including thenon-entity type.

9.3.3 Relation Module

In the Relation Module, the goal is to classify pairs of spans in the input text as specific rela-
tions. For instance, when presented with two spans “Alain Farley” and “McGill University”,
this module has to predict the relation between them, such as “Work_for” in this case.

Relation representation To compute the representation of a relation between two spans
(i, j) and (k, l), we simply concatenate their respective span representations using

Rij|kl = w
T
rel(S

head
fij
⊕ Stail

fkl
) (9.3)

where Shead
fij

and Stail
fkl

are the span representations for the spans (i, j) and (k, l) respec-
tively andwrel ∈ R2D×D is a learned weight matrix. This operation results inK×K candi-
date relations, corresponding to all pairs of candidate entities. Similarly to the entities, we
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process the relation representations through a Filter and Refine (Sec. 9.3.5) layer to reduce
their quantity to K , thereby updating their representation, which results inRf ∈ RK×D.

Relation classification Finally, we compute the relation classification score for each
relation representation using a feed-forward network:

Yrel = FFN(Rf ) ∈ RK×|R| (9.4)

where |R| represents the number of relation types, including the no-relation type.

9.3.4 Entity-Relation Biases

To facilitate a more nuanced interaction between entity and relation prediction, our model
incorporates a bias score for each combination of (head and tail) entity types and relation
type (see Fig. 9.3 for an illustrative example). In the training phase, these bias scores are
learned and seamlessly integrated into the relation score. Specifically, we augment the
relation logits (all yrelr ∈ Yrel) by incorporating information about the predicted head entity
type h ∈ E and the tail entity type t ∈ E in the following manner:

yrelrht = yrelr + b(h, t, r) (9.5)

where b(h, t, r) ∈ R, a learned bias score for the triplet (h, t, r) defined as follow:

b(h, t, r) = ϕ(h, t, r) + ϕ(h, r) + ϕ(t, r) + ϕ(h, t) (9.6)

In the above, we use the Gumbel-Softmax trick [Jang et al., 2017] to predict discrete
entity types h and t, enabling gradient-based optimization of the whole process. The term
ϕ(h, t, r) captures the joint affinity score between a specific head, tail, and relation type.
For instance, if the head entity is Person and the tail entity isOrganization, the relation score
would be higher for works_for than born_in. Meanwhile, ϕ(h, r) and ϕ(t, r) capture the
general tendencies for entities (head or tail) of certain types to engage in specific relations.
Lastly, ϕ(h, t) capture any intrinsic compatibility between an head and tail types. Further-
more, another utility of the bias term is that it allows to incorporate domain constraints by
manually assigning large negative values to invalid triples (see Table 9.1 and 9.3).

9.3.5 Filter and Refine

In this section, we detail the Filter and Refine layer (see Figure 9.2), a crucial component
utilized in both the entity and relation blocks. The purpose of this layer is to prune the
candidate elements (entities or relations) and then enhance their representations. Let Z ∈
RN×D denote the matrix containing the representations of either entities or relations (i.e.,
S orR), whereN represents the number of entities or relations, andD is the dimension of
the model.
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Figure 9.2: Filter and Refine layer.

Filtering mechanism The filtering first computes ranking scores for each element in Z
using a FFN:

F = FFN(Z) ∈ RN×1 (9.7)

Let argtopK(F) denote the indices of the top K elements in the vector F. Then, the
filtered set Zf ∈ RK×D is defined as:

Zf = select_topk(Z,F)
= [Z[i] | i ∈ argtopK(F)]

(9.8)

This equation defines Zf as the subset of Z containing only those elements that are
ranked within the top K according to their scores.

Refinemechanism The refine module updates the representations ofZf using two lay-
ers: READ and PROCESS. The READ layer updates each element in Zf by incorporating
information from the original token representationH , using multi-head attention:

Zf = Zf + MHA(Zf ,H) (9.9)

whereMHA(Zf ,H) represents amulti-head attentionmechanismwithQueriesZf and Keys
and ValuesH. This operation proves beneficial as some information may be lost during the
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Figure 9.3: Biases value (Sec. 9.3.4) for ACE 05 dataset. This figure shows the values of
learned biases for different associations of entity and relation types. (left) ϕ(h, r), bias
scores between head entity type and relation type. (middle) ϕ(t, r), bias scores between
tail entity type and relation type. (right) ϕ(h, t), bias scores between head entity type and
tail entity type.

hand-crafted representation computation via concatenation (Equations 9.1 and 9.3). Allow-
ing the entity and relation representations to attend to the original input sequence enables
them to dynamically gather crucial information, thereby enhancing overall performance
(see ablation study in Table 9.7). Furthermore, this introduces an additional layer of in-
terpretability to our model, as illustrated in Figure 9.4. Additionally, the PROCESS layer
updates the representations by enabling each element (∈Zf ) to aggregate information from
others (∈ Zf ):

Zf = Zf + MHA(Zf ,Zf ),

Zf = Zf + FFN(Zf )
(9.10)

where MHA(Zf ,Zf ) is a multi-head self-attention layer, and FFN(Zf ) is a feed-forward
network. While inter-span interactions have been explored in previous works [Zaratiana
et al., 2022c, Floquet et al., 2023], we are the first to employ this mechanism at the relation
level.

9.3.6 Training

During training, our model employs multi-task learning by jointly minimizing the filtering
and classification losses. We utilize a pairwise ranking loss with margin for the filtering:
Usunier et al. [2009]:

Lf =
N∑
p=1

N∑
n=1

max(0,Fn − Fp + α) · δ(yp, yn) (9.11)

In this equation, Fp and Fn represent the filtering scores for positive and negative samples
(computed in Sec. 9.3.5), respectively. The term α is the margin, and δ(yp, yn) is an indicator
function that is active when yp = 1 and yn = 0. This loss function encourages the model
to prioritize positive samples over negative ones. This loss is applied at both the entity and
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relation levels. For the classification, we minimize the negative log-likelihood of the gold
label spans and relations (on Yent and Yrel). Finally, the total loss function is a sum of all
losses:

Ltotal = Lent
f + Lrel

f + Lent
cl + Lrel

cl (9.12)
Here,Ltotal is the sum of filtering losses (Lent

f +Lrel
f ) and classification losses (Lent

cl +Lrel
cl ) for

entities and relations. To maintain simplicity, we do not add weighting terms for individual
losses.

9.4 Decoding

In this section, we details the different decoding algorithm we employed in this chapter.
The role of decoding is to produce the final output, which comprises the prediction of entity
types (span prediction) and relation types (span pair prediction).

9.4.1 Unconstrained Decoding

Our baseline is unconstrained decoding, which corresponds to the raw predictions of the
model for both entities and relations. The predictions for entities are obtained as follows:

Ep =

{
(i, j, c)

∣∣∣∣ c = argmaxc′ Y
ent
ijc′

c ̸= non-entity

}
(9.13)

where Yent
ijc′ is the score of the spans (i, j) having entity type c′ ∈ R|E| (see the com-

putation of span classification score in Equation 9.2). Furthermore, the prediction of the
relations are obtained as follows:

Rp =

{
(h, t, r)

∣∣∣∣ r = argmaxr′ Y
rel
htr′

r ̸= no-relation

}
(9.14)

where Y rel
htr′ is the score of the pairs of span h and t having relation type r′ ∈ R|R| (the

computation of relation classification score is in equation 9.4).

9.4.2 Constrained Decoding

Motivations The unconstrained decoding we describe before, does not consider the task-
specific which are crucial for producing well-formed and coherent outputs. For instance,
the Joint IE task has the following constraints:

• Unique Type Assignment: Each entity and relation must have a unique type as-
signed to it. (Trivial)
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• Non-overlapping Entity Spans: Predicted entity spans must not overlap with each
other.

• Consistency: A valid relation can only be formed by two valid entities, i.e., a relation
cannot be formed by a non-entity span.

Moreover, each dataset may have its specific constraints. For instance, in the CoNLL
2004 dataset, if the head entity is people and the tail is Org, the relation type should be
work_for (or non-relation) (see Table 9.1 for an exhaustive list).

Head Tail Relation

Peop Org Work_For
Peop Loc Live_in
Org Loc OrgBased_in
Loc Loc Located_in
Peop Peop Kill

Table 9.1: CoNLL 2004 dataset constraints.

Inference with ASP In our work, we
formulate the decoding problem using ASP
(Answer Set Programming) [Brewka et al.,
2011, Gebser et al., 2014], a form of declara-
tive programming oriented towards combi-
natorial search problems. This framework
is particularly suitable for our task, as it
allows for the integration of various con-
straints in a straightforward manner. We
implement three decoding variants: Joint,
which jointly optimizes the global score for

entities and relations; Entity First, which first finds the optimal solution for entities and
then for relations conditioned by predicted entities; and Relation First, which initially finds
the optimal solution for relations and then for entities given the relations. For these decod-
ings, we integrate both task-specific (described above) and dataset constraints (Table 9.1
and 9.3).

Fast variant While ASP provides strong performance, we find it is slow in practice. To
address this, we propose a more scalable solution, which is equivalent to the Entity First
variant of ASP, described before. Firstly, we predict candidate entities Ep using Equation
9.13. Then, we search for the optimal solution Êp, which is a subset of Ep with no overlap-
ping spans and the maximum score:

Êp = argmax
E∈Ψ(Ep)

∑
(i,j,c)∈E

Y ent
ijc (9.15)

where Ψ(Ep) contains all possible solution. The solution to this problem is provided
by Zaratiana et al. [2022d], who transform the problem into a weighted graph search to
derive exact solution. Then, once the entities are determined, the goal is to predict the types
of each candidate relation based on these predicted entities. A key assumption is that the
type of one relation is independent of others, provided the entities are known (i.e there is no
inter-relation constraints). Therefore, we can predict each relation types (for all yrel ∈ Y rel)
independently as follow:

r = argmax
r∈R

yrelr + b(h, t, r) (9.16)

– 133 –



Chapter 9

ASP-based Fast variant

Joint 6.7 -
Relation first 7.4 -
Entity first 5.5 21.7

Table 9.2: Decoding speed in sentence per second. All
decoding can be implemented using ASP solver. Entity
first variant can be implementedwithout ASP resulting
in faster decoding.

where h and t are respectively
the type of head and tail entities.
The bias term b(h, t, r) add entity
prediction information in the re-
lation facilitate the integration of
constraints into the prediction. It
does so by assigning a negative in-
finity value to any invalid entity-
relation type associations, as dic-
tated by the specific dataset con-
straint (Table 9.1 and 9.3). As
shown in the table 9.2, this algo-
rithm is significantly faster than ASP-based approached, while allowing the adherence to
constraints.

9.5 Experimental Setup

9.5.1 Datasets

We evaluated our model on three datasets for joint entity-relation extraction, namely Sci-
ERC [Luan et al., 2018], CoNLL04 [Carreras and Màrquez, 2004], and ACE 05 [Walker et al.,
2006a]. We provide details and statistics about the datasets in the Table 9.4 and the descrip-
tion of entity and relation types in Table 2.1.

Dataset |E| |R| # Train # Dev # Test
ACE05 7 6 10,051 2,424 2,050
CoNLL 2004 4 5 922 231 288
SciERC 6 7 1,861 275 551

Table 9.4: The statistics of the datasets. We use ACE04,
ACE05, SciERC, and CoNLL 2004 for evaluating end-
to-end relation extraction.

ACE 05 is collected from a vari-
ety of domains, such as newswire,
online forums and broadcast news.
It provides a diverse set of entity
types such as Persons (PER), Loca-
tions (LOC), Geopolitical Entities
(GPE), and Organizations (ORG),
along with intricate relation types
that include Artifact relationships
(ART), General affiliations (GEN-
AFF), and Personal social relation-
ships (PER-SOC). This dataset is particularly notable for its complexity and wide coverage
of entity and relation types, making it a robust benchmark for evaluating the performance
of Joint IE models.

CoNLL04 is a popular benchmark dataset for entity-relation extraction in English. It
focuses on general entities such as People, Organizations, and Locations. The dataset pri-
marily includes simple and generic relations likeWork_For and Live_in.
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Head Tail Relations

PER FAC ART, PHYS
PER LOC PHYS, GEN-AFF
PER GPE PHYS, ORG-AFF, GEN-AFF
PER PER PER-SOC, GEN-AFF
PER ORG ORG-AFF, GEN-AFF
PER WEA ART
PER VEH ART
FAC FAC PART-WHOLE, PHYS
FAC GPE PART-WHOLE, PHYS
FAC LOC PART-WHOLE, PHYS
GPE FAC PART-WHOLE, PHYS, ART
GPE GPE PART-WHOLE, PHYS, ORG-AFF
GPE LOC PART-WHOLE, PHYS
GPE ORG ORG-AFF
GPE WEA ART
GPE VEH ART
LOC FAC PART-WHOLE, PHYS
LOC GPE PART-WHOLE, PHYS
LOC LOC PART-WHOLE, PHYS
ORG ORG PART-WHOLE, ORG-AFF
ORG GPE PART-WHOLE, ORG-AFF, GEN-AFF
ORG WEA ART
ORG VEH ART
ORG FAC ART
ORG LOC GEN-AFF
VEH VEH PART-WHOLE
WEA WEA PART-WHOLE

Table 9.3: ACE 05 dataset constraints.
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SciERC dataset is specifically designed for the AI domain. It includes entity and relation
annotations from a collection of documents from 500 AI paper abstracts. It contains entity
types such as Task, Method, Metric and relation types such as Use-for, Part-of and Compare.
SciERC is particularly suited for constructing knowledge graphs in the AI domain.

9.5.2 Dataset Constraints

In this section, we discuss the dataset constraints used in our work. For the CoNLL 2004
dataset, the constraints are based on the seminal work of Roth and Yih Roth and Yih [2004],
which we report in Table 9.1. The constraints for this dataset are relatively simple, allowing
only five triplet combinations, for instance, (Peop, Org, Work_For). For the ACE 05 dataset,
no constraints were publicly available. Thus, we decided to design the constraints manu-
ally by examining the annotation guidelines provided by the Linguistic Data Consortium
dataset’s annotation guidelines 1, resulting in the set of constraints reported in Table 9.3.
As shown in the table, the task for the ACE 05 dataset is highly complex, with more than
40 possible triples compared to CoNLL 2004, which only has 5. Finally, for SciERC, we do
not include dataset-specific constraints as the annotation guideline is not detailed enough to
permit that, and the presence of ill-defined entities such asGeneric andOther-ScientificTerm
makes it difficult (see Table 2.1).

9.5.3 Evaluation Metrics

For the named entity recognition (NER) task, we use span-level evaluation, demanding pre-
cise entity boundary and type predictions. In evaluating relations, we employ two metrics:
(1) Boundary Evaluation (REL), which requires correct prediction of entity boundaries and
relation types, and (2) Strict Evaluation (REL+), which also necessitates correct entity type
prediction. We report the micro-averaged F1 score following previous works.

9.5.4 Hyperparameters

In this study, we implemented our model using BERT [Devlin et al., 2019] or ALBERT [Lan
et al., 2019] for the CoNLL 2004 and ACE 05 datasets. For the SciERC dataset, we opted
for SciBERT [Beltagy et al., 2019a], aligning with previous works. We detail the hyperpa-
rameters in Table 8.2. Our model was implemented using PyTorch and trained on a server
equipped with A100 GPUs.

9.5.5 Baselines

We primarily compare our model, EnriCo, with comparable approaches from the literature
in terms of model size. DyGIE++ [Wadden et al., 2019b] is a model that uses a pretrained

1https://www.ldc.upenn.edu/collaborations/past-projects/ace/annotation-tasks-and-specifications
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ACE 05 CoNLL 2004 SciERC
Model Backbone Entity REL REL+ Entity REL REL+ Entity REL REL+

DYGIE++ [Wadden et al., 2019b] BB & SciB 88.6 63.4 – – – – 67.5 48.4 –
Tab-Seq [Wang and Lu, 2020] ALB 89.5 – 64.3 90.1 73.8 73.6 – – –
PURE [Zhong and Chen, 2021a] ALB & SciB 89.7 69.0 65.6 – – – 66.6 48.2 35.6
PFN [Yan et al., 2021c] ALB & SciB 89.0 – 66.8 – – – 66.8 – 38.4
UniRE [Wang et al., 2021] ALB & SciB 89.9 – 66.0 – – – 68.4 – 36.9
TablERT [Ma et al., 2022] ALB 87.8 65.0 61.8 90.5 73.2 72.2 – – –
UTC-IE [Yan et al., 2023] ALB & SciB 89.9 – 67.8 – – – 69.0 – 38.8
UIE [Lu et al., 2022b] T5 – – 66.6 – 75.0 – – – 36.5
ChatGPT [Wadhwa et al., 2023] (Few-shot) – 9.04 – – 76.5 – – 17.92 –

EnriCo (Ours)
ALB & SciB 90.1 69.1 67.6 89.8 76.6 76.6 69.3 50.5 40.2
BL 88.8 67.2 64.7 89.9 73.5 73.5 – – –

Table 9.5: Main results. Entity refers to the F1 score for entity recognition, REL for re-
laxed relation extraction, and REL+ for strict relation extraction. The Backbone column
indicates the underlying architecture for each model (ALB for albert-xxlarge-v1
[Lan et al., 2019], BL for bert-large-cased [Devlin et al., 2019], and SciB for
scibert-base-uncased [Beltagy et al., 2019a]).

transformer to compute contextualized representations and employs graph propagation to
update the representations of spans for prediction. PURE [Zhong and Chen, 2021a] is a
pipeline model for the information extraction task that learns distinct contextual represen-
tations for entities and relations. PFN [Yan et al., 2021c] introduces methods that model
two-way interactions between the task by partitioning and filtering features. UniRE [Wang
et al., 2021] proposes a joint entity and relation extraction model that uses a unified la-
bel space for entity and relation classification. Tab-Seq [Wang and Lu, 2020] tackles the
task of joint information extraction by treating it as a table-filling problem. Similarly, in
TablERT [Ma et al., 2022], entities and relations are treated as tables, and the model uti-
lizes two-dimensional CNNs to effectively capture and model local dependencies within
these table-like structures. Finally, UTC-IE [Yan et al., 2023] treats the task as token-pair
classification. It incorporates Plusformer to facilitate axis-aware interactions through plus-
shaped self-attention and local interactions via Convolutional Neural Networks over token
pairs. We also included evaluations of generative approaches for information extraction,
comprising UIE [Lu et al., 2022b], which fine-tunes a T5 model for information extraction,
and ChatGPT [Wadhwa et al., 2023] prompted using few-shot demonstrations.

9.6 Results and Analysis

9.6.1 Main Results

The main results of our experiments are reported in Table 2. On ACE 05, our model ob-
tains the highest results in entity evaluation and is second in relation prediction, slightly
under-performing UTC-IE. On CoNLL 2004, our model surpasses the best non-generative
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Setting ACE 05 CoNLL 2004 SciERC
ENT REL REL+ ENT REL REL+ ENT REL REL+

Unconstr. 60.2 68.6 67.1 60.6 76.3 76.1 69.4 51.4 39.7
Joint 90.1 68.9 67.5 89.8 76.6 76.6 69.3 50.8 40.5
Ent First 90.2 69.1 67.6 89.8 76.7 76.7 69.3 50.5 40.2
Rel First 90.0 68.7 66.9 89.7 76.5 76.5 69.4 51.1 40.7

Table 9.6: Performance Comparison of Decoding Algorithms. We compare unconstrained
and constrained approaches.

baseline by a large margin. Specifically, it obtains 76.6 on relation evaluation, achieving a
+3 F1 improvement compared to Tab-Seq. Similarly, on SciERC, it also obtains strong results
for both entities and relations, outperforming UTC-IE by 0.3 and 1.4 on entity and relation
F1, respectively. Furthermore, our model also show competitive performance against gen-
erative models, UIE and ChatGPT. On CoNLL 2004, ChatGPT performs quite well due to
the simplicity of relations in this dataset. However, on more complex datasets (SciERC and
ACE 05), its performance is far behind, showing the benefits of fine-tuning task-specific
models for the task. Overall, our model showcases strong performance across all datasets,
demonstrating the utility of our proposed framework.

9.6.2 Decoding Algorithms

In Table 9.6, we report the performance of our model using different decoding algorithms
described in Section 9.4. We observe that, as expected, unconstrained decoding is the least
competitive, except on SciERC where we did not apply a domain constraint. In particu-
lar, unconstrained decoding performance on entity recognition can be very poor, especially
for ACE 05 and CoNLL 2004, where it falls behind the constrained method by almost 30
points in terms of F1, mainly due to span boundary and span overlap errors. For relation
extraction, constrained decoding can improve by up to 0.5, 0.6, and 1.0 points in terms of
the F1 score on ACE 05, CoNLL 2004, and SciERC, respectively. These results demonstrate
that structural and domain constraints are important not only for improving coherence
but also for performance. Furthermore, we notice that the performance difference between
different constrained decoding methods (Joint, Entity First, and Relation First) is minimal
across datasets. However, Entity First is the most beneficial one as it can be implemented
efficiently without the need for using an ASP solver, making it up to 3x to 4x faster than
other alternatives (Table 9.2).

9.6.3 Refine Layer Ablation

We perform an ablation analysis in Table 9.7 to assess the effectiveness of the refine layer,
specifically examining the contributions of the entity-level and relation-level refine lay-
ers described in Section 9.3.5. To ensure a fair comparison, we maintain a similar number
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Setting ACE 05 CoNLL 2004 SciERC
ENT REL REL+ ENT REL REL+ ENT REL REL+

Full. 90.1 69.1 67.6 89.8 76.6 76.6 69.3 50.5 40.2
No ent. 89.7 67.6 65.9 89.7 76.1 76.1 69.8 50.4 39.8
No rel. 90.2 68.1 66.5 89.8 76.4 76.4 69.0 50.3 39.6
No both 89.7 67.6 65.7 89.5 75.7 75.7 68.0 50.0 38.8

Table 9.7: Ablation experiments. With and without refine layer at the entity/relation level.

1

Pred. entities: (ImageNet, Material), (AlexNet, Method), (accuracy metric, Metric)

Pred. relations: (accuracy metric, AlexNet, Evaluate-For), (ImageNet, AlexNet, Used-For)

Candidate 
entities

Candidate relations

Figure 9.4: Attention visualization. This illustrate the attention score of candidate entities
and candidate relations with the input sequence, averaged across attention heads.

of parameters for all compared variants. In general, our model with the full configura-
tion—incorporating both entity and relation level interactions—achieves the most compet-
itive scores across the datasets. However, removing either the entity or relation level inter-
action does not significantly impact performance, whereas removing both leads to a more
substantial drop in performance.

9.6.4 Attention Visualization

In Figure 9.4, we present the attention visualization of the READ module for entities and
relations, highlighting their interaction with the input sequence. This visualization depicts
the attention scores averaged across all attention heads. The examples illustrated demon-
strate that each span generally attends most to its corresponding position in the input text.
However, intriguingly, we also observe attention to certain clue words such as “on” and “us-
ing”, which may contribute to type prediction. For relations, attention is directed to both
head and tail spans constituting the relation. However, contextual information beyond the
spans is attended to; for example, the word “evaluated” receives significant attention from
the (“accuracy metric”, “AlexNet”) relation, indicating the Evaluate-For relation between
the two spans. Similarly, in the same line, the word “trained” is highly attended to by the
(“ImageNet”, “AlexNet”) pair.
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9.7 Related Works

Joint IE The field of information extraction (IE) has evolved from traditional pipeline
models, which sequentially handle entity recognition [Chiu andNichols, 2015, Lample et al.,
2016a] and relation extraction [Zelenko et al., 2002a, Bach and Badaskar, 2007, Lin et al.,
2016, Wu et al., 2017], to end-to-end models. These approaches aim to mitigate error prop-
agation [Brin, 1999, Nadeau and Sekine, 2007] by jointly optimizing entity and relation
extraction [Roth and Yih, 2004, Fu et al., 2019a, Sun et al., 2021a, Ye et al., 2022a], enhanc-
ing the interaction between the two task and overall performance. Proposed approaches
include table-filling methods [Wang and Lu, 2020, Ma et al., 2022], span pair classification
[Eberts and Ulges, 2019, Wadden et al., 2019b], set prediction [Sui et al., 2020], augmented
sequence tagging [Ji et al., 2020] and the use of unified labels for the task [Wang et al., 2021,
Yan et al., 2023]. In addition, recently, the usage of generative models [OpenAI, 2023a] has
become popular for this task, where input texts are encoded and decoded into augmented
language [Paolini et al., 2021]. Some of these approaches conduct fine-tuning on labeled
datasets [Lu et al., 2022b, Fei et al., 2022], and others use prompting techniques on large
language models such as ChatGPT [Wadhwa et al., 2023].

Higher-order attention Recentworks have proposed higher-order interactions for struc-
tured prediction models. For instance, Floquet et al. [2023] employed span-level attention
for parsing, utilizing linear transformers to circumvent quadratic complexity of dot-product
attention. The work of Zaratiana et al. [2022c] employed span-level Graph Attention Net-
works [Velickovic et al., 2017] to enhance span representations for Named Entity Recogni-
tion (NER), using overlap information as edges. However, their approach is slow and takes
huge memory due to the substantial size of the overlap graph, characterized by numer-
ous nodes and edges. In our work, we address this challenge by implementing a filtering
mechanism to alleviate computational inefficiencies. Similarly, Ji et al. [2023] leveraged
span-level attention by restricting the number of attended spans for each span using pre-
defined heuristic. In contrast, our proposedmethod dynamically selects them. Additionally,
Zhu et al. [2023] utilized span-to-token attention for Named Entity Recognition (NER). Our
model extends their approach by incorporating both span- and relation-level interaction.

9.8 Conclusion

In summary, this chapter introduces EnriCo, a novel model crafted for joint entity and re-
lation extraction tasks. By integrating span-level and relation-level attention mechanisms,
our model fosters richer representations of spans and their interactions. The incorpora-
tion of a filtering mechanism efficiently manages computational complexity, while the in-
tegration of learned biases and constraint-based decoding further enhances the precision of
model predictions. Experimental evaluations across benchmark datasets demonstrate the
efficacy and performance of our proposed model.
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Conclusion and Perspectives

Summary of Contributions

In this thesis, we explored approaches for entity and relation extraction. Our contributions
were centered around, firstly, decoding algorithms which ensure that the output of the
model follows some predefined structural constraints. Secondly, we also contributed to the
development of novel architectures, which are either structurallymotivated (such as GNNer
and GraphER) or expressive of model interactions, for instance, through rich interactions
(EnriCO, GLiNER).

Named Entity Recognition

For named entity recognition, we investigated span-based models with a focus on improv-
ing the structure of their output by preventing overlapping spans. Initially, we examined
the potential of modifying the model architecture to eliminate overlaps, particularly by
incorporating graph neural networks to integrate overlapping information into span rep-
resentations. Although this approach reduced the number of overlapping spans, it did so at
the expense of increased complexity. The dense overlap graph of spans proved unsuitable
for modern GNN libraries. Furthermore, we discovered that while adding overlap informa-
tion through GNNs marginally enhances performance, it may also negatively impact recall
by excessively limiting overlaps, thus constraining the model’s span prediction capabilities.

To address these issues, we developed a new decoding method for span-based models
that optimizes a given score, serving as a more structured alternative to the commonly used
greedy decoding. This exact decoding method utilizes the maximumweighted independent
set algorithm, enabling efficient output of a solution that maximizes the sum of scores.
Additionally, we proposed an exhaustive enumeration approach, allowing practitioners to
maximize an arbitrary score function, such as average confidence.

Moreover, we introduced the filtered semi-Markov CRF (Fsemi-CRF) model, identifying
and addressing the weaknesses of standard semi-Markov CRF models, such as quadratic
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complexity and poor empirical performance relative to local span-basedmodels. The Fsemi-
CRF model leverages a strong local model to select high-quality candidate spans and em-
ploys a generalized semi-Markov CRF on these filtered spans. During training, both the
local model and semi-CRF are jointly optimized using a multitask loss. The decoding stage
involves a two-step process: filtering candidates with a local model followed by graph
search algorithms like Bellman-Ford to determine the optimal set of entity spans. This
model demonstrates robust performance on benchmarks by integrating the strengths of
both local span-based and semi-CRF models.

Generalist and Ligthweight Model for NER

In this thesis, we introducedGLiNER, an efficient and generalmodel for named entity recog-
nition. By aligning entity type representations with span representations in a latent space
and training with synthetic data encompassing thousands of distinct entity types, GLiNER
achieves impressive performance across NER benchmarkswithout the need for further fine-
tuning. Our findings demonstrate that a well-designed BERT-based architecture can rival
large language models like GPT in zero-shot scenarios.

Joint Entity and Relation Extraction

For relation extraction, we proposed three innovative and structurally motivated archi-
tectures. Firstly, we proposed the ATG framework employs a generative encoder-decoder
approach, setting it apart from other generative models by using spans, rather than word
tokens, as the basic units for generating nodes in the output graph. This span-based ap-
proach significantly shortens the output sequence compared to text-based models, while
also ensuring the sequence forms a valid and coherent graph.

We further introduced the GraphER architecture, which frames the task of joint entity
and relation extraction as a graph structure learning (GSL) problem. Given the inherent
nature of the task as a graph prediction exercise—where entities are nodes and relations
are edges connecting node pairs—we found that transformers are more effective than tra-
ditional message-passing GNNs for tasks involving structured graph data.

Lastly, we developed EnriCO, a specialized architecture for joint entity and relation
extraction (JERE), which facilitates rich interactions among input tokens, spans, and rela-
tions through an attention mechanism. This mechanism enables each model component
to selectively access relevant information for accurate predictions. EnriCO also integrates
joint decoding to enforce structural coherence in the output information extraction graph,
utilizing Answer Set Programming to ensure globally optimal entity-relation pairings.
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Future directions and limitations

Generalist Model for Named Entity Recognition

Our proposed model, GLiNER, offers an efficient alternative to large language models for
zero-shot NER. However, there are still many ways to improve it.

Context Length The current versions of GLiNER are limited to 512 subtokens, which
restricts the number of entities and the length of text that can be processed by the model.
This limitation can impact the model’s ability to fully capture and understand context in
longer documents, potentially reducing the accuracy of entity recognition. A future direc-
tion could involve using a backbone that supports a longer maximum context size, allowing
GLiNER to process more extended texts and identify a greater number of entities within a
single pass. This enhancement would open up opportunities for applying GLiNER to more
complex and extensive documents, such as legal texts, scientific papers, or comprehensive
reports, where understanding the broader context is crucial for accurate NER.

More Detailed Instructions GLiNER has been trained on a dataset with entity types
that are brief and narrowly defined. In the future, it could be fine-tuned to extract entities
described by more detailed instructions, beyond just entity type names. This presents an
opportunity to enhance the model’s flexibility and accuracy by allowing it to understand
and extract entities from more complex and nuanced descriptions. Such an improvement
could enable GLiNER to handle a wider variety of NER tasks, particularly in specialized
domains where entity definitions may be more intricate and context-dependent.

Domain-Specific Models GLiNER has been trained using data from a diverse range of
domains, making it a powerful general model for NER. However, in some cases, domain-
specific models are beneficial as they offer significantly better performance within their
specific domains, which can be crucial in certain scenarios. In the future, it would be inter-
esting to develop specialized versions of GLiNER across various domains such as medicine,
law, social media, and finance.

Limitations of GLiNER The current GLiNER model uses a cross-encoder approach,
where a transformer encoder processes both entity types and input text in a unified man-
ner. While effective, this approach has several drawbacks. One significant limitation is that
it requires processing both the entity types and the text together, which can be inefficient
and restrict scalability. A potential improvement would involve adopting a bi-encoder ar-
chitecture, where entity types and text are processed separately. This would allow for the
pre-computation of entity type embeddings, enabling the model to scale more effectively
to thousands of entity types. Another limitation of the original GLiNER model is its sensi-
tivity to label interaction. The model’s performance can be affected by the order of entity
types in the prompt, with shuffling potentially altering predictions. Additionally, adding
new labels to the prompt can influence the model’s accuracy. To address these issues, we
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plan to explore methods to reduce unwanted label interactions, such as modifying the at-
tention mechanism to prevent these interactions, thereby making the model more robust
and consistent in its predictions.

General and Structured Model for Information Extraction

My long-term goal is to develop an efficient, lightweight, and general model for informa-
tion extraction, akin to GLiNER but applicable more broadly. With the foundational work
presented in our models such as ATG, GraphER, and EnriCO, we have established a solid
architectural base for joint information extraction tasks. We envision these models being
adaptable to operate conditioned on a user-provided knowledge graph schema, thereby
generating a custom graph from unstructured textual content. Below is my roadmap to
achieve this goal:

• Architecture: Modify the architectures of ATG, GraphER, or EnriCO to enable the
output of user-specified entity and relation types. In this case, entity and relation
embeddings could be computed similarly to how it is done in GLiNER.

• Decoding: Implement or adapt the decoding strategy from the EnriCOmodel, where
the coherence of entity and relation associations is constrained by domain knowledge
from knowledge graph schema. Decoding could use a combinatorial approach such
as Answer Set Programming (ASP) to produce optimal outputs or more efficient al-
ternative using greedy decoding.

• Synthetic Data: The method to train this model involves generating synthetic data
using powerful large language models like OpenAI’s GPT-4 or Anthropic’s Claude.
The model could be prompted to simultaneously generate text, knowledge graph
schema, and output graphs.

I am convinced that the development of this model could profoundly influence the field
of information extraction. The ability to produce a knowledge graph as an output holds
vast potential for real-world applications, transforming raw data into structured, actionable
insights. However, this would require building richer datasets with diverse types of entities
and relations, as well as varied text lengths.
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